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Abstract

A modifiedA-hypergeometric system is a system of differential equations for the func-
tion f(tw · x) wheref(y) is a solution of anA-hypergeometric system inn variables andw
is ann dimensional integer vector, which is called the weight vector. We study the irregu-
larity of modified systems by adapting to this case the notionof umbrella introduced by M.
Schulze and U. Walther. Especially, we study slopes and Gevrey series solutions. We develop
some applications of this study. Under some conditions we give Laplace integral represen-
tations of divergent series solutions of the modified systemand we show that certain Gevrey
series solutions of the originalA-hypergeometric system along coordinate varieties are Gevrey
asymptotic expansions of holomorphic solutions of theA-hypergeometric system.
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1 Introduction

A-Hypergeometric systems (or GKZ-systems or simply hypergeometric systems) are systems of
linear partial differential equations on the complex affinespaceCn. Although they were already
considered in works by J. Hrabowski [19] and by I. M. Gelfand,M. I. Graev and A. V. Zelevinsky
[13], the systematic study of hypergeometric systems started with the paper by I. M. Gel’fand,
M. M. Kapranov and A. V. Zelevinsky [14]. Each of these systems, denoted byHA(β), is de-
termined by a pair(A, β) whereA = (aij) is an integerd × n matrix of rankd andβ ∈ Cd

is a parameter vector. AnA-hypergeometric systemHA(β) is defined by thed Euler operators
Ei − βi :=

∑n
j=1 aijyj

∂
∂yj

− βi for i = 1, . . . , d and the toric operators∂u − ∂v associated with
each pair(u, v) ∈ Nn × Nn such thatAu = Av. Here∂u stands for the monomial differential
operator∂u1

1 · · ·∂un
n and∂i = ∂

∂yi
.

For generic parametersβ ∈ Cd, the holomorphic solutions ofHA(β) at nonsingular points
can be described by using the so-calledΓ–hypergeometric series (see [13], [14]; see also [26] and
Subsection 3.2). We are interested in divergentΓ–hypergeometric series solutions. To study them
we use the notion of slopes defined in the general setting by Y.Laurent [21]. If the matrixA is
pointed (which means that the column vectors ofA lie in an open half-space with boundary passing
through the origin inRd), M. Schulze and U. Walther [27] have described the slopes ofHA(β) with
respect to coordinates varieties, generalizing previous work in [7], [16] and [17]. These slopes are
closely related to the irregularity of the system [22] and the existence of non convergent Gevrey
series solutions of this system. Gevrey series solutions ofHA(β) were studied by the second author
in [10] (see also [11] and [12] where the authors treat particular cases).

Modified hypergeometric systems were introduced by the fourth author [30] in order to study
solutions of hypergeometric systems along a curvey(t) = (c1t

w1 , . . . , cnt
wn) for w ∈ Zn, ci ∈

C. Each of them is determined by a tuple(A,w, β, α) whereA and β are as before,w =

(w1, . . . , wn) ∈ Zn andα ∈ C. We denote bỹA(w) (or simplyÃ) the matrix

Ã(w) = Ã =




a11 · · · a1n 0
· · · 0

adn · · · adn 0
w1 · · · wn 1


 .

Throughout this paper, we do not always assume thatA is pointed, but we assume thatÃ is. Note
that whenA is pointed, theñA also is.

Definition 1 ([30]) We call the following system of differential equationsHA,w,α(β) a modified
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A-hypergeometric system:
(

n∑

j=1

aijxj∂j − βi

)
• f = 0, (i = 1, . . . , d) (1)

(
n∑

j=1

wjxj∂j − t∂t − α

)
• f = 0, (2)

(
n∏

i=1

∂ui
i t

un+1 −
n∏

j=1

∂
vj
j t

vn+1

)
• f = 0 (3)

with u, v ∈ Nn+1 running over allu, v such thatÃu = Ãv. Here we denote∂
∂xi

= ∂i.

The modified system is defined on the spaceX = Cn+1 with coordinates(x, t) = (x1, . . . , xn, t).
LetD (orDn+1) be the Weyl algebra in(x, t). The left ideal inD generated by the operators in (1),
(2), and (3) is also denoted byHA,w,α(β) if no confusion arises. The leftD-moduleD/HA,w,α(β)
is denoted byMA,w,α(β). By [30] theD-moduleMA,w,α(β) is holonomic for anyA, β, w, α.

The systemHA(β) is a summand of the modified system on the spacet 6= 0. More precisely,
denoteY = Cn+1 with coordinates(y, s) and consider the map

ϕ : Y ∗ := Cn × C∗ ⊂ Y −→ X∗ := Cn × C∗ ⊂ X (4)

defined byϕ(y1, . . . , yn, s) = (s−w1y1, . . . , s
−wnyn, s). The pullback image of the idealHA,w,α(β)

by ϕ equals the ideal of differential operators onY ∗ generated byHA(β) ands∂s + α. Notice
that this last ideal is nothing but the hypergeometric idealassociated with the matrix̃A(0) and the
parameter vector(β,−α) ∈ Cd+1. As usual we denote this ideal byHÃ(0)(β,−α).

Let us consider the local analytic situation. LetD be the sheaf of holomorphic differential
operators onX andMA,w,α(β) the quotient sheafD/DHA,w,α(β). By the previous observation,
the hypergeometricD-moduleMÃ(0)(β,−α) = D/DHÃ(0)(β,−α) is the extension toY of the
pullback moduleϕ∗(MA,w,α(β)) considered as aDY ∗–module on the first spaceY ∗ = Cn ×
C∗. Sinceϕ is a biholomorphic map bothD-modulesMÃ(0)(β,−α)|Y ∗ andMA,w,α(β)|X∗ are
isomorphic.

We can describe solutions of the original hypergeometric systemHA(β) associated to the
weight vectorw ∈ Zn via solutions of the modified system. Series solutions ofHA(β) have
been studied in [13] and [14] where the authors constructed convergent series solutions associated
to the regular triangulation induced by a generic weight vectorw. The construction is generalized
as follows [26]: Assume thatβ ∈ Cd is very generic (this condition is essential in the construc-
tion). Suppose that the initial idealin(−w,w)(HA(β)) has a solution of the formyρ, ρ ∈ Cn. Then
the monomialyρ can be extended to a formal series solutionφ(y) = yρ + · · · of HA(β). We call
the seriesφ(y) a series solution ofHA(β) associated to the weight vectorw. The series is diver-
gent in general. We are interested in giving an explicit expression of a solution ofHA(β) whose
asymptotic expansion isφ(y). A standard method, in the theory of ordinary differential equations,
to construct such an expression is the Laplace integral representation and the Borel transformation
of divergent series. This method has been successful in the study of global analytic properties of
solutions of ordinary differential equations, see, e.g., the book by W. Balser [3] and the references
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therein. Then it is a natural problem to construct a Laplace integral representation correspond-
ing to the divergent series solutionφ(y) associated to the weight vectorw. Our modified system,
which is a system of differential equations forφ(tw1x1, . . . , t

wnxn), is used to give an answer to
this problem.

A key ingredient of our study is the fact that the modified hypergeometric systemHA,w,α(β) is
transformed into the hypergeometric systemHÃ(w)(β, α− 1) associated with the matrix̃A(w) and
parameter(β, α− 1), by the formal inverse Fourier transformt 7→ ∂t, ∂t 7→ −t, which enables us
to study the modified system using the theory of hypergeometric systems (see Subsection 4.1).

For example, forA = (1, 2) andβ ∈ C the systemHA(β) is generated byx1∂1 + 2x2∂2 −
β and∂21 − ∂2. The modified systemHA,w,α(β) for w = (−1,−1), α ∈ C is generated by the
three operatorsx1∂1 + 2x2∂2 − β, −x1∂1 − x2∂2 − t∂t − α, ∂21t − ∂2, and the inverse Fourier
transformation ofHA,w,α(β) is generated byx1∂1+2x2∂2−β, −x1∂1−x2∂2+t∂t−α+1, ∂21∂t−∂2
which is equal toHÃ(w)(β, α− 1).

We study the behavior of solutions ofHA,w,α(β) near the hyperplanet = 0 in the spaceX and
we will give Laplace integral representations of its solutions.

The structure of the paper is as follows: in Section 2 we recall Y. Laurent’s definition of the
slopes of a finitely generatedD-module with respect to a hypersurface.

In Section 3 we recall the use of umbrellas for the description of the slopes of a hypergeometric
system given by Schulze and Walther [27], then we summarize the construction of the Gevrey
solutions given in [10] and extend some of these results to the case of the Gevrey solutions at
infinity.

In Section 4 we prove that the formal inverse Fourier transform, with respect toT , of a modified
hypergeometric system is anA-hypergeometric system and we use this fact to describe the slopes
of the former by using the umbrella of the latter. We construct, associated with any slope of the
modified systemMA,w,α(β), a basis of its Gevrey solutions, modulo convergent power series,
when the parametersβ andα are very generic, see Theorem 6. Moreover, forβ ∈ Cd very generic
we construct a basis of formal series solutions of the modified system for anyα ∈ C andw ∈ Zn,
see Theorem 5. If in additionw is generic this basis is reduced to a single element. Later, in
Sections 5 and 6, we prove under some assumptions that this solution is an asymptotic expansion
of a Laplace integral representation of a solution by the Borel summation method (Theorem 8 and
Section 6). As an application, we give an asymptotic error evaluation of finite sums of formal series
solutions of originalA-hypergeometric systems with irregular singularities studied in, e.g., [10]
and [14] (see Theorem 8, the inequality (17), and Section 6).Example 4 illustrates the application
for the simplestA.

Several integral representations have been studied for solutions of regular holonomic hyper-
geometric systems (see, e.g., [15], [6], [4]). They play a prominent role in the study ofA-
hypergeometric functions. However, there have been few studies of integral representations for
solutions of irregularA-hypergeometric systems. We would like to point out that integral rep-
resentations of holomorphic solutions of irregularA-hypergeometric systems have been recently
given by A. Esterov and K. Takeuchi [9] by using the so called rapid decay homology cycles. Our
Laplace integral representation, which we propose in this paper for giving an analytic meaning to
divergent series solutions, is different from their representation: the integrand of our representation
is anA-hypergeometric function associated to a homogenized configuration ofA (Section 5).

In Section 6 we illustrate how, under some conditions, the study of the irregularity ofMA,w,α(β)
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alongT gives an analytic meaning to the Gevrey series solutions ofMA(β), along coordinate va-
rieties, constructed in [10]. More precisely we prove (see Proposition 5) that they are asymptotic
expansions of certain holomorphic solutions ofMA(β).

An interplay of algebra (slopes and formal series) and analysis (Borel summation method) is a
main point of this paper. In order to make a comprehensible presentation to readers from several
disciplines, we often review some well-known facts to experts. We hope that our style is successful.

Acknowledgements: We wish to thank J. González-Meneses, M. Granger and D. Mond for
their help, suggestions and comments. We are very grateful to an anonymous referee, whose
thoughtful suggestions have improved this article.

2 Generalities on slopes

Recall thatD = Dn+1 is the Weyl algebraC〈x1, . . . , xn, t, ∂1, . . . , ∂n, ∂t〉. In this section we write
x = (x1, . . . , xn+1), ∂ = (∂1, . . . , ∂n+1). The variablet is also denoted byxn+1 and∂t by ∂n+1.

Let L : R2n+2 → R be a linear formL(α, β) =
∑

i uiαi + viβi such thatui + vi ≥ 0 for
i = 1, . . . , n + 1, inducing the so-calledL–filtration on the ringD. If ui + vi > 0 for all i, the
associated graded ringgrL(D) is isomorphic to a polynomial ring in2n + 2 variables(x, ξ) =
(x, ξ1, . . . , ξn+1) with complex coefficients. This polynomial ring isL-graded, theL-degree of a
monomialxαξβ beingL(α, β). If we need to emphasize the coefficients of the linear form we
simply writeL = L(u,v) for (u, v) ∈ R2n+2 with ui + vi ≥ 0 for all i. If u = 0 ∈ Nn+1 and
v = 1 = (1, 1, . . . , 1) ∈ Nn+1 then the correspondingL(u,v) filtration is nothing but the usual order
filtration onD (which is also called theF -filtration). If u = (0,−1) ∈ Nn+1 andv = −u ∈ Nn+1

then the correspondingL(u,v) filtration is nothing but the Malgrange-Kashiwara filtration onD
(also known as theV -filtration) with respect tot = 0. In the remainder of this section we assume
ui + vi > 0 for all i; we say then that(u, v) is aweight vectorfor the Weyl algebraD.

All the D–modules appearing here are leftD-modules unless stated otherwise. We denote by
T ⊂ Cn+1 the hyperplane defined byt = 0.

Let M be a finitely generatedD-module. To theL-filtration onD we associate agoodL-
filtration onM , by means of a finite presentation. The associatedgrL(D)-modulegrL(M) is then
finitely generated. The radical of the annihilating idealAnngrL(D)(gr

L(M)), which is independent
of thegoodL–filtration onM , defines an affine algebraic subset of the cotangent spaceT ∗Cn+1 =
C2n+2. This algebraic set is called theL-characteristic varietyofM and it is denoted byChL(M).
The results stated so far are well known inD-module theory and generalize [5] which treats the
case of theF–filtration inD. The case of a generalL–filtration has been studied for example in
[20] and, with more details, in [21, Section 3.2] in the micro-differential setting which is slightly
different from the one in this paper. See also [2, Section 2] for an equivalent treatment better
adapted to effective computations for modules on the Weyl algebra.

We consider a special type ofL-filtration: For any real numberr ∈ R≥0 we denote byLr either
the linear formLr = F + rV or the filtration onD given by the(2n + 2)–dimensional weight
vector(0, . . . , 0,−r, 1, . . . , 1, 1+ r)where−r is placed in the(n+1)th-component. HereF (resp.
V ) stands for the order filtration onD (resp. the Malgrange-Kashiwara filtration with respect to
T ).
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Definition 2 [21, Section 3.4]LetM be a finitely generatedD–module. Consider the projection
Π : T ∗Cn+1 −→ T defined by

Π(x1, . . . , xn, t, ξ1, . . . , ξn, ξt) = (x1, . . . , xn, 0).

For any real numberr > 0, let IrT (M) be the closure of the projection byΠ of the irreducible com-
ponents of theLr–characteristic varietyChLrM ⊂ T ∗Cn+1 that are not(F, V )–bihomogeneous.
The real numbers = r + 1 > 1 is said to be aslopeof M along T at p ∈ T if and only if
p ∈ IrT (M).

As proved by Y. Laurent, see [21, Section 3.4], any slope is a rational number and the set of
slopes ofM is finite. Moreover, Y. Laurent also provedloc. cit. thats = r + 1 is a slope ofM
alongT atp ∈ T if and only if, in a neighborhood ofΠ−1(p),ChLr′ (M) is not locally constant for
r′ ∈ (r − ǫ, r + ǫ) with ǫ > 0 small enough. The irregularity of a holonomic system with respect
to a smooth hypersurface ([24, Déf. 6.3.1]) is deeply related with the slopes of the system defined
with respect to the given hypersurface [22].

3 On the irregularity of A–hypergeometric systems

Recall thatA is a d × n integer matrix of rankd whose columnsa1, . . . , an generateZd asZ–
module. We denote byHA(β) the hypergeometric ideal associated withA and the parameter
vectorβ ∈ Cd [14] and byMA(β) the corresponding hypergeometric system (also known as
GKZ–system). This system is the quotient ofDn := C[x1, . . . , xn]〈∂1, . . . , ∂n〉, the Weyl algebra
of ordern, by the left idealHA(β). In this section we denoteX = Cn.

3.1 Slopes ofA–hypergeometric systems

We recall in this subsection some results from [27], whereA is assumed to be pointed, i.e. the
columns ofA lie in a open half-space defined by a hyperplane passing through the origin inRd.
These results will not be applied to our matrixA but only to the matrixÃ(w) (see Subsection 4.2),
which we assume to be pointed throughout this article.

We denote byai the i-th column ofA for i = 1, . . . , n. TheL-characteristic variety of the
hypergeometric systemMA(β) has been described, in a combinatorial way, by M. Schulze andU.
Walther [27] for any pointed matrixA and any filtrationL = (u, v) such thatui + vi = c > 0
for all i = 1, . . . , n. The caseL = F was first studied by A. Adolphson [1]. The main tool for
their description is the notion of(A,L)-umbrellathat we define here for the sake of completeness.
First of all, the(A,L)–umbrella only depends onA and on the coefficientsvi of the linear form
L = L(u,v).

Definition 3 [27, Def. 2.7]We assume thatvi > 0 for all i. The(A,L)–polyhedron∆L
A is the

convex hull inRd of the set{0, a1/v1, . . . , an/vn}. The(A,L)-umbrellaΦL
A is the set of faces of

∆L
A which do not contain zero. In particular,ΦL

A contains the empty face.

By ΦL,k
A ⊂ ΦL

A we denote the subset of faces of dimensionk. We identify each faceσ of ΦL
A

with the set{i : ai/vi ∈ σ} and with{ai : ai/vi ∈ σ}. The(A,L)-umbrella is then an abstract
cell complex.
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When not all thevi are strictly positive then both definitions of the(A,L)-polyhedron and
the (A,L)-umbrella are a little bit more involved. We refer to [27, Def. 2.7] for these precise
definitions in the general case. See also Subsection 4.2.

Theorem 1 [27, Cor. 4.17]TheL–characteristic variety ofMA(β) is given by:

ChL(MA(β)) =
⋃

τ∈ΦL
A

Cτ
A (5)

whereCτ
A is the closure of the conormalCτ

A of the torus orbitOτ
A = {ξ ∈ T ∗

0X = Cn : ξi =
0 if i /∈ τ, ξi = yai if i ∈ τ, y ∈ (C∗)d}.

Moreover, it is proved in [27, Lemma 3.14] thatCτ
A meetsT ∗

0X for all τ ∈ ΦL
A. Thus Theorem

1 provides a description of the slopes of a hypergeometric system at the origin along any coordinate
varietyY ⊂ X via considering the1–parameter family of filtrationsLr = F + rV , r > 0, where
V is theV -filtration1 alongY :

Corollary 1 [27, Cor. 4.18]The real numbers = r + 1 > 1 is a slope ofMA(β) alongY at the
origin if and only ifΦLr′

A is not locally constant atr′ = r.

Remark 1 WhenY ⊂ X is a coordinate hyperplane then the set of slopes ofMA(β) alongY at
the origin coincides with the set of slopes ofMA(β) alongY at any pointp ∈ Y . This is proved in
[10, Th. 5.9] by using the comparison result in [22, Th. 2.4.2].

3.2 Gevrey solutions ofA–hypergeometric systems at infinity.

In this subsection we extend some of the results from [10] to the case of the Gevrey solutions of a
hypergeometric system at infinity in the direction of a coordinate hyperplane that we may assume
to bexn = 0. This construction is used later in the study of the Gevrey solutions alongT of a
modified hypergeometric system, see Subsection 4.5.

Let us denote byOX the sheaf of holomorphic functions onX = Cn. ForY = {xn = 0}, we
denote byO

X̂|Y
the formal completion ofOX alongY , whose germs at(p, 0) ∈ Y are of the form

f =
∑

m≥0 fmx
m
n where all thefm = fm(x1, . . . , xn−1) are holomorphic functions in a common

neighborhood ofp. Notice that the restriction ofOX toY , denoted byOX|Y , is a subsheaf ofO
X̂|Y

.
For any real numbers, we also consider the sheafO

X̂|Y
(s) of Gevrey series alongY of orders

which is defined to be the subsheaf ofO
X̂|Y

whose germsf at (p, 0) ∈ Y satisfy

∑

m≥0

fm

m!s−1x
m
n ∈ OX|Y,(p,0).

We denoteQY (s) :=
O

X̂|Y
(s)

OX|Y
and useO

X̂|Y
(<s) for the sheaf of Gevrey series alongY of order

less thans. If f belongs toO
X̂|Y

(s) \ O
X̂|Y

(<s) for somes, we say that theindexof the Gevrey
seriesf is s. We also writeO

X̂|Y
(+∞) := O

X̂|Y
.

1TheV –filtration with respect to the coordinate varietyY = (x1 = · · · = xℓ = 0) is defined by assigning the
weight -1 (resp. the weight 1) to the variablesxi (resp.∂i) for i = 1, . . . , ℓ and the weight0 to the remaining variables.
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We denote byD = DX the sheaf of linear differential operators onX with holomorphic
coefficients. IfM is a coherentD-module, Z. Mebkhout has defined in [24, Déf. 6.3.1] the
irregularity of orders of M with respect toY to be the complex of (sheaves of) vector spaces
Irr

(s)
Y (M) := RHomD(M,QY (s)) and has proved that, for alls ∈ [1,+∞], this complex is

a perverse sheaf onY whenM is holonomic [24, Th. 6.3.3]. By the comparison theorem [22,
Th.2.4.2]s is a slope ofM with respect toY if and only if s is a gap in the filtrationIrr(s)Y (M)

on the irregularityIrrY (M) := Irr
(+∞)
Y (M). The perversity result implies, in particular, that at

a generic pointp ∈ Y only the first cohomology space of previous complexes is possibly non zero
and thus it is worth studying the stalkHomD(M,QY (s))p.

Recall thatA = (a1 · · · an) is a full rank matrix withai ∈ Zd for all i = 1, . . . , n andd ≤ n.
Following [14] and [26], for any vectorv ∈ Cn we can define a series

φv = φv(x) :=
∑

u∈Nv

[v]u−

[v + u]u+

xv+u (6)

wherev ∈ Cn verifiesAv = β andNv = {u ∈ ker(A) ∩ Zn : nsupp(v + u) = nsupp(v)}.
Hereker(A) = {u ∈ Qn : Au = 0}, nsupp(w) := {i ∈ {1, . . . , n} : wi ∈ Z<0} is the negative
support ofw ∈ Cn, [v]u =

∏
i[vi]ui

and[vi]ui
=
∏ui

j=1(vi − j + 1) is the Pochhammer symbol for
vi ∈ C, ui ∈ N.

The seriesφv is annihilated by the hypergeometric idealHA(β) if and only if the negative
support ofv is minimal, i.e.,∄u ∈ ker(A) ∩ Zn with nsupp(v + u) ( nsupp(v) (see [26, Section
3.4]).

Whenβ ∈ Cd is very generic, i.e., whenβ is not in a locally finite countable union of Zarisky
closed sets, there is a basis of the Gevrey solution space ofMA(β) alongY given by seriesφv for
suitable vectorsv ∈ Cn (see [10, Ths. 6.2 and 6.7]).

For any subsetη ⊆ {1, . . . , n} we denote byAη the submatrix ofA given by the columns ofA
indexed byη and we denotēη = {1, . . . , n} \ η.

We say thatσ ⊆ {1, . . . , n} is a(d−1)-simplexwith respect toA (or simply thatσ is a(d−1)-
simplex) if the columns ofAσ determine a basis ofRd. If it is so, we can reorder the variables in
order to haveσ = {1, . . . , d} without loss of generality. Then a basis ofker(A) associated withσ
is given by the columns of the matrix:

Bσ =




−A−1
σ ad+1 −A−1

σ ad+2 · · · −A−1
σ an

1 0 0
0 1 0
...

. . .
...

0 0 1




A vectorv ∈ Cn satisfyingvi ∈ N for all i /∈ σ andAv = β can be written as

vk = (A−1
σ (β −

∑

i/∈σ

kiai),k)

for somek = (ki)i/∈σ ∈ Nn−d. Sinceβ is very generic then the negative support ofvk is the empty
set and henceφvk is annihilated byHA(β). Moreover, the summation index setNvk in the series
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φvk is given by the integer vectors in an affine translate of the positive span of the columns ofBσ.
The sum of the coordinates of thei-th column ofBσ is 1 − |A−1

σ ad+i| where| | means the sum of
the coordinates. We have the following.

Theorem 2 [10, Theorem 3.11]Under the above conditions the seriesφvk is a Gevrey solution of
MA(β) alongZ = {xj = 0 : |A−1

σ aj| > 1} with indexs = max{|A−1
σ aj | : j = 1, . . . , n} at

points in certain relatively open subset ofZ. In particular, if |A−1
σ aj | ≤ 1 for all 1 ≤ j ≤ n then

φvk is convergent.

By Corollary 1, a real numbers > 1 is a slope ofMA(β) alongY = {xn = 0} if and only if 1
s
an

belongs to the hyperplaneHτ supported on a facetτ of the convex hull of{0, a1, . . . , an−1} such
that0 /∈ τ . In particular, for any(d − 1)-simplexσ ⊆ τ it is easy to check thats = |A−1

σ an| > 1.
We say in this case thatσ is a(d − 1)-simplex corresponding to the slopes > 1 of MA(β) along
Y .

The following Theorem is a summary of some of the results from[10]. Its last statement uses
results from [22] and in [27]. For the definition of a regular triangulation see, e.g., [29, Ch. 8].

Theorem 3 Assume thatβ ∈ Cd is very generic and thats > 1 is a slope ofMA(β) along
Y = {xn = 0}. For any (d − 1)-simplexσ corresponding tos one can constructvol(σ) =
| det(Aσ)| many linearly independent Gevrey solutionsφvk of MA(β) along Y with indexs by
varyingk ∈ Nn−d in a setΛ so that{Aσk |k ∈ Λ} is a set of representatives of the groupZd/ZAσ.
Moreover, if we repeat this construction for all the(d − 1)-simplicesσ corresponding tos which
belong to a suitable regular triangulation forA and take the classes moduloO

X̂|Y
(<s) we obtain

a basis for the space of solutions ofMA(β) in the space(O
X̂|Y

(s)/O
X̂|Y

(<s))p for pointsp ∈ Y

in a relatively open set ofY .

We have exhibited the construction of the Gevrey solutions of MA(β) alongY = {xn = 0}
corresponding to each slopes > 1 of MA(β) alongY for β very generic.

Let us construct Gevrey solutions ofMA(β) at infinity. In other words, we are going to con-
struct Gevrey solutions of the projectivized hypergeometric system treated in [28, Section 5] at a
generic point at infinity. We use the following notation:X ′ isCn with coordinates(x1, . . . , xn−1, z)
andz = 1/xn so thatX ∩X ′ = Cn−1 × C∗. DenoteY ′ = {xn = ∞} = {z = 0} ⊆ X ′.

TakeL−r = F − rV whereV is theV -filtration alongY . Notice thatΦL−r

A is not locally
constant atr = s− 1 > 0 if and only if 1

(2−s)
an belongs to the hyperplaneHτ supported on a facet

τ of the convex hull of{0, a1, . . . , an−1} such that0 /∈ τ .

Theorem 4 Assume thatβ ∈ Cd is very generic and that there existss > 1 such that 1
(2−s)

an
belongs to a hyperplaneHτ as above. For any(d− 1)-simplexσ ⊆ τ one can constructvol(σ) =
| det(Aσ)| many linearly independent Gevrey seriesφvk along Y ′ with indexs by varyingk ∈
Nn−d−1 × Z<0 in a setΛ so that{Aσk : k ∈ Λ} is a set of representatives of the group
Zd/ZAσ. The classes of these series modulo convergent seriesOX′|Y ′ are solutions ofMA(β)
in O

X̂′|Y ′(s)/OX′|Y ′.

Moreover, if we repeat this construction for all the(d− 1)-simplicesσ as above which belong
to a suitable regular triangulation forA and take the classes moduloO

X̂′|Y ′(<s) then we obtain a

basis for the space of solutions ofMA(β) in the space(O
X̂′|Y ′(s)/OX̂′|Y ′(<s))p for pointsp ∈ Y ′

in a relatively open set ofY ′.
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Proof.-By reordering the variables we may assumeσ = {1, . . . , d} without loss of generality.
LetB′

σ be the matrixBσ but with the last column multiplied by−1.
Take a vectorv ∈ Cn such thatAv = β, vi ∈ N for all i /∈ σ ∪ {n} andvn ∈ Z<0. It is

clear that such a vector can be taken asv = vk, as before, for somek = (ki)i/∈σ ∈ Nn−d−1 × Z<0.
Moreover, the summation index setNvk in the seriesφvk is given by the integer vectors in an affine
translate of the positive span of the columns ofB′

σ. Notice that the sum of the coordinates of the
i-th column ofB′

σ is 1−|A−1
σ ad+i| ≥ 0 for i = 1, . . . , n−d−1 while the sum of the coordinates of

the last column is|A−1
σ an| − 1 = 2− s− 1 = 1− s < 0. This implies thatφ′

vk
(x1, . . . , xn−1, z) :=

φvk(x1, . . . , xn−1, 1/z) is a Gevrey series alongY ′ with orders = r + 1 > 1. To prove thats is
the Gevrey index ofφ′

vk
one can use a slightly modified version of Lemma 3.8 in [10].

Moreover, sinceβ is very generic then the negative support ofvk is nsupp (vk) = {n} which
is not minimal and henceφvk is not annihilated byHA(β) (see [26, Section 3.4]). However, it
can be checked that for any differential operatorP ∈ HA(β) the seriesP (φvk) is either zero
or a polynomial inz = x−1

n with coefficients that are convergent power series in the variables
x1, . . . , xn−1. Now we finish the proof following [10, Sec. 7] and [28, Sec. 5]. Q.E.D.

Remark 2 A slightly weaker version of the first paragraph of Theorem 4 can also be proved with-
out the very genericity assumption inβ ∈ Cd. More precisely, for allβ ∈ Cd if ΦL−r

A is not locally
constant atr = s− 1 > 0 we can construct a Gevrey series alongY ′ of indexs = r + 1 which is
a solution ofMA(β) modulo the spaceO

X̂′|Y ′(<s) (of Gevrey series alongY ′ with order less than
s) by methods similar to the ones in [10, Section 4].

The following corollary is a particular case of [28, Conjecture 5.18].

Corollary 2 The real numbers > 1 is a slope ofMA(β) alongY ′ = {xn = ∞} if and only if
Φ

L−r

A is not locally constant atr = s− 1.

Proof.- For the only if direction of the proof we refer to [28, Section5]. Let us prove the if
direction. By Theorem 4 and Remark 2 one can construct a Gevrey series of indexs = r + 1 that
is a solution ofMA(β) alongY ′ (moduloO

X̂′|Y ′(<s)). So, the result follows from the comparison
theorem for the slopes [22]. Q.E.D.

Example 1 Set

A =

(
2 1 1
1 2 1

)

andβ ∈ C2. We have that the kernel ofA is generated byu = (1, 1,−3) and thus the hyperge-
ometric idealHA(β) is generated by�u = ∂1∂2 − ∂33 , E1 − β1 = 2x1∂1 + x2∂2 + x3∂3 − β1
and E2 − β2 = x1∂1 + 2x2∂2 + x3∂3 − β2. Takeσ = {1, 2} and notice that fors = 4/3
we have thata3/(2 − s) belongs to the lineHσ determined bya1 and a2. By Corollary 2 we
have thats = 4/3 is a slope ofMA(β) along Y ′ = {x3 = ∞}. Indeed, if we consider
vk = ((2β1 − β2 − k)/3, (2β2 − β1 − k)/3, k) for k = k ∈ Z<0 we have thatφvk is a Gevrey
series alongY ′ of indexs = 4/3 if vk1 , v

k

2 /∈ Z<0. Moreover, we have that(Ei − βi)(φvk) = 0
for i = 1, 2. For each of the three biggestk ∈ Z<0 verifying thatvk1 , v

k
2 /∈ Z<0 we have that

�u(φvk) = vk1v
k
2x

vk1−1
1 x

vk2−1
2 xk3, which is convergent at anyp ∈ Y ′ ∩ {x1x2 6= 0}. The classes

moduloOX′|Y ′ of these three seriesφvk form a basis for the space of solutions ofMA(β) in
(O

X̂′|Y ′(s)/OX′|Y ′)p, p ∈ Y ′ ∩ {x1x2 6= 0}. If β is very generic thenk = −1,−2,−3.
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4 On the irregularity of modified A-hypergeometric systems

4.1 Fourier transform and initial ideals

LetD be the Weyl algebraC〈x1, . . . , xn, t, ∂1, . . . , ∂n, ∂t〉. The variablet is also denoted byxn+1

and∂t by ∂n+1.
Let L : R2n+2 → R be a linear formL(α, β) =

∑
i uiαi + viβi such thatui + vi ≥ 0 for

i = 1, . . . , n + 1 inducing the so-calledL–filtration on the ringD. If ui + vi > 0 for all i, the
associated graded ringgrL(D) is isomorphic to a polynomial ring in2n + 2 variables(x, ξ) =
(x1, . . . , xn+1, ξ1, . . . , ξn+1) with complex coefficients. This polynomial ring isL-graded, theL-
degree of a monomialxαξβ beingL(α, β). If we need to emphasize the coefficients of the linear
form we will simply writeL = L(u,v) for (u, v) ∈ R2n+2 with ui+vi ≥ 0 for all i. If u = 0 ∈ Nn+1

and v = 1 = (1, 1, . . . , 1) ∈ Nn+1 then the correspondingL(u,v) filtration is nothing but the
usual order filtration onD (which is also called theF -filtration). If u = (0,−1) ∈ Nn+1 and
v = −u ∈ Nn+1 then the correspondingL(u,v) filtration is nothing but the Malgrange-Kashiwara
filtration onD (we also say theV -filtration) with respect tot = 0. In the remainder of this section
we will assumeui + vi > 0 for all i; we will say then that(u, v) is a weight vector for the Weyl
algebra.

We define the ring isomorphismF of D by t 7→ −∂t, ∂t 7→ t. The isomorphismF is called
theFourier transformonD with respect to the variablet. The inverse transformF−1 is given by
t 7→ ∂t, ∂t 7→ −t. Let (u, v) be a weight vector for the Weyl algebra. The Fourier transformsF
andF−1 induce isomorphisms ingrL(D) and we denote them also byF andF−1 respectively.
Analogously, ifC ⊂ C2n+2 is the affine algebraic set defined by an idealJ ⊆ grL(D) we write
FC andF−1C for the algebraic set defined byFJ ⊆ grL(D) andF−1J ⊆ grL(D) respectively.

We define the Fourier transform of the weight vector(u, v) by the formula

F(u, v) := (u1, . . . , un, vn+1, v1, . . . , vn, un+1).

We notice thatFF(u, v) = (u, v). We will also writeFL = F(u, v) if L = L(u,v).

Proposition 1 For any operatorℓ ∈ D, we have

in(u,v)(ℓ) = F−1inF(u,v)(Fℓ)

Proof. We prove it in the casen = 0. Other cases can be reduced to this case. We putξn+1 =
in(u,v)(∂t). We assume thatu+v > 0 andℓ = ta∂bt . Then, we havein(u,v)(ℓ) = taξbn+1. SinceFℓ =
(−∂t)

atb = (−1)a(tb∂at + abtb−1∂a−1
t + · · · ) andu + v > 0, we havein(v,u)(Fℓ) = (−1)atbξan+1.

Applying the inverse Fourier transform, we obtainF−1in(v,u)(Fℓ) = (−1)aξbn+1(−t)
a = in(u,v)(ℓ).

Suppose thatta∂bt >(u,v) t
a′∂b

′

t . Then, we have(−∂t)atb >(v,u) (−∂t)
a′tb

′
. Thus, we obtain the

conclusion. Q.E.D.
Proposition 1 yields the following simple, but important claim for the Gröbner deformation

method.

Corollary 3 For any left idealI in D, we have

in(u,v)(I) = F−1inF(u,v)(FI)

Proof. Sincein(u,v)(I) is spanned byin(u,v)(ℓ), ℓ ∈ I as aC-vector space, the conclusion
follows from the previous proposition. Q.E.D.
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4.2 Slopes of modifiedA-hypergeometric systems

We retain the notations of [30], which are explained in the introduction. We are interested in
the slopes of the modified systemMA,w,α(β) at any point alongT = {t = 0}. We notice that
HA,w,α(β) is the Fourier transform ofHÃ(w)(β̃) whereβ̃ = (β, α− 1), i.e.

MA,w,α(β) = FMÃ(w)(β̃). (7)

Recall thatLr = F + rV = (0, . . . , 0,−r, 1, . . . , 1, 1 + r) whereV = (0, . . . , 0,−1; 0, . . . , 0, 1)
andF = (0, 1). ThusFLr = (0, . . . , 0, 1 + r, 1, . . . , 1,−r).

In order to obtain the slopes of the modified systemMA,w,α(β), we need to study theLr–initial
ideal of the modified hypergeometric idealHA,w,α(β), for r ∈ R>0. Therefore, applying Corollary
3 and (7), we have

inLr(HA,w,α(β)) = F−1inFLr(HÃ(w)(β̃)). (8)

Using (8), we have

ChLr(MA,w,α(β)) = F−1(ChFLr(MÃ(w)(β̃))) (9)

On the other hand, sinceMÃ(w)(β̃) is a hypergeometric system and the matrixÃ(w) is pointed,

Theorem 1 gives a description of the irreducible componentsof ChFLr(MÃ(w)(β̃)) in terms of the

(Ã(w),FLr)–umbrella. We notice here that the last coordinate ofFLr equals−r < 0. We recall
the definition [27, Def. 2.7] of the umbrella in this case. First of all let us recallloc. cit., that if a,
b are two points andH is a hyperplane inPd+1(R) containing neithera nor b, then the convex hull
convH(a, b) of a andb relative toH, is the unique line segment joininga andb and not meetingH.

Let us denote theith column of Ã(w) by ãi, say ãi = ( ai
wi ) for i = 1, . . . , n and ãn+1 =

(0, . . . , 0, 1)t. For simplicity let us write(Ã, L̃) instead of(Ã(w),FLr). We view ã1, . . . , ãn+1

as points inRd+1 ⊂ Pd+1(R). As Ã is pointed, there exists a linear formh on Rd+1 such that
h(ãi) > 0 for all i. Let ǫ ∈ R be such that0 < ǫ < h(ãi) for i = 1, . . . , n and0 < ǫ < h(ãn+1)

r
.

Definition 4 [27, Def. 2.7]The(Ã, L̃)–polyhedron∆L̃
Ã

is the convex hull

∆L̃
Ã
= convHǫ({0, ã1, . . . , ãn,

ãn+1

−r
}) ⊂ Pd+1(R)

whereHǫ is the projective closure of the affine hyperplaneh−1(−ǫ). The(Ã, L̃)-umbrellaΦL̃
Ã

is

the set of faces of∆L̃
Ã

which do not contain the origin. In particular,ΦL̃
Ã

contains the empty face.

Figure 1 shows three(Ã(w),FLr)–umbrellas forA = (1, 4) andw = (−1, 1). In each case
the shaded region is the polyhedron∆L̃

Ã
. For r = 3/5 the point ã3

−r
belongs to the line passing

throughã1 andã2 which means thats = r + 1 = 8/5 is a slope of the system alongx3 = 0.
Using Definition 2, equation (9) and [27, Cor. 4.12] we get thefollowing:

Corollary 4 The real numbers = r+ 1 > 1 is a slope ofMA,w,α(β) alongT at p ∈ T if and only
if ΦFLr′

Ã(w)
is not locally constant atr′ = r.
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Figure 1: The first umbrella is forr = 1, the second is forr = 3/5, and the third is forr = 1/4.

Let us denote byAw the matrix with columns̃ai, 1 ≤ i ≤ n, and let∆Aw be the convex hull of
{ãi : 1 ≤ i ≤ n} and the origin. With this notation, Corollary 4 can be rephrased as follows.

Corollary 5 The real numbers = r+ 1 > 1 is a slope ofMA,w,α(β) alongT at p ∈ T if and only

if there exists a facetτ of ∆Aw such that0 /∈ τ and−
1

r
ãn+1 ∈ Hτ , whereHτ is the hyperplane

that containsτ .

Remark 3 We note that theD-modulesMA,w,α(β) andMA,−w,−α(β) agree onCn × C∗ under
the change of the variablet → 1/t in t 6= 0. We regard bothD-modules as extensions of each
other. In this paper, when we say the irregularity ofMA,−w,−α(β) alongT ′ = {t = ∞}, it means
the irregularity ofMA,w,α(β) alongT = {t = 0}. Using this terminology, Corollary 5 provides
a description of the slopes of the modified systemMA,w,α(β) alongT ′ by using∆A−w instead of
∆Aw .

Until the end of this section we will denote eitherΦv
Ã

or ΦL
Ã

for the (Ã, L)–umbrella with
L = L(u,v) since Definition 4 does not depend onL but only onv ∈ Rn+1. Moreover, for any
subsetη ⊆ {1, . . . , n} we denote bywη the vector with coordinates equal to the ones ofw indexed
by η, i.e.,wη = (wi)i∈η.

In the following two lemmas we assume for simplicity thatwi > 0, i = 1, . . . , n. In fact, this
can be assumed without loss of generality sinceÃ(w) is pointed.

Lemma 1 For any sufficiently small real numberr > 0, we have that

{η′ ∈ ΦFLr ,d

Ã(w)
: n+ 1 ∈ η′} = {σ ∪ {n+ 1} : σ ∈ Φ

wη ,d−1
Aη

, η ∈ ΦF,d−1
A }.

In particular, if all the facets inΦF
A contain exactlyd columns ofA, then the set of facets ofΦFLr ,d

Ã(w)

which containn + 1 is {σ ∪ {n+ 1} : σ ∈ ΦF,d−1
A }.

Proof. Takeη′ ⊆ {1, . . . , n+ 1} such thatn+ 1 ∈ η′ and setσ = η′ \ {n+ 1}. By Definition
4, η′ ∈ ΦFLr ,d

Ã(w)
if and only if there is a (unique) vector̃c = (c, cd+1) ∈ Qd × Q (which depends

on r) such that〈c̃, ãi〉 = 1 if i ∈ σ, 〈c̃,−1
r
ãn+1〉 = 1 and〈c̃, ãi〉 < 1 if i /∈ η′. The equation for
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i = n+1 is equivalent tocd+1 = −r and the other equalities and inequalities can then be written as
〈c, ai〉−rwi = 1 for i ∈ σ and〈c, ai〉−rwi < 1 for i /∈ η′. Thus, denotingc0 the limit of the vector
c whenr tends to zero, we have that〈c0, ai〉 = 1 for i ∈ σ and〈c0, ai〉 ≤ 1 for i ∈ {1, . . . , n} \ σ.
This proves thatσ ⊆ η = {i ∈ {1, . . . , n} : 〈c0, ai〉 = 1} ∈ ΦF,d−1

A .
It follows for h = 1

r
(c − c0) that〈h, ai〉 = wi for i ∈ σ and〈h, ai〉 < wi for i ∈ η \ σ. This

proves thatσ ∈ Φ
wη ,d−1
Aη

. This proves the inclusion⊆ in the statement. The other inclusion can
be proved in a similar way, now starting from the existence ofvectorsc0 andh corresponding to
η ∈ ΦF,d−1

A andσ ∈ Φ
wη ,d−1
Aη

as above and considering̃c = (c,−r) ∈ Qd × Q with c = rh + c0.
Q.E.D.

Lemma 2 For any sufficiently large real numberr > 0 we have that

ΦFLr ,d

Ã(w)
= {σ ∪ {n+ 1} : σ ∈ ΦF,d−1

Aη′
, η′ ∈ Φw,d−1

A }

In particular, if all the facets inΦw
A contain exactlyd columns ofA, thenΦFLr ,d

Ã(w)
= {σ ∪ {n+ 1} :

σ ∈ Φw,d−1
A }.

Proof. Recall thatη ∈ ΦFLr ,d

Ã(w)
if and only if there is a (unique) vector̃c ∈ Qd×Q (which could

depend onr) verifying the equalities〈c̃, ãi〉 = 1 for i ∈ η and the inequalities〈c̃, ãi〉 < 1 for i /∈ η.
Assume to the contrary that there is a facetη ∈ ΦFLr ,d

Ã(w)
such thatn + 1 /∈ η for all r > r0 and

r0 big enough. Sincedim η = d andn+ 1 /∈ η we have that the correspondingc̃ is independent of
r > r0 and〈c̃,−1

r
ãn+1〉 > 1 which is a contradiction. Thus, any facet ofΦFLr ,d

Ã(w)
containsn + 1.

If we write η = σ ∪ {n + 1} for σ ⊆ {1, . . . , n} thenη ∈ ΦFLr ,d

Ã(w)
if and only if there is a

unique vector̃c = (c, cd+1) ∈ Qd × Q as above (now depending onr). In particular,cd+1 = −r
and using the limitc∞ of the vector1

r
c whenr tends to infinity we get that〈c∞, ai〉 = wi for i ∈ σ

and〈c∞, ai〉 ≤ wi for i /∈ σ. Thus,σ ⊆ η′ = {i ∈ {1, . . . , n} : 〈c∞, ai〉 = wi} ∈ Φw
A. Moreover,

we obtain thatσ ∈ ΦF
Aη′

by using the vectorh = c − rc∞. The other inclusion can be proved in

a similar way, now starting from the existence of vectorsc∞ andh corresponding toη′ ∈ Φw,d−1
A

andσ ∈ ΦF,d−1
Aη′

as above and consideringc = h + rc∞. Q.E.D.

Proposition 2 The following conditions are equivalent:

(a) {σ ∈ Φ
wη ,d−1
Aη

: η ∈ ΦF,d−1
A } = {σ ∈ ΦF,d−1

Aη′
, η′ ∈ Φw,d−1

A }.

(b) ΦFLr

Ã(w)
is constant for allr > 0.

(c) MA,w,α(β) does not have slopes alongT .

Proof. Since any umbrella is determined by its facets, Lemma 1 and Lemma 2 prove that (a) is
equivalent to (b). Corollary 4 finishes the proof. Q.E.D.

Remark 4 Note that condition (a) in Proposition 2 implies that there is a common refinement
(the one given by considering the faces ofΦFLr

Ã(w)
not containingn + 1) of the polyhedral complex

subdivisions induced by the umbrellasΦF
A andΦw

A. In particular, whenw is generic, condition (a)

14



means thatw induces a regular triangulation ofA that refines the polyhedral complex subdivision
induced by the weight vector(1, . . . , 1). In other words,w is a perturbation of(1, . . . , 1) for the
matrixA. For example, this condition is satisfied if either the row span of the matrixA contains
the vector(1, . . . , 1) or w is the sum of a vector in the row span of the matrixA and a vector
(k, . . . , k) with k ≥ 0.

Remark 5 Even whenMÃ(w)(β̃) is regular holonomic andMA,w,α(β) has no slopes alongT , the
latter system is irregular ifMA(β) is (see Example 2).

Example 2 TakeA = (1 2) andβ ∈ C. The systemMA(β) is irregular alongY = {x2 = 0} with
unique slopes = r + 1 = 2.

If we choosew = (1, 1) and consider the matrix

Ã(w) =

(
1 2 0
1 1 1

)

we have that the hypergeometric systemMÃ(w)(β, α− 1) is regular holonomic for allβ ∈ Cd and
α ∈ C by a well known result of Hotta [18]. However, the modified systemMA,w,α(β) has a slope
s = r + 1 = 2 alongT ′ becauseMA,−w,−α(β) has the slopes = 2 alongT (see Corollary 5 and
Remark 3).

Remark 6 Letϕ be the map (4) defined in the introduction. Since theD-modulesMÃ(0)(β,−α)

andMA,w,α(β) are isomorphic when restricted toX∗ = Cn × C∗, the slopes of both modules
along any coordinate subspaceZ not contained inT coincide inZ \T . Moreover, the mapϕ∗ also
induces an isomorphism for their spaces of Gevrey solutionsalongZ.

4.3 Holomorphic solutions of a modified hypergeometric system

We study convergent and formal power series solutions of themodifiedA-hypergeometric module
MA,w,α(β). As was said before, the mapϕ (4) induces an isomorphism between theD-modules
MÃ(0)(β,−α) andMA,w,α(β) when restricted toX∗, and also an isomorphism between their
corresponding spaces of holomorphic solutions. More precisely, for any germ of a holomorphic
function f(x, t) at a point(x0, t0) in X∗, the functionf(x, t) is a solution ofMA,w,α(β) if and
only if ϕ∗(f)(y, s) = f(s−w1y1, . . . , s

−wnyn) is a germ of a solution ofMÃ(0)(β,−α) at the point
(y0, s0) ∈ Y ∗ such thatϕ(y0, s0) = (x0, t0). We can rewrite this as follows: the morphism

ϕ∗ : HomDX∗ (MA,w,α(β)|X∗,OX∗)
∼

−→ HomDY ∗ (MÃ(0)(β,−α)|Y ∗ ,OY ∗)

is an isomorphism of sheaves of vector spaces. As a consequence the holonomic ranks of both
modules coincide

rank(HA,w,α(β)) = rank(HÃ(0)(β,−α))

and this last rank equals the one ofHA(β) for anyw, see [30, Theorem 1].
Recall that ifβ is generic thenrank(HA(β)) = vol(A), wherevol(A) is the normalized volume

of the matrixA [14, 1, 26, 23], while in generalrank(HA(β)) ≥ vol(A) [26, 23].
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4.4 Gevrey solutions of a modified hypergeometric system

We describe the solutions ofMA,w,α(β) in the spaceO
X̂|T

of formal power series with respect to

T = {t = 0} ⊂ X = Cn+1. More generally, we also describe the solutions ofMA,w,α(β) in the
space

∑
γ∈Λ t

γO
X̂|T

for any finite setΛ ⊆ C (see Theorem 5).

We will use notations in [30]. Letτ be the weight vector(0,−1, 0, 1) ∈ Z2n+2 inducing the
Malgrange-KashiwaraV –filtration alongT ≡ (t = 0) on the ringDn+1.

Let ĨÃ(w) ⊆ C[∂, t] := C[∂1, . . . , ∂n, t] be the toric ideal associated with̃A(w), i.e., the bino-
mial ideal generated by the operators in (3).

Lemma 3 For all w ∈ Zn we havein(0,−1)(ĨÃ(w)) = C[∂, t]inw(IA).

Proof. Recall that

ĨÃ(w) = 〈∂u+ − ∂u− |Au = 0, w · u = 0〉+ 〈∂u+ − tw·u∂u− |Au = 0, w · u > 0〉

and we can write

IA = 〈∂u+ − ∂u− |Au = 0, w · u = 0〉+ 〈∂u+ − ∂u− |Au = 0, w · u > 0〉.

Notice thatin(0,−1)(∂
u+−tw·u∂u−) = ∂u+ = inw(∂

u+−∂u−) if Au = 0 andw·u = w·u+−w·u− >
0 and thatin(0,−1)(∂

u+ − ∂u−) = ∂u+ − ∂u− = inw(∂
u+ − ∂u−) if Au = 0 andw · u = 0. The

conclusion follows by a straightforward Groebner basis argument because a Groebner basis of
ĨÃ(w) with respect to(0,−1) (resp. ofIA with respect tow) is given by a set of binomials with the
same form as the ones defining the ideal. Q.E.D.

Recall that theindicial polynomial(also calledb-function) of HA,w(β) alongT is the polyno-
mial b(s) ∈ C[s] such thatb(θt) is the monic generator ofinτ (HA,w(β)) ∩ C[θt] whereθt = t∂t.
Moreover, we have by [30, Th. 3] that forβ andw generic, the indicial polynomial ofHA,w(β)
alongT is

b(s) =
∏

(∂k,σ)∈T (M)

(s− wβ(∂k,σ)) (10)

whereM = inw(IA), T (M) is the set oftop-dimensional standard pairsof M (see [26, Sec. 3.2])
andv = β(∂k,σ) is the vector defined asvi = ki ∈ N for i /∈ σ andAv = β, which is also an
exponent ofHA(β) with respect tow (see [26, Lemma 4.1.3]).

Definition 5 We say that a (generic) vector̃w ∈ Qn is a (generic) perturbation ofw ∈ Zn, with
respect toA, if there existsw′ ∈ Qn such thatinw̃(IA) = inw′(inw(IA)).

Remark 7 If w̃ is generic theninw̃(IA) is a monomial ideal and it is well known that its degree
equals the cardinality of its set of top-dimensional standard pairsT (inw̃(IA)). Moreover, for very
genericβ ∈ Cd there are exactlydeg(inw̃(IA)) many exponents ofHA(β) with respect tow̃; see
[26, Sec. 3.4] and [8, Prop. 4.10].

Lemma 4 Letβ ∈ Cd be very generic andw ∈ Zn. There is a generic perturbatioñw ∈ Qn ofw
such that for any exponentv ∈ Cn ofHA(β)with respect tõw the seriesψv(x, t) = t−αφv(t

wx), for
twx = (tw1x1, . . . , t

wnxn), is a solution ofMA,w,α(β) of the formψv(x, t) =
∑

m≥0 fm(x)t
γ+m ∈

tγO
X̂|T ,(p,0)

, with γ = wv − α andf0(x) 6= 0 for somep ∈ Cn.
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Proof. Sinceβ is very generic, for any generic̃w an exponentv of HA(β) with respect tow̃
can be written asv = β(∂k,σ) where(∂k, σ) is a top-dimensional standard pair ofinw̃(IA), see [26,
Sec. 3.4]. In particular,σ ∈ Φw̃,d−1

A , k = (ki)i 6∈σ ∈ Nn−d, Av = β andvi = ki ∈ N for all i /∈ σ.
The seriesφv(x) is either a holomorphic solution or a Gevrey solution ofMA(β) along a

coordinate subspaceZ ⊆ Cn at any pointp in a non empty relatively open setUσ in Z (see
Theorem 2 and [10, Th. 3.11] for the details) and sinceβ is very generic we have thatNv =
(−Bσk + NBσ) ∩ Zn.

The expressionf(x, t) := t−wvφv(t
w1x1, . . . , t

wnxn) = tα−wvψv(x, t) (resp.ψv(x, t)) formally
satisfies the equations definingMA,w,wv(β) (resp.MA,w,α(β)). We will prove that we can write
f(x, t) =

∑
m≥0 fm(x)t

m and that it is a Gevrey series alongT ⊂ X. Recalling the expression of
φv (6) it is enough to prove that for allu ∈ Nv \ {0} we havewu ∈ N and that the coefficient of
tm in f , i. e.

fm(x) =
∑

u∈Nv,wu=m

[v]u−

[v + u]u+

xv+u,

is a convergent series in an open neighborhood of somep ∈ Cn, both the neighborhood andp
independent ofm.

We can take a generic perturbationw̃ ∈ Qn of w of the formw̃ = w+ ǫẽ with ẽ = (1, . . . , 1)+
ǫ′w′ for ǫ > 0 andǫ′ > 0 small enough andw′ ∈ Qn is generic.

Take anyu ∈ Nv \ {0} and let us prove thatwu ≥ 0. Sincev is an exponent ofHA(β) with
respect tow̃ we have by [26, (3.30)] that̃wu > 0. Hence, since last inequality holds forǫ > 0 and
ǫ′ > 0 small enough we have thatwu ≥ 0. Thus we have thatwu ≥ 0 for all u ∈ Nv. Notice
that whenwu > 0 for all u ∈ Nv \ {0} then the set{u ∈ Nv, wu = m} is finite and hence
fm(x) is clearly convergent. In general,{u ∈ Nv, wu = m} is not finite, but we will see that
fm(x) is still convergent at some pointp ∈ Cn. SinceNv = (−Bσk + NBσ) ∩ Zn the set{u ∈
Nv, wu = m} is a finite union of shifted copies of the formN(i) = u(i) + (

∑
j /∈σ;wbj=0Nbj)∩Zn

where{bj : j /∈ σ} is the set of columns ofBσ andu(i) ∈ Nv satisfieswu(i) = m. The series

fm(x) is convergent if and only if all the seriesgi,m(x) =
∑

u∈N(i)

[v]u−

[v + u]u+

xv+u are convergent.

Sinceβ is very generic,nsupp(v) = ∅, and the convergence of each seriesgi,m is equivalent to

the convergence of the seriesxv+u(i)
∑

u∈−u(i)+N(i)

|u−|!

|u+|!
xu. Thus, it is enough to see that for any

columnu of Bσ such thatwu = 0 we have that|u| = |u+| − |u−| ≥ 0. Notice thatwu = 0 implies
0 < w̃u = ǫ(|u|+ ǫ′w′u) and so|u|+ ǫ′w′u > 0. Hence, since this holds forǫ′ > 0 small enough,
we have that|u| ≥ 0. We have proved thatf is a formal solution ofMA,w,wv(β) alongT and it is
clear thatf0(x) = xv + · · · 6= 0. From the expression of thegi,m and [10, Th. 3.11] anyfm(x) is

convergent at any point in{x ∈ Cn | 0 6=
∏

i∈σ xi, |xj| < R|x
A−1

σ aj
σ | for j 6∈ σ and|wbj| = 0} for

someR > 0. Q.E.D.
Let w̃ ∈ Qn be a generic perturbation ofw ∈ Zn as in the proof of Lemma 4.

Lemma 5 If f(x, t) =
∑

m≥0 fm(x)t
γ+m ∈ tγO

X̂|T ,p
is a solution ofMA,w,α(β) for someγ ∈ C,

p ∈ T , with f0(x) 6= 0, then:

(a) tαf(x, t) is a solution ofMA,w(β).
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(b) For all m ≥ 0, fm(x) is a holomorphic solution ofMAw(β, α + γ + m), where this last
module is the hypergeometric system associated with the matrix Aw and the parameter
(β, α+ γ +m).

(c) b(α + γ) = 0, whereb(s) is the indicial polynomial ofHA,w(β) alongT .

(d) If β is very generic thenα + γ = wv for some exponentv ofHA(β) with respect tõw.

Proof. The proof of (a) and (b) are straightforward. Let us prove (c). By (a) and using [26,
Theorem 2.5.5] we have thatin(0,1)(t

αf(x, t)) = f0(x)t
α+γ is a solution ofinτ (HA,w(β)).

Recall by definition ofb(s) that 〈b(θt)〉 = inτ (HA,w(β)) ∩ C[θt] whereθt = t∂t. Thus, the
differential operatorb(θt) annihilatesin(0,1)(t

αf(x, t)) = f0(x)t
α+γ . This implies, using for ex-

ample [26, Lemma 1.3.2], that0 = b(θt)(f0(x)t
α+γ) = b(α + γ)f0(x)t

α+γ and this implies that
b(α + γ) = 0.

Let us prove (d). By (b) we have thatf0(x) is a holomorphic solution ofHAw(β, α + γ) and
thus it can be written as a Nilsson series at the origin with respect to a vector̃e that is a perturbation
of e = (1, . . . , 1) (see [26], [25], [8]) and, in particular, it makes sense to consider the initial form
of f0(x) with respect tõe. On the other hand, using Lemma 3, we have thatinw(IA)+ 〈Aθ−β〉 ⊆
inτ (HA,w(β)) annihilatesf0(x). Sinceβ is very generic,inw(IA) + 〈Aθ − β〉 = in(−w,w)HA(β)
[26, Th. 3.1.3]. This implies thatf0(x) is a solution ofin(−w,w)HA(β) and hence,inẽ(f0(x)) is
a solution ofin(−w̃,w̃)HA(β) for w̃ = w + ǫẽ. Thus, sinceβ is very genericinẽ(f0(x)) = cxv

for c ∈ C andv an exponent ofHA(β) with respect tow̃. Hence, using (b), we also have that
wv = α + γ. Q.E.D.

Remark 8 Although we assume in this paper thatÃ(w) is pointed it turns out that in this section
this fact is only used in the proof of (d) in Lemma 5. However, let us notice that ifÃ(w) is not
pointed andw is generic theninw(IA) = C[∂], inτ (HA,w(β)) = D and sob(s) = 1. Thus, by (c)
in Lemma 5 the modified systemMA,w,α(β) does not have any solution intγO

X̂|T ,p
for all γ ∈ C

andp ∈ T .

Remark 9 Sincew̃ = w + ǫẽ with ẽ = (1, . . . , 1) + ǫ′w′ for sufficiently smallǫ > 0 andǫ′ > 0
we have thatinw̃(IA) = inw′(ine(inw(IA))) for e = (1, . . . , 1). In particular, inw̃(IA) and inw(IA)
have the same degree.

Let us denote bydimC(M,F)p the dimension of the space ofF -solutions of aD-moduleM at
a pointp.

Theorem 5 Assumeβ ∈ Cd is very generic,w ∈ Zn andα ∈ C. ThendimC(MA,w,α(β),OX̂|T
)p =

0 if wv − α /∈ N for all the exponentsv ofHA(β) with respect tõw. We also have that

dimC(MA,w,α(β),
∑

b(α+γ)=0

tγO
X̂|T

)p = deg(inw(IA))

In particular, if w is generic we also have

dimC(MA,w,wv−m(β),OX̂|T
)p = 1

for all genericp ∈ T ,m ∈ N and any exponentv ofHA(β) with respect tow.
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Proof. The first statement follows from Lemma 5, (d).
The inequalitydimC(MA,w,α(β),

∑
b(α+γ)=0 t

γO
X̂|T

)p ≥ deg(inw(IA)) follows from Lemma
4, Remark 7 and Remark 9. On the other hand, since the differential operators definingMA,w,α(β)
belong to the Weyl Algebra we have that any solutionf ∈

∑
b(α+γ)=0 t

γO
X̂|T

of MA,w,α(β)

decomposes as a finite sum of solutions, each of them in a spacetγO
X̂|T ,p

. Recall by the proof of
Lemma 5 that any solutionf ∈ tγO

X̂|T ,p
of MA,w,α(β) verifies thatin(w̃,0)(in(0,1)(f)) = cxvtwv−α

for an exponent ofHA(β) with respect tow̃. This last fact, Remark 7, Remark 9 and a slightly
modified version of [26, Proposition 2.5.7] prove thatdimC(MA,w,α(β),

∑
b(α+γ)=0 t

γO
X̂|T

)p ≤

deg(inw(IA)).
Finally, the last statement follows from the second statement and from the fact that ifβ is very

generic,w ∈ Zn is generic andv andv′ are two different exponents ofHA(β) with respect tow,
thenw(v − v′) /∈ Z. Q.E.D.

Remark 10 Letψv(x, t) be the series constructed in Lemma 4 and used in Theorem 5. Ifw is in
the row span ofA thenf(x, t) = tα−wvψv does not depend ont and thus it is a convergent series.
If w is not in the row span ofA thenf(x, t) is Gevrey alongT with indexs = r + 1 where

r = max{−
|u|

wu
: Nu ⊆ Nv, wu > 0}

where|u| =
∑

i ui. On the other hand, as mentioned in the proof of Lemma 4 sinceβ is very
generic andv is an exponent ofHA(β) with respect tow̃ then v is associated with a simplex
σ ∈ Φw̃,d−1

A and there is a basis{bi : i /∈ σ} of the kernel ofA such that for alli /∈ σ, (bi)j = 0
for all j /∈ σ ∪ {i} and(bi)i = 1. The set{bi : i /∈ σ} is the set of columns ofBσ (if we reorder
the variables so thatσ = {1, . . . , d}) and in this case we have thatNv = (−Bσk + NBσ) ∩ Zn.
Thus, more explicitly,r = max{−|bi|/(wbi) : i /∈ σ, wbi > 0} where{bi : i /∈ σ} is the set
of columns ofBσ, |bi| = 1 − |A−1

σ ai| andwbi = wi − wσA
−1
σ ai > 0. The proof of this formula

is technical and follows from standard estimates on Gamma functions similar to the ones used in
[10] to compute the index of Gevrey solutions for hypergeometric systems. In particular, ifw is
a perturbation of(1, . . . , 1) thenr is close to−1 and ifA is homogeneous thenr = 0 because
|u| = 0 for anyu ∈ Nv and hence in both cases the series is convergent.

4.5 Gevrey solutions modulo convergent series

By Theorem 5, if bothα ∈ C andβ ∈ Cd are very generic thenMA,w,α(β) does not have any
nonzero solution inO

X̂|T ,p
for all p ∈ T . This is in contrast with the case of the irregularity of

hypergeometric systems along coordinate hyperplanes, where for any slopes = r + 1 of MA(β)
alongY = {xn = 0} and for very genericβ ∈ Cd one can construct a formal solutionφ ∈ O

X̂|Y ,p

of MA(β) alongY , such thatφ has Gevrey index equal to the slope (see [10] and Theorem 3).
However, by the comparison theorem for the slopes [22] and the perversity of the irregularity

complex of a holonomicD-module along a smooth hypersurface [24], one knows that foreach
slopes = r + 1 of MA,w,α(β) alongT at a genericp ∈ T there must exist a formal series
φ ∈ O

X̂|T ,p
with Gevrey indexs = r + 1 such thatP (φ) is convergent atp for all P ∈ HA,w,α(β).

The purpose of this section is to describe Gevrey solutions modulo convergent series of the
modified systemMA,w,α(β) alongT whenα ∈ C andβ ∈ Cd are very generic. To this end, we use
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the construction of the Gevrey solutions at infinity of the hypergeometric systemMÃ(w)(β, α− 1)
as performed in Theorem 4.

TakeX ′ = Cn+1 with coordinates(x1, . . . , xn, z) andz = 1/t so thatX ∩ X ′ = Cn × C∗.
DenoteT ′ = {t = ∞} = {z = 0} ⊆ X ′. We can consider for anyγ ∈ C theC–linear map

Υγ : tγO
X̂|T ,p

−→ t−1−γO
X̂′|T ′,p′

f =
∑

m≥0 fm(x)t
γ+m 7−→ Υγ(f) =

∑
m≥0 fm(x)[−γ − 1]mt

−1−γ−m

wherep = (p1, . . . , pn, 0) ∈ T andp′ = (p1, . . . , pn,∞) ∈ T ′.

Remark 11 Notice thatΥγ is an isomorphism if and only ifγ /∈ Z<0. In such a case we also have
thatΥγ(t

γO
X̂|T

(s− 1)) = t−1−γO
X̂′|T ′(s) for all s. It is also clear thatΥ0(

∑
m≥0 fm(x)t

k+m) =

[−1]kΥk(
∑

m≥0 fm(x)t
k+m) for all k ∈ N.

Theorem 6 Assumeα ∈ C and β ∈ Cd to be very generic. Ifs = r + 1 > 1 is a slope of
MA,w,α(β) alongT then we can construct

∑
τ vol(conv(0, ãi : i ∈ τ)) Gevrey series that are

linearly independent solutions ofMA,w,α(β) modulo convergent series and whose Gevrey index is
equal tos = r + 1. Hereτ runs over all the facets of∆Aw such that−1

r
ãn+1 ∈ Hτ and0 /∈ τ .

Moreover, the classes moduloO
X̂|T

(<s) of these Gevrey series form a basis of the solution space
ofMA,w,α(β) in (O

X̂|T
(s)/O

X̂|T
(<s))p for pointsp ∈ T in a relatively open set ofT .

Proof. The existence of such facetsτ is given by Corollary 5. Since−1
r
ãn+1 ∈ Hτ and

−r = 2 − s′ for s′ = s + 1 > 2 we have thats′ > 2 is a slope ofMÃ(w)(β, α − 1) along
T ′ = {t = ∞}. Thus, by Theorem 4 we can construct

∑
τ vol(conv(0, ãi : i ∈ τ) Gevrey series

alongT ′ = {t = ∞} with indexs′. Moreover, the classes inO
X̂′|T ′(s

′)/O
X̂′|T ′(<s

′) are linearly

independent solutions ofMÃ(w)(β, α− 1).
More precisely, for anyd-simplexσ ⊆ τ the series constructed are of the formφṽ for ṽ =

(v,−1 − k) with Av = β, wv − 1 − k = α − 1 (i. e. wv − α = k ∈ N) andvi ∈ N for all
i ∈ {1, . . . , n} \ σ.

Using Remark 11 we can takeψv(x, t) as the unique Gevrey series alongT with indexs = r+1
verifyingΥ0(ψv(x, t)) = φṽ for ṽ = (v,−1− k).

We conclude by Remark 11 that the
∑

τ vol(conv(0, ãi : i ∈ τ) seriesψv(x, t) constructed
are Gevrey series with indexs = s′ − 1 = r + 1 whose classes moduloO

X̂|T
(<s) are linearly

independent. Moreover, it can be checked that they are solutions of the modified system modulo
OX|T by using the fact that their images by the morphismΥ0 are solutions ofMÃ(w)(β, α− 1).

Last statement follows from (7), [22] and [27]. Q.E.D.

Example 3 TakeA = (1 3 5), w = (0, 1, 1) andβ, α ∈ C. We have that̃IÃ(w) = 〈∂2 − t∂31 , ∂3 −

t∂51〉 andHA,w,α(β) = DĨÃ(w) +D〈x1∂1 +3x2∂2 +5x3∂3 − β, x2∂2 + x3∂3 − t∂t −α〉. Note here

that ĨÃ(w) is the binomial ideal generated by the operators in (3). The unique slope ofMA,w,α(β)

alongT is s = r + 1 = 5 since−
1

4
ã4 belongs to the line passing throughã1, ã3 andσ = {1, 3} is

a facet ofΦFLr

Ã(w)
if and only ifr ≥ 4.
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The volume ofσ is one and following the proofs of Theorem 6 and Theorem 4 we can take
v = (β − 5α, 0, α) which satisfies the conditionswv − α = k = 0 ∈ N, v2 = 0 ∈ N andAv = β.
We get that the series

ψv(x, t) =
∑

m2,m2+m3≥0

[β − 5α]3m2+5m3

[α +m3]m3m2!
xβ−5α−3m2−5m3
1 xm2

2 xα+m3
3 tm2+m3

is a Gevrey solution (modulo convergent series) ofMA,w,α(β) alongT with indexs = r + 1 = 5.

5 Borel transformation and asymptotic expansion

We assume that theQ-row span of the matrixA does not contain the vector(1, . . . , 1), but the
one ofAw does, whereAw is the matrix with columns̃ai, 1 ≤ i ≤ n (see Subsection 4.2).
This case holds if and only if the weight vectorw is in the image ofĀT whereĀ is the matrix(
a1 · · · an
1 · · · 1

)
and it is not in the row span ofA. In other words, the weight vectorw lies in the

intersection of the set of the secondary cones ofĀ; see [29, Ch. 8].
Solutions of this case can be analyzed by utilizing the Boreltransformation and the Laplace

transformation.
We review here some basics of the Borel summation method which we require in the following

(see [3] for the details). Let us consider the formal expression

f(t) =
∞∑

ℓ=0

fℓt
ℓ+γ ∈ tγC[[t]] (11)

wheref0 6= 0 andγ ∈ C. Solutions constructed in Theorem 5 are of this form. If its coefficients
satisfy ∣∣fℓ

∣∣ ≤ CKℓΓ(1 + (ℓ+ γ)/κ) (ℓ = 0, 1, 2, · · · ) (12)

with some positive constantsC,K, κ, andℜγ > −κ (in (19) this last condition will be relaxed),
then the formal Borel transform (with indexκ) defined by

B̂κ[f ](τ) :=

∞∑

ℓ=0

fℓ
Γ(1 + (ℓ+ γ)/κ)

τ ℓ+γ

is the product ofτγ and a convergent power series atτ = 0. In addition to (12), if

(i) the functionB̂κ[f ] can be analytically continued to a sector

S(θ, δ) := {reiθ
′

;
∣∣θ′ − θ

∣∣ < δ/2, r > 0}

of infinite radius in a directionθ ∈ R with an opening angleδ > 0, and

(ii) the analytic continuation of̂Bκ[f ] satisfies the growth estimate
∣∣∣B̂κ[f ](τ)

∣∣∣ ≤ c1 exp
[
c2
∣∣τ
∣∣κ] (13)

in S(θ, δ) with some positive constantsc1, c2 > 0,
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then we sayf isκ-summable in the directionθ, and define theκ-sum (or the Borel sum with index
κ) of f by the Laplace transformation

S[f ](t) = Lθ
κB̂κ[f ](t) :=

∫ eiθ·∞

0

e−(τ/t)κ B̂κ[f ](τ)d(τ/t)
κ, (14)

where

d(τ/t)κ =
κτκ−1

tκ
dτ.

Remark 12 Because of the growth condition (ii) of̂Bκ[f ], the Laplace integral(14)converges ift
satisfies

ℜ
[(τ
t

)κ]
− c2|τ |

κ > 0. (15)

Since
ℜ
[(τ
t

)κ]
− c2|τ |

κ =
∣∣∣
τ

t

∣∣∣
κ {

cosκ(θ − arg t)− c2|t|
κ
}

(note thatarg τ = θ), the Laplace integral(14)converges in

{t; cos
[
κ(arg t− θ)] > c2|t|

κ}. (16)

The region(16) has infinitely many connected components. Here and in what follows we specify
one of them by imposing| arg t − θ| < π/(2κ). Since we can varyarg τ in (14) slightly, we
conclude thatS[f ] defines a holomorphic function in

⋃

|θ′−θ|<δ/2

{t; cos
[
κ(arg t− θ′)] > c2|t|

κ, | arg t− θ′| < π/(2κ)}.

Therefore we can findρ > 0 and̟ > π/κ such that theS[f ] is holomorphic inS(θ,̟, ρ) :=
S(θ,̟) ∩ {t; 0 < |t| < ρ} (cf. [3, the first paragraph of§2.1]).

Theorem 7 If f is κ-summable in a directionθ, thenf is a Gevrey asymptotic expansion of its
Borel sumS[f ](t): For any closed subsectorS of S(θ,̟, ρ), there existsC ′, K ′ > 0 for which the
inequality ∣∣∣∣∣t

−γS[f ](t)−
N−1∑

ℓ=0

fℓ t
ℓ

∣∣∣∣∣ ≤ C ′(K ′)N
∣∣t
∣∣NΓ(1 +N/κ) (17)

holds inS for N ∈ N.

Proof. Here we give a sketch of the proof. See [3, Th. 1] for the details.
It follows from the relation

tℓ+γ =

∫ eiθ ·∞

0

e−(τ/t)κ τ ℓ+γ

Γ(1 + (ℓ+ γ)/κ)

κτκ−1

tκ
dτ (= Lθ

κB̂κ[t
ℓ+γ])
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that the remainder of the expansion becomes

S[f ](t)−
N−1∑

ℓ=0

fℓ t
ℓ+γ (18)

=

∫ eiθ·∞

0

e−(τ/t)κ

{
B̂κ[f ](τ)−

N−1∑

ℓ=0

fℓ
Γ(1 + (ℓ+ γ)/κ)

τ ℓ+γ

}
κτκ−1

tκ
dτ.

Since
1

τN+γ

{
B̂κ[f ](τ)−

N−1∑

ℓ=0

fℓ
Γ(1 + (ℓ+ γ)/κ)

τ ℓ+γ

}

is holomorphic in some neighborhood ofS (which includes the origin) and satisfies the growth
condition (13) inS with appropriate constantsc1 andc2, the righthand side of (18) can be estimated
by the righthand side of (17) multiplied by|t|γ. Q.E.D.

Inequality (17) is also known to be equivalent to conditions(i) and (ii) stated above ([3, Theo-
rem 1 (p. 23)]).

The Borel summation method may be also applied to the case when

γ 6∈ κZ and ℓ+ γ 6∈ −κN>0 for ℓ ∈ N. (19)

We can define the Borel transform̂Bκ[f ] in the same manner as before. In this last case, however,
the Laplace integral (14) may not converge atτ = 0. Therefore we modify the definition of the
Borel sum to

S[f ](t) = Lθ
κB̂κ[f ](t) :=

1

1− e−2πiγ/κ

∫

Γκθ

e−ζ/tκB̂κ[f ](ζ
1/κ)

dζ

tκ
(20)

with a path of integrationΓκθ which runs from∞ alongarg ζ = κθ − 2π to some point near the
origin, takes a2π radian turn along a circle with the center at the origin, and goes back to infinity
in the directionarg ζ = κθ. When condition (19) is satisfied andℜγ > −κ, then (20) coincides
with (14). The Borel sum (20) also satisfies the same properties as previously defined (14).

We apply the Borel summation method to the Gevrey solution constructed in Theorem 5. Our
main result of this section is

Theorem 8 We assume that theQ-row span of the matrixA does not contain the vector(1, 1, . . . , 1)
but that the one ofAw does. We also assumeβ to be very generic.

Let

ψ(x, t) =
∞∑

ℓ=0

Cℓ(x)t
ℓ+γ (21)

be one of the formal solutions of the modified hypergeometricsystemHA,w(β) constructed in
Theorem 5 andr + 1 be the Gevrey index ofψ(x, t) alongT . We also assumerγ 6∈ Z. Then the
formal solutionψ(x, t) is 1/r-summable (as a formal power series int) in all but finitely many
directions for eachx ∈ U whereU is a non-empty open set in thex-spaceCn. Furthermore its
Borel sum determines a solution of the modified hypergeometric systemHA,w(β).
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Remark 13 Under the assumption of Theorem 8,

r = −
|bi|

w · bi
(22)

holds for anyi 6∈ σ, where{bi : i /∈ σ} is the basis ofKerA given in Remark 10. Therefore if
u ∈ KerA ∩ Zn, thenrw · u is an integer.

Remark 14 The condition thatAw contains(1, 1, . . . , 1) is assumed so that the Borel trans-
formed series satisfies a regular holonomic system[18]. Hence, the growth condition (ii) of the
Borel summability is satisfied because solutions of regularholonomic systems satisfy a polynomial
growth condition. Without this assumption, things become more complicated. See also Section 6.

Proof.(of Theorem 8). First of all, the open setU in the theorem can be chosen as follows.
There exist constantscij, ci, pi, m such that the seriesϕB(x, ζ), which will be defined in the proof
below, converges when(x1, . . . , xn, ζ) belongs to the non empty open setW = W ′ ∩ (∩n

j=1(xj 6=
0)) whereW ′ is defined by the inequalities

∑
j cij log |xj|+ ci log |ζ | < pi, for i = 1, . . . , m. Such

constants exist becauseϕB(x, ζ) is a hypergeometric series which satisfies a regular holonomic
A-hypergeometric system ([14], [26, Section 2.5]); see alsoforthcoming Lemma 7. Since only
non-negative powers ofζ modulo an exponent appear inϕB, we may assume thatci > 0 for
i = 1, . . . , m. We may choose a non empty domainU ⊂ Cn with compact closure such that
U × {ζ ∈ C| 0 < |ζ | < ǫ} ⊂W for someǫ > 0.

To study the analytic properties of̂B1/r[ψ], it is convenient to use

ϕ(x, z) := ψ(x, t)
∣∣∣
t=zr

=
∞∑

ℓ=0

Cℓ(x)z
r(ℓ+γ). (23)

Since t−γψ(x, t) is a formal power series intw·bi, z−rγϕ(x, z) does not contain any fractional
powers inz (cf. Remark 13). Then we have

B̂1[ϕ](x, ζ) =

∞∑

ℓ=0

Cℓ(x)

Γ(1 + r(ℓ+ γ))
ζr(ℓ+γ) = B̂1/r[ψ](x, ζ

r). (24)

In what follows we simply writeϕB(x, ζ) (resp.,ψB(x, τ)) instead ofB̂1[ϕ](x, ζ) (resp.,B̂1/r[ψ](x, τ)).

Lemma 6 Assume condition(19) holds forκ = 1/r. For the power seriesϕ given in(23), we
have

θζϕB = B̂1[θzϕ] and
∂ϕB

∂ζ
= B̂1[z

−1ϕ].

Proof. The first relation follows from

ζ
∂ϕB

∂ζ
(x, ζ) =

∞∑

ℓ=0

Cℓ(x)

Γ(1 + r(ℓ+ γ))
r(ℓ+ γ)ζr(ℓ+γ)

= B̂1

[
∞∑

ℓ=0

Cℓ(x)r(ℓ+ γ)zr(ℓ+γ)

]
= B̂1

[
z
∂ϕ

∂z

]
.
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We also have

∂ϕB

∂ζ
(x, ζ) =

∞∑

ℓ=0

Cℓ(x)

Γ(1 + r(ℓ+ γ))
r(ℓ+ γ)ζr(ℓ+γ)−1

=

∞∑

ℓ=0

Cℓ(x)

Γ(r(ℓ+ γ))
ζr(ℓ+γ)−1

= B̂1

[
∞∑

ℓ=0

Cℓ(x)z
r(ℓ+γ)−1

]
= B̂1

[
z−1ϕ

]
. Q.E.D.

Lemma 7 The formal power seriesϕB(x, ζ) given in(24) formally satisfies the hypergeometric
systemHAB

(βB), where

AB =

(
A 0
w −1/r

)
, βB =

(
β
0

)
.

When the matrixAB contains a rational entry, we regard theZ-module generated by the col-
umn vectors as the lattice to define theA-hypergeometric system. For example, whenAB =(

1 3 0
1 1 −1/2

)
, βB = (β, 0), the lattice isZ × Z/2 and the hypergeometric system is nothing

but that forAB =

(
1 3 0
2 2 −1

)
andβB = (β, 0) for the latticeZ2.

Proof. It follows from Lemma 6 and relationsθjϕ = θjψ|t=zr , θzϕ(x, z) = r(θtψ)|t=zr that

(
n∑

j=1

aijθj − β

)
ϕB = B̂1

[(
n∑

j=1

aijθj − β

)
ϕ

]

= B̂1



(

n∑

j=1

aijθj − β

)
ψ

∣∣∣∣∣
t=zr


 = 0

and
(

n∑

i=1

wiθi −
1

r
θζ

)
ϕB = B̂1

[(
n∑

i=1

wiθi −
1

r
θz

)
ϕ

]

= B̂1

[(
n∑

i=1

wiθi − θt

)
ψ

∣∣∣∣∣
t=zr

]
= 0.

Now we take vectorsu = (u1, . . . , un+1)
T , v = (v1, . . . , vn+1)

T ∈ Nn+1 satisfyingABu =
ABv. By its definition, we obtain

1

r
(un+1 − vn+1) =

n∑

i=1

wi(ui − vi) ∈ Z.
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Without loss of generality we may assume one ofun+1 andvn+1 is zero. Under this assumption,
un+1/r andvn+1/r are non-negative integers. Furthermore

w1u1 + · · ·+ wnun −
1

r
un+1 = w1v1 + · · ·+ wnvn −

1

r
vn+1

⇐⇒ w1u1 + · · ·+ wnun +
1

r
vn+1 = w1v1 + · · ·+ wnvn +

1

r
un+1

holds. Therefore



u1
...
un

vn+1/r


 ,




v1
...
vn

un+1/r


 ∈ Nn+1 and Ã




u1
...
un

vn+1/r


 = Ã




v1
...
vn

un+1/r


 .

Hence
(
∂u1
1 · · ·∂un

n ∂
un+1

ζ − ∂v11 · · ·∂vnn ∂
vn+1

ζ

)
ϕB

= B̂1

[(
∂u1
1 · · ·∂un

n z−un+1 − ∂v11 · · ·∂vnn z
−vn+1

)
ϕ
]

= B̂1

[
z−(un+1+vn+1)

(
∂u1
1 · · ·∂un

n zvn+1 − ∂v11 · · ·∂vnn z
un+1

)
ϕ
]

= B̂1

[
z−(un+1+vn+1)

(
∂u1
1 · · ·∂un

n tvn+1/r − ∂v11 · · ·∂vnn t
un+1/r

)
ψ
∣∣∣
t=zr

]

= 0.

Here we have used the second relation of Lemma 6. This completes the proof. Q.E.D.
Under the assumption of Theorem 8,HAB

(βB) is regular holonomic [18]. Therefore, up to
an non zero constant,ϕB(x, ζ) is nothing but a GKZ series solution ofHAB

(βB), andϕB(x, ζ)
converges nearζ = 0 if x ∈ U . It also follows that the restriction ofϕB(x, ζ) to {x = x0},
which is a function ofζ , satisfies some linear ordinary differential equationE(x0) of Fuchsian
type. LetSing (x0) be the set of singular points ofE(x0) except the origin and infinity and define
Θ(x0) = {arg u; u ∈ Sing (x0)}. For anyθ ∈ R with θ 6∈ Θ(x0) we have,

(i) ϕB(x
0, ζ) can be analytically continued to a sectorS(θ, δ) with some smallδ > 0 since there

is no singular points on{ζ ; arg ζ = θ}.

(ii) The Borel transformϕB(x
0, ζ) has polynomial growth with respect toζ in S(θ, δ) since a

singular point ofE(x0) is a regular singular point.

Hence we conclude thatϕ(x0, z) is Borel summable (i.e., 1-summable) in the directionθ. Since
Θ(x0) is a finite set for each fixedx0 ∈ U , ϕ(x0, z) is Borel summable in all but finitely many
directions for each fixedx0 ∈ U . We can consider a non empty open subsetU ′ ⊂ U such that the
closure ofU ′ is compact and included inU . Then the complement inR of the union∪x∈U ′Θ(x)
contains an open interval. So for anyθ in this complement we can defineS[ψ](x, t) using[0, eiθ)
as a path of integration for anyx ∈ U ′. We may also avoid if necessary the discriminant of the
leading term of the linear ordinary differential operatorE(x). We still writeU ′ = U .

Because of the relation (24),ψ is 1/r-summable if and only ifϕ is 1-summable. Therefore
ψ(x, t) is 1/r-summable in all the directions in an open interval for all pointsx ∈ U .
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Finally we show that the Borel sum ofψ(x, t) is a solution of the modified hypergeometric
systemHA,w(β) to finish the proof of Theorem 8. Because of the relation

S[ψ]
∣∣∣
t=zr

= Lθ
1/rB̂1/r[ψ]

∣∣∣
t=zr

= Lθ/r
1 B̂1[ϕ] = S[ϕ],

Lemma 6 and Lemma 7, it is enough to prove (we omit the direction θ/r in the following.)

Lemma 8

z
∂

∂z
L1[ϕB] = L1

[
ζ
∂ϕB

∂ζ

]
, z−1L1[ϕB] = L1

[
∂ϕB

∂ζ

]
.

Proof. To begin with, we give a proof in the case whenℜ(rγ) > 0 or γ = 0. By differentiating
under the integral sign we obtain

z
∂

∂z
L1[ϕB] =

∫ ∞

0

ζ

z
e−ζ/zϕB(x, ζ)

dζ

z
−

∫ ∞

0

e−ζ/zϕB(x, ζ)
dζ

z

= −

∫ ∞

0

∂

∂ζ
(ζe−ζ/z) · ϕB(x, ζ)

dζ

z
.

By integral by parts, this equals

−

[
ζe−ζ/z ·

ϕB(x, ζ)

z

]∞

ζ=0

+

∫ ∞

0

e−ζ/z · ζ
∂ϕB

∂ζ
(x, ζ)

dζ

z
.

Since the boundary terms vanish (the boundary term coming from infinity vanishes because of the
growth estimate ofϕB), the first relation follows. In a similar manner, we obtain

L1

[
∂ϕB

∂ζ

]
=

∫ ∞

0

e−ζ/z ∂ϕB

∂ζ
(x, ζ)

dζ

z

=

[
e−ζ/zϕB(x, ζ)

z

]∞

ζ=0

+
1

z

∫ ∞

0

e−ζ/zϕB(x, ζ)
dζ

z
.

The growth estimate ofϕB at infinity and the behavior ofϕB near the origin guarantee that the
boundary terms vanish. This proves the second relation.

Whenℜ(rγ) ≤ 0 andγ satisfies (19), we use (20) as the definition of the Borel sum, and the
same argument works. In this case all of the boundary terms come from infinity and they vanish.
Q.E.D. This finish the proof of Theorem 8. Q.E.D.

In the preceding proof, we have shown thatψB(x, τ) is of polynomial growth inτ for x ∈ U .
Therefore, for an arbitrarily small positivec2 we can findc1 > 0 for which (13) holds withf = ψ,
κ = 1/r for all x ∈ U after eventually replacingU by a smaller open set. Therefore, the condition
(16) guarantees the following Corollary.

Corollary 6 The Laplace integral(14) of the Borel transformψB(x, τ) converges inS(θ, rπ) if
θ 6∈ Θ(x). In particular, we can sett = 1 in the expressionS[ψ](x, t) of the Borel sum ofψ(x, t)
if Θ(x) does not contain0. The seriesS[ψ](x, 1) gives a holomorphic solution ofHA(β) and the
formal seriesψ(x, 1) also expresses the asymptotic expansion of the solutionS[ψ](x, 1)) along a
curvex(t) = (tw1x01, . . . , t

wnx0n) ast→ 0 for x0 ∈ U . That is

|S[ψ](x(t), 1)− ψN (x(t), 1)| ≤ CKN |t|NΓ(1 + rN)

for all N ≥ 0 for some constantsC > 0, K > 0, whereψN(x, t) :=
∑

ℓ<N Cℓ(x)t
ℓ.
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Remark 15 A comment on the statement of previous Corollary. A priori the constantsc1, c2 of
the estimate(13) for ψ(x, t) andκ = 1/r depend onx ∈ U . SinceϕB(x

0, ζ) is holomorphic at
(x0, 0) for x0 ∈ U , we can find uniform constantsc1, c2 for x in a small neighborhood of each
x0 in U with θ 6∈ Θ(x0). Notice also that, from Lemma 4,ψ(x, t) = φv(t

wx) = ψ(twx, 1) and
thatψ(x, 1) = φv(x) is a (possibly Gevrey) solution ofHA(β). We also have the following formal
equalities:ψB(x, τ) = ψB(τ

wx, 1) andS[ψ](x, t) = S[ψ](twx, 1).
Then, fixingx0 ∈ U , the estimate(17) evaluated at points(twx0, 1) proves that the formal

expressionψ(twx0, 1) is an asymptotic expansion oft−γS[ψ](twx0, 1) whent→ 0.

Remark 16 Since the singular pointsSing (x) of E(x) depend onx, one of them may meets the
path of integration of the Borel sum ifx moves. In that case we obtain the analytic continua-
tion of the Borel sum by deforming the path of integration. This is closely related to the Stokes
phenomenon.

Example 4 PutA = (1, 2). Then, the image of̄AT is R2. Let us takew = (0, 1). A formal
solution of the modified systemHA,w(β) is

ψ(x, t) = xβ1

∞∑

m=0

[β]2m
m!

(
x2
x21

)m

tm.

If β 6∈ N, the Gevrey indexs = r + 1 of ψ(x, t) along t = 0 is s = 2. We setz = t and
ϕ(x, z) = ψ(x, z). The Borel transformϕB is

xβ1

∞∑

m=0

[β]2m
m!

(
x2
x21

)m
ζm

m!
= xβ1 · 2F1(−β/2, (−β + 1)/2, 1; 4x2ζ/x

2
1).

The domainU may be defined by{(x1, x2) | − 2 log |x1| + log |x2| < −1, |x1| < 1}. The series

ϕB satisfies theA-hypergeometric system withAB =

(
1 2 0
0 1 −1

)
andβB = (β, 0)T . The

equationE(x) = E(x1, x2) in the proof is
[
(4x2ζ

2 − x1
2ζ)

(
∂

∂ζ

)2

+
(
(−4β + 6)x2ζ − x1

2
) ∂
∂ζ

+ (β2 − β)x2

]
ϕB(x, ζ) = 0,

and
Sing (x) =

{
x1

2/(4x2)
}
, Θ(x) = {2 argx1 − arg x2}.

The Borel sum ofψ(x, t) is

x1
t

∫ eiθ ·∞

0

e−τ/t
2F1(−β/2, (−β + 1)/2, 1; 4x2τ/x

2
1)dτ

and, for eachx ∈ U , ϕ (and henceψ) is Borel summable in all directions except the angleθ =
2 arg x1 − arg x2.

The seriesψ(x, 1) can be regarded as an asymptotic expansion of a solution of the original
A-hypergeometric system forA = (1, 2) andβ from (17) and Corollary 6. In other words, we
have

xβ1

∫ eiθ∞

0

e−τ
2F1

(
−β

2
,
−β + 1

2
, 1;

4x2τ

x21

)
dτ ∼ ψ(x, 1),

which is a well-known asymptotic expansion.
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Example 5 PutA = (1, 3, 5, 6). Then, the image of̄AT is

{(w1, w2, w3, w4) |w2 − 3w3 + 2w4 = 0, w1 − 5w3 + 4w4 = 0}.

Let us takew = (−4,−2, 0, 1) in theIm ĀT . Then, the initial idealin(−w,w)(HA(β)) is generated
by {∂x2 , ∂x3, ∂x4} andθ1 + 3θ2 + 5θ3 + 6θ4 − β. The rank of this system is1 and the solution of
this system is spanned byxβ1 . We extend this solution to a series solution ofHA(β). The solution
can be written as

φv =
∑

u∈Nv

[v]u−

[v + u]u+

xv+u = xβ1
(
1 +

β(β − 1)(β − 2)

1!
x−3
1 x2 + · · ·

)
(25)

wherev = (β, 0, 0, 0). The corresponding series solution of the modified system is

ψv(x, t) = φv(t
−4x1, t

−2x2, x3, tx4) = xβ1 t
−4β
(
1 +

β(β − 1)(β − 2)

1!
x−3
1 x2t

10 + · · ·
)
(26)

The Gevrey indexr + 1 = 1/κ + 1 of the seriesψv(x, t) with respect tot = 0 is 1/5 + 1 if β is
very generic, see Remark 13. Apply the Borel transformation(24). The transformed series

xβ1ζ
−4β/5

( 1

Γ(1− 4
5
β)

+
β(β − 1)(β − 2)

1!
x−3
1 x2

ζ2

Γ(1− 4
5
β + 2)

(27)

+

(
β(β − 1) · · · (β − 5)

2!
x−6
1 x22 +

β(β − 1) · · · (β − 4)

1!
x−5
1 x13

)
ζ4

Γ(1− 4
5
β + 4)

+ · · ·
)

satisfies theA-hypergeometric system associated to the matrix

AB =

(
1 3 5 6 0
−4 −2 0 1 −5

)
(28)

andβB = (β, 0). It follows from the condition on the weight vectorw that thisHAB
(βB) is

a regular holonomic system. The series (27) can be obtained by taking the(−u, u)-initial ideal
of HAB

(βB) with respect to the weight vector(w, 0) and(0, 0, 1, 2, 0) as the tie breaking weight
vector [26, Chapters 2,3].

The kernel elementℓ of AB as a map fromR5 to R2 is parametrized as

ℓ1 = ℓ3 +
3

2
ℓ4 −

3

2
ℓ5, ℓ2 = −2ℓ3 −

5

2
ℓ4 +

1

2
ℓ5.

Since we sum the series onℓi ≥ 0, i = 2, 3, 4, 5 and ℓ ∈ Z5, these lattice elementsℓ can be
parametrized as

ℓ5 = 2m+ ep, ℓ4 = 2n+ ep, ℓ3 = k, ℓ2 = −2k − 5n+m− 2ep, ℓ1 = k + 3n− 3m

m,n ∈ N and2k + 5n+ 2ep ≤ m

whereep = 0 or 1. Let us introduce the following hypergeometric series

∑

m,n,k≥0,2k+5n+2ep≤m

zk3z
2n+ep
4 z

2m+ep
5

(b)k+3n−3m(−2k − 5n+m− 2ep)!k!(2n+ ep)!(a)2m+ep
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depending on an integerep. We denote it byFodd(a, b; z3, z4, z5)whenep = 1 and byFeven(a, b; z3, z4, z5)
whenep = 0. Then, the series (27) is expressed as

xβ1ζ
−4β/5

Γ(1− 4
5
β)
F (x1x

−2
2 x3, x

3/2
1 x

−5/2
2 x4, x

−3/2
1 x

1/2
2 ζ)

where

F (z) = Fodd(1−
4

5
β, β + 1; z) + Feven(1−

4

5
β, β + 1; z).

It follows from (17) that the series (26) is an asymptotic expansion of

∫ eiθ∞

0

e−(τ/t)5 x
β
1τ

−4β/5

Γ(1− 4
5
β)
F (x1x

−2
2 x3, x

3/2
1 x

−5/2
2 x4, x

−3/2
1 x

1/2
2 τ)

5τ 4

t5
dτ.

6 Borel transformation revisited

In this section we assume that theQ-row span of the matrixA does not contain the vector(1, . . . , 1)
and we see that by studying the irregularity of the modifiedA-hypergeometric system alongT
we can give an analytic meaning to the Gevrey series solutions of theA-hypergeometric system
MA(β) along coordinate varieties constructed in [10]. More precisely, we prove (Remark 20 and
Theorem 9) that these Gevrey solutions ofMA(β) are asymptotic expansions of certain holomor-
phic solutions ofMA(β) when some conditions are satisfied.

Let us start with an observation about the assumption of Theorem 8 that theQ-row span of the
matrixA does not contain the vector(1, . . . , 1), but the one ofAw does. Since adding tow a linear
combination of the rows ofA does not change the idealHA,w,α(β) if we accordingly changeα, we
can assume without loss of generality thatw = λ(1, . . . , 1) for some non zeroλ ∈ Z. On the other
hand, forλ > 0 the modified systemMA,w,α(β) is regular alongT by Proposition 2 and Remark
2. Thus, we may further assume thatw = (−κ, . . . ,−κ) for someκ ∈ Z>0. For thisw each
of the formal series constructed in the proof of Theorem 5 is aGevrey series alongT with order
s = r+1 = 1+1/κmultiplied by a termtγ , γ ∈ C. This sort of formal series solutions alongT of
the modified systemMA,w,α(β) includes series of the formt−αφ(tw1x1, . . . , t

wnxn) whereφ(x) is
a Gevrey solution ofMA(β) along a coordinate varietyY of low dimension which is not Gevrey
along a coordinate variety of greater dimension (see the proof of Proposition 3).

Recall that a vectorv is said to be associated with a simplexσ if v = vk is such thatvi = ki ∈ N
for all i /∈ σ andAv = β. Let us also recall that∆A is the convex hull of the columns ofA and the
origin whileconv(A) is the convex hull of the columns ofA. We have the following

Proposition 3 Takew = (−κ, . . . ,−κ) with κ ∈ Z>0 and assume thatβ is very generic. Letσ be
a (d − 1)-simplex ofA andv a vector associated withσ. Then, up to multiplication by a termtγ ,
for someγ ∈ C, the seriest−αφv(t

w1x1, . . . , t
wnxn) is a formal power series alongT (and in such

a case, it is a Gevrey solution ofMA,w,α(β) with indexs′ = r′ + 1 = 1 + 1/κ) if and only ifσ is
contained in a facet ofconv(A) that is not a facet of∆A.

Proof. From [10, Theorem 3.11],φv is a Gevrey solution ofMA(β) alongY = {xi = 0 :
|A−1

σ ai| > 1} with orders = r + 1 = maxi{|A
−1
σ ai|}. In fact, for any simplexσ of A we can

constructvol(σ) linearly independent Gevrey solutions as before (see [10, Remark 3.6]).
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Whenβ is very generic these series have Gevrey indexs = r + 1 = maxi{|A
−1
σ ai|} and they

are of the formφv for v associated withσ.
The seriest−αφv(t

w1x1, . . . , t
wnxn) is annihilated byHA,w,α(β) becauseφv is annihilated by

HA(β). Moreover, monomials appearing inφv are of the formxv+u for u integer vectors in an affine
translate of the positive span of the columns of the matrixBσ. Thust−αφv(t

w1x1, . . . , t
wnxn) is a

formal series alongT (up to multiplication bytα−wv) if and only if all the exponents oft belong to
α−wv+N. This happens if and only ifwu ∈ N for all the columnsu ofBσ. Forw = (−κ, . . . ,−κ)
with κ ∈ Z>0 the scalar product ofw and a column ofBσ is given byκ(|A−1

σ ai| − 1) for i /∈ σ and
this product is nonnegative for alli /∈ σ if and only if |A−1

σ ai| ≥ 1 for all i /∈ σ. This is equivalent
to say thatσ is a simplex ofA such that all the columns ofA are either in the hyperplaneHσ

passing through the columns ofA indexed byσ or in the corresponding single open half space not
containing the origin. Equivalently,σ is contained in a facet ofconv(A) that is not a facet of∆A.
Q.E.D.

The Gevrey series solutions constructed in [10] are of the form φv for v associated with a suit-
able simplexσ of A. In order to interpret some of these Gevrey series as an asymptotic expansion
of a solution ofMA(β) via the modifiedA-hypergeometric system, we consider a vectorw ∈ Zn

with the following coordinates:

wi =

{
| det(Aσ)|(|A

−1
σ ai| − 1) if |A−1

σ ai| > 1
0 otherwise

(29)

up to addition with a linear combination of the rows ofA. Notice that whenσ is contained in a
facet ofconv(A) that is not a facet of∆A, this vectorw verifies the assumptions of Theorem 8.
More precisely,| det(Aσ)|(1, . . . , 1) + w is a linear combination of the rows ofA.

Remark 17 Notice that forw given by (29) all the columns̃ai of the matrixÃ(w) except for
ãn+1 are contained in the union of at most two hyperplanes. If we take coordinates(y, yd+1) in
Rd × R, then the hyperplane{yd+1 = 0} contains all the columns̃ai such that|A−1

σ ai| ≤ 1 and
the hyperplane{|A−1

σ y| − 1
|det(Aσ)|

yd+1 = 1} contains−| det(Aσ)|ãn+1 and all the columns̃ai
such that|A−1

σ ai| ≥ 1. In particular, the intersection of these two hyperplanes contains all the
columns̃ai such that|A−1

σ ai| = 1 (for example, all the columns̃ai for i ∈ σ). We also notice that
the points{ãi : i = 1, . . . , n} ∪ {−| det(Aσ)|ãn+1} belong to the same hyperplane if and only if
σ is contained in a facet ofconv(A) that is not a facet of∆A. Notice that ifσ is contained in a
facet of∆A andv is associated withσ, then the correspondingw given by (29) is0 andφv(x) is
convergent.

In particular, Remark 17 proves the following:

Lemma 9 If σ is a (d−1)-simplex ofA not contained in a facet of∆A andw is given by (29) then
s′ = r′ + 1 = 1 + 1/| det(Aσ)| is a slope ofMA,w,α(β) alongT , for anyα.

Proposition 4 Letσ be a(d−1)-simplex ofA not contained in a facet of∆A and considerw given
by (29) andβ very generic. For any vectorv associated withσ we have that, up to multiplication
by tα−wv, the seriesψ(x, t) = t−αφv(t

w1x1, . . . , t
wnxn) is a Gevrey solution ofMA,w,α(β) with

indexs′ = r′ + 1 = 1 + 1/| det(Aσ)| alongT at any point ofT ∩ Uσ,R for someR > 0, where

Uσ,R = {(x, t) ∈ Cn × C : |xjt
wj | < R|x

A−1
σ aj

σ | if j /∈ σ and |A−1
σ aj | ≥ 1} ∩ {xi 6= 0 : i ∈ σ} .
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Proof. By [10, Theorem 3.11] we have thatφv(x) is a Gevrey solution ofMA(β) with index
s = r + 1 = maxi{|A

−1
σ ai|}) alongY = {xi = 0 : |A−1

σ ai| > 1} at any point ofY ∩ {x ∈ Cn :

|xj | < R|x
A−1

σ aj
σ | if j /∈ σ and|A−1

σ aj | = 1} ∩ {xi 6= 0 : i ∈ σ}, for someR > 0.
It is clear from (29) thatw ∈ Nn andwj = 0 for all j ∈ σ. Hence, for any exponentv + u

in the seriesφv(x) the corresponding exponent oft in the seriesψ(x, t) is −α + w(v + u) =
−α +

∑
j /∈σ wj(vj + uj) ∈ −α + N becausevj ∈ N for all j /∈ σ andu ∈ Nv. We conclude the

proof by using Remark 10. Q.E.D.
In analogy with Section 5 we denoteψB(x, τ) = B̂1/r′ [ψ](x, τ), which defines a holomorphic

function at any point inUσ,R for someR > 0 by Proposition 4. We also denoteϕ(x, z) = ψ(x, zr
′
)

and henceϕB(x, ζ) = B̂1[ϕ](x, ζ) = ψB(x, ζ
r′) is convergent at points in the open set

U ′
σ,R = {(x, ζ) ∈ Cn × C : ζ = τ | det(Aσ)|, (x, τ) ∈ Uσ,R} (30)

Moreover, the seriesϕB(x, ζ) is a holomorphic solution ofHAB
(βB) (in the variables(x, ζ)),

where

AB =

(
A 0
w −κ

)
, βB =

(
β
α

)
with κ = | det(Aσ)|.

Remark 18 For w given by (29) the hypergeometric systemHAB
(βB), can have slopes along

ζ = ∞ for all β, α ∈ C (see Example 6). However, see Proposition 5 where we point out a
property of the solutionϕB(x, ζ).

Example 6 Let us consider the matrix

A =

(
2 0 1 3
0 1 1 2

)
,

β ∈ C2,α ∈ C, the simplexσ = {1, 3} andw = (0, 0, 0, 3) given by (29). Notice thatdet(Aσ) = 2
and hence

AB =




2 0 1 3 0
0 1 1 2 0
0 0 0 3 −2





Using Corollary 2 we have thats = 1 + r = 1 + 1/3 is a slope ofMAB
(βB) alongζ = ∞.

Lemma 10 AssumeΦF,d−1
Aη

⊆ ΦF,d−1
A whereη = {i : |A−1

σ ai| ≥ 1}. Let σ̃ ⊆ τ ∈ ΦF,d−1
Aη

be
a simplex,̃v ∈ Cn+1 a vector associated with̃σ ∪ {n + 1} (i.e. AB ṽ = βB and ṽi ∈ N for all
i /∈ σ̃ ∪ {n + 1}). The seriesφṽ(x, ζ) converges at points(x, ζ) ∈ U × {ζ : |ζ | > R′} and for
arbitrarily small c2 > 0 we can choosec1 > 0 such that|φṽ(x, ζ)| ≤ c1 exp(c2|ζ |).

Remark 19 The previous condition on the(A, F )-umbrella holds for anyd × n matrixA with
d = 1 or n− 1 = d.

Proof. Notice thatη∪ {n+1} is a facet of the(AB, F )-umbrella and̃σ ∪{n+1} is a simplex
of AB contained inη ∪ {n + 1}. In particular we know thatφṽ is convergent in certain open set.
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Let us denoteκ = | det(Aσ)|. If {bi : i /∈ σ̃ ∪ {n + 1}} is the basis ofker(AB) associated with
σ̃ ∪ {n+ 1} then the coordinate sum ofbi is

|bi| =

{
0 if i ∈ η \ σ̃

−|A−1
σ̃ ai|+ 1− 1

κ
wσ̃A

−1
σ̃ ai if i /∈ η

Let us denote by(bi)A the vector given by the firstn entries ofbi. Sinceσ̃∪{n+1} ⊆ η∪{n+1} ∈
ΦF,d−1

AB
, we have that|bi| > 0 for all i /∈ η and that the seriesφṽ defines a multivalued holomorphic

function in the open set{(x, ζ) : |x(bi)Aζ (bi)n+1 | < R, i ∈ η \ σ̃} ∩ {xj 6= 0 : j ∈ σ̃} for
someR > 0. The fact that̃σ ⊆ τ ∈ ΦF,d−1

Aη
⊆ ΦF,d−1

A guarantees that−|A−1
σ̃ ai| + 1 ≥ 0 for

all i ∈ η and−|A−1
σ̃ ai| + 1 > 0 for all i /∈ η. Thus, if i ∈ η \ σ̃ the last coordinate ofbi is

(bi)n+1 = |bi|− |(bi)A| = −1+ |A−1
σ̃ ai| ≤ 0 while if i /∈ η the last coordinate ofbi can be positive.

However, if(bi)n+1 > 0 for somei /∈ η, we still have that|bi| > (bi)n+1 = − 1
κ
wσ̃A

−1
σ̃ ai. In

this case there existK1, K2 > 0 such that:
∑

m≥0

(m!)−|bi||x(bi)Aζ (bi)n+1 |m ≤ K1 exp(K2|x
(bi)A |1/|bi||ζ |(bi)n+1/|bi|)

where(bi)n+1/|bi| < 1.
On the other hand, if̃vi = ki for i /∈ σ̃ ∪ {n + 1}, it can be shown by using standard estimates

onΓ-functions (see e.g. [14, Proposition 1, Section 1.1], [25,Lemma 1] and [10, Lemma 3.8.]),
that there existsC1, C2 > 0 such that

|φṽ(x, ζ)| ≤ C1|x
A−1

σ̃
βζ (−α+wσ̃A

−1
σ̃

β)/κ|
∑

k+m∈Nn−d

C
∑

ki+mi

2 |x
∑

i(ki+mi)(bi)Aζ
∑

(ki+mi)(bi)n+1 |∏
i/∈σ̃∪{n+1}(ki +mi)!|bi|

=

= C1|x
A−1

σ̃
βζ (−α+wσ̃A

−1
σ̃

β)/κ|
∏

i/∈σ̃∪{n+1}

(
∑

ki+mi∈N

(C2|x
(bi)Aζ (bi)n+1 |)(ki+mi)

(ki +mi)!|bi|

)

and for alli /∈ σ̃ ∪ {n+ 1} we have:

∑

ki+mi∈N

(C2|x
(bi)Aζ (bi)n+1 |)(ki+mi)

(ki +mi)!|bi|
≤

{
K1 exp(K2|C2x

(bi)A|1/|bi||ζ |(bi)n+1/|bi|) if (bi)n+1 > 0
1

1−|C2x(bi)Aζ(bi)n+1 |
if (bi)n+1 ≤ 0

(31)
TakeU = {x ∈ Cn : |x(bi)A | < Ri, i = 1, . . . , n} whereRi > 0 can be chosen arbitrarily large
except when(bi)n+1 = |(bi)A| = 0 in which case we takeRi < 1/C2. Then, since(bi)n+1/|bi| < 1
if (bi)n+1 > 0, we have the result for for arbitrarily smallc2 > 0 if we takec2 > 0 andR′ > 0 big
enough. Q.E.D.

Proposition 5 ϕB(x, ζ) has an analytic continuation to an open set of the formU×S(θ, δ), where
U is certain open set ofCn andS(θ, δ) is a sector with bisecting directionθ and small enough
openingδ > 0. Moreover, ifΦF,d−1

Aη
⊆ ΦF,d−1

A then for arbitrarily smallc2 > 0 we can chose
c1 > 0 such that|ϕB(x, ζ)| ≤ c1 exp(c2|ζ |) for (x, ζ) ∈ U × S(θ, δ).
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Proof. To simplify the exposition we will first assume thatα is very generic.
Notice thatη∪{n+1} is the set of (indices of) columns ofAB belonging to the hyperplaneH =

{|A−1
σ y|− 1

| det(Aσ)|
yd+1 = 1} (see Remark 17) and we denote byA′ the submatrix ofAB consisting

of these columns. Letq be the cardinality ofη. Recall thatϕB(x, ζ) defines a holomorphic function
at each point ofU ′

σ,R (see Proposition 4 and (30)) and notice thatwj = 0 for all j /∈ η.
We can write

ϕB(x, ζ) =
∑

m∈Nn−q

ϕm

xmη
m!

whereϕm = ϕm(xη, ζ) is a holomorphic solution ofHA′(β −
∑

i/∈ηmiai, α), which is regular
holonomic because all the columns ofA′ belong to the hyperplaneH [18]. Let W ⊂ Cq+1 be
the open set such thatU ′

σ,R = W × Cn−q (see (30)), so that for allm = (mi)i 6∈η ∈ Nn−q, ϕm is
holomorphic inW .

TakeZ = {xi = 0 : i /∈ η} and notice that we can identifyW with a relative open subset of
Z, i.e. withW × {0} = U ′

σ,R ∩ Z.
Recall that the singular locus of a hypergeometric system does not depend on the parameter but

only on the matrix (see [1] and [14]). In particular, sinceϕm is convergent inW for all m, we can
consider the analytic continuation of all theϕm along the same path starting at a point inW and
avoiding the singular locus of the hypergeometric system associated withA′. Let c = (ci)i∈η ∈
Cq be such that the complex line{xi = ci : i ∈ η} ∩ Z (with coordinateζ) intersectsW at
nonsingular points ofHA′(β, α). Notice that this intersection is a relative open set in the complex
line. LetSing(c) be the set of pointsζ0 ∈ C \ {0} such that(xη, ζ) = (c, ζ0) is a singular point
of HA′(β −

∑
i/∈ηmiai, α). Sing(c) is a finite set and thusΘ(c) = {arg(u) : u ∈ Sing(c)} is

also finite. As we varyc in a small open setW ′ ⊆ Cq, Θ(c) is contained in a finite union of small
intervals and we can takeθ such that forδ > 0 small enough,(θ − δ/2, θ + δ/2) ∩ Θ(x) = ∅ for
all x ∈ W ′. Hence we can consider the analytic continuation of eachϕm to an open set containing
W ′ × S(θ, δ).

We have extendedϕB as a formal solution ofMAB
(β, α) alongZ, which is convergent in some

relative open set ofZ. Thus, by the constructibility of the solutions of a holonomic system in
the sheafO

X̂|Z
/OX|Z (see [24]) we have that the formal solution constructed is convergent at any

point ofW ′×S(θ, δ)×{0}, thusϕB(x, ζ) can be analytically continued to an open set containing
W ′ × S(θ, δ)× {0}.

Let us see that the analytic continuation ofϕB(x, ζ) satisfies a growth estimate nearζ =
∞. Eachϕm has polynomial growth since it is a solution of the regular hypergeometric system
MA′(β −

∑
i/∈ηmiai, α). Sinceα, β are very generic, eachϕm can be written as a Nilsson series

that converges in certain open set (see e.g. [26, Proposition 3.4.4]) which is a linear combination of
series of the formφv(m)(xη, ζ) (for some set of exponentsv(m) associated with simplices in certain
regular triangulation of the matrixA′) with supportNv(m) given by integer vectors inker(A′) with
coordinates sum equal to zero. The open set where the Nilssonseries converge depends on the
regular triangulation ofA′ that the simplices belong to. We need to use a Nilsson series expression
of ϕm that converges in points(xη, ζ) = (c, ζ) with |ζ | > R for a sufficiently largeR > 0. It is
enough to consider a regular triangulationT of Aη and takeT ′ = {σ̃ ∪ {n + 1} : σ̃ ∈ T} as
the regular triangulation ofA′. By properties of regular triangulations, there is one regular trian-
gulationT of Aη such that there existsc as above so that if|ζ | > R for a sufficiently largeR > 0
then(c, ζ) belongs to the domain of convergence of the seriesφṽ for any vector̃v associated with
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σ̃ ∪ {n+ 1} ∈ T ′.
The series expression ofϕB via substitution of eachϕm by its Nilsson series expansion is a

formal Nilsson series (see e.g. [10, Lemma 6.15]). We know that this Nilsson series converges to
ϕB at points inW ′ × S(θ, δ)× {0} close toζ = ∞. By Lemma 10 it verifies the desired growth
estimate.

Notice that the Nilsson series expansion ofϕB nearζ = ∞ also provides an analytic continu-
ation to points with|ζ | big enough andx varying in certain open set ofCn that contains(c, 0).

We have considered analytic continuations along paths contained inZ. We can also extendϕB

by analytic continuation along paths from a point inW × Cn−q to a point nearζ = ∞ avoiding
the singular locus ofMAB

(β, α). If the starting point of the path is close to(c, 0) the analytic
continuation coincides with the Nilsson series close toζ = ∞ and thus it satisfies the same growth
estimate.

Finally, the parameterβ being very generic, the rank ofMAB
(βB) equalsvol(AB) since the

set of exceptional parameters has codimension at least 2 [23, Porism 9.5]. So, we can reduce the
general case (whenα is not necessarily generic) to the previous one following the ideas of the
proof of [26, Theorem 3.5.1] (see also the proof of [10, Theorem 6.2. ]). Q.E.D.

Remark 20 Using Proposition 5, the results in Section 5 also hold forw as in (29) instead ofw
satisfying the assumption in Theorem 8 if we assume the additional conditionΦF,d−1

Aη
⊆ ΦF,d−1

A to
hold. In particular, we obtain an analogous version of Corollary 6. Letβ ∈ Cn be very generic
and letφv be a Gevrey solution ofHA(β) of indexs = 1+1/k > 1 with respect to some coordinate
subspaceZ ⊆ Cn. Let σ be the simplex whichv is associated with, so we have thatφv is also
a Gevrey series of indexs = 1 + 1/k > 1 with respect toY = {xi = 0 : |A−1

σ ai| > 1} ⊃ Z.
Note that if we takew associated withσ as in (29) thenw(v + u) ∈ N for all u ∈ Nv. By
Proposition 4 we have thattαψ(x, t) = φv(t

w1x1, . . . , t
wnxn) is a Gevrey series alongt = 0 of

Gevrey indexs′ = 1 + 1/κ with κ = | det(Aσ)|. Let S[ψ](x, t) be theκ-sum ofψ(x, t) with
respect tot in a direction θ /∈ Θ(x) for x in certain open setU small enough with compact
closure. For any closed subsectorS of S(θ, α, ρ) (see notations in Section 5) there exist constants
C > 0, K > 0 such that the inequality|tαS[ψ](c, t) − tαψN (c, t)| ≤ CKNΓ(1 + N/κ)|t|N

holds for t ∈ S, c = (c1, . . . , cn) ∈ U and anyN ∈ N. Thus, considering parametric curve
x(t) = (c1t

w1 , . . . , cnt
wn) then

ψN (x(t), 1) =
∑

u∈Nv,w(v+u)≤N−1

[v]u−

[v + u]u+

cv+utw(v+u) = tαψN (c, t)

andS[ψ](x(t), 1) = tαS[ψ](c, t). Note thatx tends to the pointx′ ∈ Y , with x′i = xi if |A−1
σ ai| ≤

1, ast tends to0.

Theorem 9 Let β ∈ Cn be very generic and letφv be a Gevrey solution ofHA(β) of orders =
1 + 1/k > 1 with respect to a coordinate hyperplaneY = {xi = 0}. Let σ be the simplex
which v is associated with and takew associated withσ as well. IfΦF,d−1

Aη
⊆ ΦF,d−1

A then for
κ = | det(Aσ)| we have thatS[ψ](x, 1) is a holomorphic solution ofMA(β) and that for each
(x1, . . . , xi−1, xi+1, . . . , xn) in certain open set ofCn−1, φv(x) is a Gevrey asymptotic expansion
of orders of S[ψ](x, 1) with respect toxi = 0 in all but finitely many directions.
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Proof.-Assume for simplicity that the hyperplane isY = {xn = 0} and soσ ⊆ {1, . . . , n−1}.
We have thatwi = 0 for i = 1, . . . , n− 1 andwn = | det(Aσ)|(s− 1) > 0 wheres = |A−1

σ an| > 1
is the Gevrey index ofφv alongY .

By Remark 20 forx(t) = (c1, . . . , cn−1, cnt
wn) with t ∈ S andc ∈ U , we have the inequality

|S[ψ](x(t), 1)− ψN (x(t), 1)| ≤ CKNΓ(1 +N/κ)|t|N

for all N ≥ 0.
Here we writeψN (x, 1) =

∑
wnm<N fm(x1, . . . , xn−1)x

m
n . For integers of the formN = wnM

with M ∈ N we have thattN = (xn(t)/cn)
M andN/κ = M(s − 1) = M/k wheres = 1 + 1/k.

Then we get the inequality

|S[ψ](x(t), 1)− ψN (x(t), 1)| ≤ C(Kwn/|cn|)
MΓ(1 +M/k)|xn(t)|

M

for all M ≥ 0. This finishes the proof since we can assume by taken a smalleropen setU that
cn 6= 0 and that|cn| > C ′ for some constantC ′ > 0. Q.E.D.

Example 7 PutA = (1 2 3), β ∈ C andw = (0, 0, 1). The vectorv = (0, β/2, 0) is an exponent
of theA-hypergeometric systemHA(β) with respect to a perturbation ofw and so the series

ψ(x, t) = φv(x1, x2, tx3) =
∑

m1,m3≥0,(m1+3m3)∈2Z

[β/2](m1+3m3)/2

m1!m3!
xm1
1 x

(β−m1−3m3)/2
2 xm3

3 tm3

is one of the series considered in the proof of Theorem 5 and itis a Gevrey solution of the modified
systemMA,w(β) alongT with orders = r + 1 = 3/2. Notice thats = r + 1 = 3/2 is the Gevrey
index ofψ(x, t) alongT if and only if β /∈ 2N (otherwiseψ(x, t) is a polynomial). Following
Section 5 but with our vectorw (which does not satisfy the assumptions in Section 5 but is ofthe
form (29) for σ = {2}) we consider the Borel transform ofψ with indexκ = 1/r = 2:

ψB(x, τ) =
∑

m1,m3≥0,(m1+3m3)∈2Z

[β/2](m1+3m3)/2

m1!m3!Γ(1 +m3/2)
xm1
1 x

(β−m1−3m3)/2
2 xm3

3 τm3 .

This series defines a holomorphic function in{(x, τ) ∈ C4 : | x3τ

x
3/2
2

| < ǫ, x1, x2 6= 0} for ǫ > 0

small enough and it has an analytic continuation with respect to τ to certain sectorS(θ, δ). Let us
see that this analytic continuation has polynomial growth in τ . If ϕ(x, z) := ψ(x, t)|t=z1/2 then its
Borel transform (with index1)

ϕB(x, ζ) =
∑

m1,m3≥0,(m1+3m3)∈2Z

[β/2](m1+3m3)/2

m1!m3!Γ(1 +m3/2)
xm1
1 x

(β−m1−3m3)/2
2 xm3

3 ζm3/2

is a solution of the hypergeometric system associated withAB and(β, 0) defined onC4 with coor-
dinates(x, ζ) = (x1, x2, x3, ζ). Notice thatϕB has fractional powers inζ but defines a multivalued

holomorphic function in{(x, ζ) ∈ C4 : |
x2
3ζ

x3
2
| < ǫ, ζ 6= 0} for ǫ > 0 small enough.

It is clear thatϕB(x, ζ) is a linear combination of seriesφv(x, ζ) with v ∈ C4 associated with
the simplex{2, 4} ofAB (i.e.,ABv = βB, vi ∈ N for i = 1, 3). We have an analytic continuation of
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ϕB(x, ζ) to a point in the open set{(x, ζ) ∈ C4 : |
x2
3ζ

x3
2
| > R} forR > 0 big enough, which must be

a linear combination of seriesφṽ(x, ζ)with ṽ ∈ C4 associated with the simplex{3, 4} (this simplex
alone determines a regular triangulation of the ofAB and the set of seriesφṽ with ṽ associated
with {3, 4} generates the space of holomorphic solutions ofMAB

(βB) at any point in the open set

{(x, ζ) ∈ C4 : |
x2
3ζ

x3
2
| > R}). We have that the columns ofB{3,4} are b1 = (1, 0,−1/3,−1/6), b2 =

(0, 1,−2/3,−1/3) and we notice that(b1)4 = −1/6, (b2)4 = −1/3 < 0. This implies that a
seriesφṽ(x, ζ) with ṽ associated with{3, 4} has polynomial growth asζ tends to infinity. Thus,
the analytic continuation ofϕB(x, ζ) close toζ = ∞ also does.

As a consequence, the Borel sum ofψ with index2 given by

S[ψ](x, t) = Lθ
2B̂2[ψ](x, t) =

∫ eiθ ·∞

0

e−(τ/t)2ψB(x, τ)d(τ/t)
2

is a holomorphic solution ofMA,w(β̃) andS[ψ](x, 1) is a holomorphic solution ofMA(β) which
has an asymptotic expansionψ(x, 1) that is Gevrey of orders = 3/2 alongx3 = 0.

Example 8 This example shows that the hypothesis in Proposition 5 on the umbrella is necessary
and that the bound there is sharp. Take

A =

(
1 1 0 ℓ
0 1 2 0

)

whereℓ > 1 is a rational number. We can considerℓ ∈ Q by changing the latticeZ2 by the lattice
(1
ℓ
Z)×Z. Then, the weight vectorw = (0, 0, 0, ℓ−1) is associated withσ = {1, 2} by the formula

(29) andκ = | detAσ| = 1. Letα ∈ C andβ ∈ C2 be very generic and letv ∈ C4 be a vector
associated withσ so that the seriesφv(x) is a Gevrey solution ofMA(β) alongx4 = 0 with Gevrey
indexs = 1 + r = ℓ > 1. Then forψv(x, t) = t−αφv(x1, x2, x3, t

ℓ−1x4) the Borel transform
ϕB(x, ζ) is convergent in the open set{(x, ζ) : |ζℓ−1| < ǫ|xℓ1/x4|} for someǫ > 0 small enough.

Moreover, it defines a holomorphic solution ofMAB
(βB) and then it is a linear combination of

the set of seriesφv′(x, ζ) with v′ ∈ C5 associated with the simplex{1, 2, 5}. Its analytic continua-
tion to points in the open set{(x, ζ) : |ζℓ−1| > R|xℓ1/x4|} for some sufficiently largeR > 0 is a lin-
ear combination of the set of seriesφṽ with ṽ ∈ C5 associated with the simplex{2, 4, 5} ofAB. The
column vectors ofB{2,4,5} are b1 = (1, 0, 0,−1/ℓ, (1− ℓ)/ℓ) andb3 = (0,−2, 1, 2/ℓ, 2(ℓ− 1)/ℓ).
Elements in the supportNṽ of φṽ are of the formm1b1 + m3b3 ∈ Z5 with m1, m3 ∈ N. Thus
any of these seriesφṽ(x, ζ) is convergent in the open set{(x, ζ) : |ζℓ−1| > R|xℓ1/x4|} for some
sufficiently largeR > 0 and since the last coordinate ofb3 is 2(ℓ − 1)/ℓ > 0 there is a subseries
of φṽ (the one with monomials(x, ζ)ṽ+m3b3 , 2m3(ℓ− 1)/ℓ ∈ N) such that the set of exponents ofζ
in its monomials is contained iñv5 +N. The fact that|b3| = 1 > 0 guarantees that the coefficients
of this subseries has the same type of growth as1/(m1)! and thus the growth of this series, asζ
tends to∞ in certain sector, is equivalent to the growth ofK exp(Cx3x

2/ℓ
4 ζ2(ℓ−1)/ℓ/x22) for some

K,C > 0. Notice that forℓ > 1, we have thatη = {1, 2, 4} and the hypothesisΦF,d−1
Aη

⊆ ΦF,d−1
A

(required in Lemma 10 and Proposition 5) is satisfied if and only if 1 < ℓ < 2. Thus, the bound
|φṽ(x, ζ)| ≤ c1 exp(c2|ζ |) is satisfied for somec1, c2 > 0 if and only if1 < ℓ ≤ 2 but for ℓ = 2 we
cannot choosec2 to be arbitrarily small.
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