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1 Introduction.

Large number of geophysical fluids are modeled by the so-called “primitive equa-
tions”. This model is obtained formally from the Navier-Stokes equations, with
anisotropic (eddy) viscosity, assuming two important simplifications: “hydrostatic
pressure” (depending linearly on the depth) and “rigid lid hypothesis” (fix water
surface), see [10], [14] and references therein cited.

The model: For simplicity, we take constant density and assume that the effects
due to the temperature (and salinity) can be decoupled from the dynamic of the
flow. Then, we have a three-dimensional flow induced by the wind tension on the
surface and by the centripetal and Coriolis forces. When the Earth curvature is
not considered, we can use Cartesian coordinates instead of spherical coordinates
(see in Lions-Temam-Wang [12] the model with spherical coordinates), hence the
Lipschitz-continuous domain (2 is given by

Q={(%2) eR* Fcw,—D() <z <0}, (1)

where w C IR? is an open domain and D : @ — R, is the depth function. The
different boundaries of Q (surface, bottom and sidewalls) are respectively: T'y =
{(Z,0); Z € w}, Ty ={(&, - D(%)); T € w} and '), = {(#,2); ¥ € Ow, —D(¥) < z <
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0} (here, Ow denotes the boundary of w). The (three-dimensional) model is:

Oyl + (@ - Vg )@ + uz0, 4 + atit
— U Ayl — v, %0+ Vgps = F in (0,T) x 9,
0
(EP) VH-</ ()ﬁ(t;f,z)dz) = 0 (0,7 xw,
—D(Z
ﬁ‘t:() = 1_[0 in Q,
v, 0., =7, Uror, = 0 in(0,7).

Here, we denote 7 = (z,y), Vg = (0;,0,) and Ay = 93, + 9;,. The unknowns are
the horizontal components of the velocity @ = (u,u2) : (0,7) x Q@ — IR? and the
surface pressure ps : (0,7) x w — R (in fact, ps is a potential function, since it also
includes centripetal and gravity effects, see [14]), whereas the vertical component of
the velocity is

us(t: 7, 2) = — / iy Vi G E S)ds,for £ € (0.7) and (7,2) €. (2)
Moreover, v, and v, > 0 are positive constants, representing respectively horizontal
and vertical (eddy) viscosity coefficients, F' : (0,T) x Q — R? is a given function
(depending on the temperature and the salinity, for instance) and 7: (0,7) x I'y —
IR? represents the horizontal stress on the surface produced by the wind. Finally,
it = a—uy, u;)! models Coriolis effects. The no-slip condition is assumed on the
bottom and vertical slipping is permitted on the sidewalls.

Most of the results for these equations have been obtained by means of isotropic
estimates (i.e. using norms with the same regularity in all spatial directions), see
[2], [12], [10] and [9]. For 2D domains and using isotropic estimates, we obtained
in [9]: existence of global strong solution (see Definition 1.6) for small data (via
a Galerkin method), local strong solution in time for small depth (via Schauder’s
Fixed Point Theorem) and uniqueness of the weak solution assuming that there
exists a strong solution. We also explained in [9] that similar results in 3D domains
cannot be obtained if we use the same kind of estimates.

The main new results: In this work, we use anisotropic estimates that let us
obtain the following results. The precise notions of weak solution and strong solution
(jointly with the space V') will be given in the next subsection.

First, we obtain existence of global strong solution for small data, given by the
following theorem:

Theorem 1.1 “Global strong solution for small data”. Let w C R? (d = 1
or 2) be a C* domain and D € C*(@) such that D > Dy, > 0 in @. Suppose that
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Gy €V, F=fi+ fowith fi € L*0,T; L2(Q)%) and fo € L=(0,T; L*(Q)%), and
7 =7 + 7 with 7, € L*(0,T; H1/2+E(Fs) ) and 7, € L>(0,T; H1/2+€( [,)4) for some
e > 0, such that 0,7, € L?((),T, H=Y2(T,)4) and 0,7 € L°°(0 T; H-YV2(T,)4). If,
moreover the data verify the “smallness conditions”:

||f1||L2T(L2) < C]/3/2’ ||f2||L%°(L2) < cr?,
17l g oy < V2 0l g -y < eV,

|’7_!2||L5’9(Hé/2+5) < CVQ’

. v . v
ol < cu\/;, 17Ol gz < cy2\/;,

172(0) | -1 < c?

HaﬁZHL%O(H—l/z) < CV3,

Y

where v = min{vy, v, }, ¥ = max{vp, v, } and c is a small enough constant (depending
only on §), then there exists a (unique) strong solution (i, ps) of (EP) in (0,T) (ps
is unique up to an additive function depending only on t).

Remark 1.1 We denote LL(LP) = L%(0,T; LF(R2)), where T can be equal to +oo
and q € (1,400|; H-Y2 = H-V2(T,) and HY*™ = Hy/*™ ().

Secondly, we obtain existence of local strong solution for any data. In the 2D
case, this result improves the results obtained in [9] (by relaxing the small depth
hypothesis). The 3D case is new.

Theorem 1.2 “Local strong solution for any data.” Let w C R¢ (d =1 or
2) be a C? domain and D € C3*(w) such that D > Dy, > 0 in w. Suppose that
iy €V, F e L0,T; L*(Q)%) and 7 € L2(0,T; HyY***(T,)?), for some ¢ > 0, such
that 0,7 € L*(0,T; H~'/2(T',)%). Then, there exists T, € (0,T] and a unique strong
solution (u,ps) of (EP) in (0,T,).

Third, we get uniqueness of weak solution assuming existence of a strong one. The
precise notion of the space L L2 will be given in Subsection 3.1.

Theorem 1.3 “Uniqueness of strong/weak solution.” Assume Q C R3. Let
U be a weak solution of (EP) in (0,T). If there exists a weak solution @ of (EP) in
(0,T) with the same initial conditions, such that it verifies the additional reqularity:

Vit € L*(0,T; L L3)

0.1 € (0. T3 LA(QP) 1 L2(0. T3 H'()P), )

then both solutions coincide on [0,T).



And finally, we obtain convergence of global strong solution to a stationary strong
solution (under small data hypothesis), when ¢ 1 4o0.

Theorem 1.4 “Convergence of the 3D-evolution solution to a 3D-stationary
solution”. Let i be a strong solution of (EP) in (0,+00) with second member
F = fi + fa, where fi € L*(0,400; L3(Q)?) and fy € L2(Q)? is independent of t,
and Newman boundary condition T = Ty + Ty, where 7, € L2(0,+OO;HS/2+€(FS)2)
for some € > 0, such that 9,7, € L*(0,+o0; H-Y/2(T,)?), and 7 € H5/2+6(Fs)2 for
some ¢ > 0. Assuming “smallness conditions” (H) with T = o0, if U is the

stationary strong solution of (EP) with second member fo and Newman boundary
condition Ty, then 4(t) — v in the H()-norm as t 1 +o0.

1.1 Definitions and auxiliary results.

To give a variational formulation to problem (EP), we define the following function
spaces:

Cp1(Q) = {p € C>(); supp(yp) is a compact set C Q\ (I, UTY)},

HL(Q) = T = {ve H'(Q);v=00on T, UL}, Hyl(Q) = dual of H},(€),

0
V= (g GO Vi (f) =0 inw), where (9)() = [ 5 2)dz,
’ -D(@

H=V" = {7e X(Q)% Vy - () =0 inw, (7) - o = 0},

v =y" = {5e H'(Q® Vi () =0 inw, Gr,or, = 0}.
Definition 1.5 Let @, € H, F € L*(0,T; H,(Q)%) and 7 € L*>(0,T; H~/*(L,)%)
be given. We say that @ : (0,T) x Q — R? is a weak solution of (EP) in (0,7T)
if i € L°°(0,T; H)N L*(0,T;V), verifies the variational formulation:

T
|| = (0 + (@ V)@ + us0.) + 00V : Vi + 1,0, 0.5 + it

:/ﬂgo.gz(o) +/()T{<ﬁ,<5>9+<ag5>rs}dt, Ve CY([0,T];V) s.t. F(T) =0,

and, moreover U satisfies the “energy inequality” a.e.t € (0,T),

1. . LI 1, . b o o
N By + [ Nalldds < Sl + [ {(Frda+(Far s (@)

In the case T = +o00, we say that @ is a weak solution of (EP) in (0,4+00) if 4 is a
weak solution of (EP) in (0,T), VT < 4o0.
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Here, (-,-)q denotes duality between H, () and H} (), whereas (-,-)r, denotes
duality between H'/%(T,) and HY?(I';,). On the other hand, the V-norm will
be denoted by [|@]f; = vi|Veil|72q) + vul|0:1]72(g), and the H'(€2)-norm will be
denoted by |[@][7 ) = [IVrtl72(q) + [10:1)172(q)-

Definition 1.6 Let @y, € V, F € L*0,T;L2(Q)%), 7 € L2(0,T; H'*(T,)?) and
o7 € L*0,T; HY2(I'y)%) be given. Let @ be a weak solution of (EP) in (0,T),
we say that i is a strong solution of (EP) in (0,T) if it verifies the additional
reqularity:

i€ C([0,T); V)N L*0,T; H*(Q)*NV), o€ L*(0,T;H).

Remark 1.2 In the 2D case, besides changing vectorial notation by scalar notation,
one important difference with respect to the 3D case is that w C R is an open interval
which simplifies the function spaces of free divergence. Indeed, conditions Vg -(U) =0
in w and (V) - ng, = 0 are replaced by (v) =0 in w.

Auxiliary results: In this work, we will frequently consider the evolution linear
problem (Stokes with hydrostatic pressure):

AT — U ART — 1,020+ Vg, = [ in (0,T) x Q,
Vi -(¥) =0 in (0,7) X w,

77|t:0 = '170 in Q,

1,0, = 7 on (0,T)xTs, ¥=20 on(0,T)x (IyUTL,),

and the stationary problem associated to (S), that it will be called (Sg).
We denote by C' different positive constants, always independent of v, and v,,.

Theorem 1.7 “Weak solution of (S,)” Let w C R (d =1 or2) and let Q) C
R*!, defined as in (1), be a Lipschitz-continuous domain. If f € HZ;ZI(Q)d and
7€ HY2(T,)?, then the problem (Sy) has a unique solution v € H'(Q)?. Moreover,
there exists a constant C'= C(2) > 0 such that

S C (. -
100y < 55 {17 ey + 171} 5)

In [2], [4] and [10], there are different proofs of this result.



Theorem 1.8 “Weak solution of (S)” ([12]) Let w and Q as in Theorem 1.7. If
f e L*0,T; Hb_,ll(Q)d) and 7 € L*(0,T; H-Y2(T,)%), then there is a (unique) weak
solution U of problem (S) in (0,T).

Theorem 1.9 “Strong solution of (Sy)” (/16]) Let w C R* (d = 1 or 2) be
a C% domain and D € C3@) with D > Dy > 0 in w. If f € L*Q)% and
T € HS/HE(FS)C’ (for some € > 0), then there ezists a (unique) strong solution U of
(Sst) (i.e. 7€ H?*(Q)4NV ). Moreover, there exists C = C(2) > 0 such that:

C

03 < S {1y + 17 vee - )

Finally, the next result gives a linear version of Theorem 1.1 and will be used in the
case T = 0 and fy = 0 to lift the data v, 71 and f;.

Theorem 1.10 “Strong solution of (S)” Let w C R? (d = 1 or 2) be a C?
domain and D € C3w) with D > Dpyy > 0 inw. If vp € V, =1+
with fi € L2((0,T) x Q)% and fo € L=(0,T;L*Q)%), 7 = 7 + & with 7 €
L*(0,T; H3/2+E(Fs)d) and Ty € L>(0,T; H01/2+6(Fs)d) (for some € > 0), such that
o € L0, T; HY2(T,)4) and 0,7 € L®(0,T; HY2(T,)), then there exists a
(unique) strong solution U of (S) in (0,T). Moreover, there exists C = C(§2) > 0
such that

1y < 2 (Il + 5 (IO oass + IO -02)
c(,z S C ...
+ SRR 0 + IR s | + S 10R R sy, (D
C

- o C .
b BB s 1R s, b+ 210 -1

<

[y < 2 Nl + 5 (IO s + 15O 3-1) |
c (= - C .-
o IR + 172 rnee } + 510 - ®

cT cT . .\ cT

+ ?HfQHQL%"(LZ) + Il aravey + ?Hﬁﬁﬂi;o(mlm),



0Ny 0y < 2wl + (O va + 1700 Fyr)
© O e+ Sl0AI (9)
g 2) T 2 NI (1-172)

> CcT ..
+ CT|fallFeoze) + ?HaﬁTQH%%"(H*l/?)'

Proof of Theorem 1.10: A proof of the existence can be seen in [9]. Here, we only
sketch the proof of the continuous dependence estimates, specifying the dependence
of these estimates on the viscosities.

We set ¥ = ) + o + €1 + €5, where €;(t) (¢ = 1,2) are the solutions of the stationary
problems:

—Up A€ — v,0%.€; + Vg = 0inQ, Vy- (€;) = 0 in w,
(Si)

v,0.€; = Ti(t) on Ty, & = 0 on,UTy,

and 11, 7o are the solutions of the evolution problems:

Oy — vnDufh = 0%+ Vapr = fi = 0 in (0,T) x Q,
(E1) Vir - (i) = 0 in (0,7) x w, il=o = Up — €1(0) — €2(0) in €,

0,51 = 0 on (0,T) x I, 71 = 0 on (0,T) x (T, UL,

Oifs — nAn iy — v 0%ifs + Vaps = fo— 0,6y in (0,T) x €,
(Ea) Vir - (g2) = 0 in (0,T) x w, Poli—o = 0 in Q,

1,0, = 0 on (0,T) x Iy, 7 = 0 on (0,7) x ([LUT,),

Then, we have the following estimates for €] and é5:

GO < 1A O < S5 { IO +2 [ 1Rl 107l
c, . C .o C..
< ;HTl(O)Hfrrl/z + ;H@tﬁﬂﬁg(mm) + ;HﬁHi%(Héms), vt € (0,77,

C C

ez = Tl ey 10wy < N0 112,



C

1€2ll7e0 gy < ﬁ”@H%wHﬂm)
" cr, . crT. ..
H€2H%2T(H2) < 7“7-2”%%0(H1/2+5)7 HatQZH%QT(Hl) < ?Haﬂzui?m—uz),

Now, we define hydrostatic Stokes operator A, i.e. AU = 4 means that (see [9]):

— U AU — 1,020+ Vgps = « in Q,

=1

Vi - <U> =

in w,

=1

v, 0,0 = 0 on Ty, ¥ = on 'y UT,,.

Taking Ay as a test function in the variational formulation of (F;), we obtain:

d N — r —
%H?ﬂ(t)H%/ + AT ()220 < 11|72 + 18:€1(0)]1 720 -

Thus, integrating in time, using that

~—

VIOl < 1RO < Zlali g,

|Q

157 (O 20y < 514G (0720 (10)

and the previous estimates for 0,7, we get:

[\

v

. v, C/ = 1 .
Hylﬂi%oml) < ;Hy1(O)H?{1 T (Hflui%(L?) + V2H3t71H%;(H—1/2)) ;

. v, C /. » 1 .
HylHiQT(m) < ﬁ“yl(O)H?{l(Q) T (Hle%;(Lz) + V2H8t7—1HiQT(H1/2)> :

In the same way, we have for i5:
d . » ? "
NGO + 1A% 720) < C (1fallTse 2y + N0:all7o0(r2)) - (11)
dt T T

Therefore, using that
vllZ2NF < CillAg(9)1172(q), (12)

v
multiplying by exp (Ct> and integrating in time, one has:
1

C

. = Lo
15050y < S5 (1o + 5107 - ) (13)
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Now, using (10) for #(t), from (11) — (13), we deduce:
cT

— r ]' —
15083 ) < 5 (1 pcao) + 51070 e )

All the above bounds let us obtain (7) and (8). Expression (9) is easily obtained
taking 0yy; (i = 1,2) as test functions in (F;) and arguing as before. n

Remark 1.3 If T = +o0o0, we only can handle expression (7). Therefore, only
estimates in L*°(0, +o00; H*()?) can be obtained.

2 The 2D case.

We start with the proof of the existence results (Theorems 1.1 and 1.2) in the 2D
case and postpone the 3D case to the next section, where we need to prove more
precise anisotropic Sobolev inequalities.

2.1 Some 2D anisotropic spaces and related estimates.

We introduce the following 2D anisotropic function spaces.
Definition 2.1 Given p,q € [1,+00], a function u belongs to LPL1(QY) if:
u(z,-) € LY(=D(x),0) and |ju(z,-)||Les(-p@)0) € LP(w).

Moreover, its norm is given by the expression:

lullzzeae = [t Mlza-w o,

Remark 2.1 The most useful norms that we will use in the 2D case will be:

lullezrz@ = sup (lu(@, )l 2D o))

sup |u(z, 2)|

lullz2ree @) =
z€(—D(z),0)

L?(w)

Remark 2.2 For sake of simplicity, we sometimes denote LP LY instead of L2 L(}),
and LP instead of LP(Q2), when there is no risk of confusion.

Now, we enunciate several lemmas that will be frequently used in this work. We
denote Dy, = max D.
w



Lemma 2.2 “Anisotropic regularity for the vertical velocity”. Letv: ) —
R be a function such that O,v € L*(Q) and define vs(z,z) = —/ )&Cv(x,s)ds,
D

—D(x
then one verifies:
HUBHL%LgO < DrlﬁxHaxUHLz(Q)

Proof: From the definition of vs,

|vs(z, )| Lo (- </ |0,v(x, s)|ds.

Then,

IN

L (/T;¢ﬂ|55“($=SNds>2<ix

0
< / </ " |0,v(x, s)|2d8> D(x)dx < Dmax||8mv||%2(9) n
w —D(x

lvsllZz 1o

Lemma 2.3 “Vertical Poincaré’s inequalities”. Let u € L*(Q) be a function
such that O,u € L*(Q). Then, u € L2L° and verifies the following estimates:

(@) [lullZ2z00 < 21lullz2@0:ullz2)  if (uns)lr, =0,
(b) lullz2z < Cllullz@llullzi) — for some constant C' = C(Q) > 0.

Remark 2.3 We denote ii = (n,,n.) the outward normal vector to 9. Notice that
since u € L*(Q) and 0,u € L*(Q), then un, € H~Y/2(0%).

Proof: In case (a), by hypothesis, u(z, —D(z)) = 0. Then,

u(z,2)? = /Z 0. (u(z, s)? d5—2/ u(z, s)0,u(z, s)ds

—D(z)
< 2wz, ) r2-p).o)l|0:ulz, )HLQ(fD(m),O)-
Taking essential supremum in z € (—D(x),0),
[u(z, ’)||%oo(_D(x),o) < 2 |u(z, ')||L2(—D(m),0)||azu($, ')||L2(—D(w),0)v
and integrating on xr € w,
ull72 e < 2 [lull 2|20l 20

As for case (b), we consider the following “Extension Theorem” (see [6] for instance):

10



“Let Q be a C%'-domain in R2. Given a domain Q' DD Q, there exists a (linear)
extension operator E from H'(Q) into H} () such that Eulg = u and

| Eull oy < Cllullm@y Yue H(Q), (14)
where C'= C(Q,8) > 0. Moreover, one verifies:
| Bulliai < Clullizy Vu € HY(S).” (15)
It is easy to demonstrate that:
||u||%§L§°(Q) < ||EU||ingo(Q/)~
On the other hand, applying case (a) to Eu we have:
1Bl ey < 2 1Bl 2 10- (Ew) 2

Taking into account the two previous estimates and using (14) and (15), we arrive

at (b).

Lemma 2.4 “Horizontal Poincaré’s inequalities”. Letu € L*(Q) be a function
such that d,u € L*(). Then, u € LLL*(Q) and verifies the following estimate:

(@) lullZe 2 < 2llull2@llOzull o) #f (una)lr,or, =0,

(b) HuH%goLz < Cllull 2 llull ), for some constant C = C(£2) > 0.
Remark 2.4 Notice that, sinceu € L*(Q) and d,u € L*(Q), then un, € H~/2(0%Q).

Proof: In the case (a), given (z,z) € Q, we consider ry € dw™ where w, = {z €
w/ (z,z) € Q} = U;w’, being (w!);cr. the connexe components of w, and z € w®.
By hypothesis, u(zg, z) = 0. Then,

u(r,2)? = /: Op(u(s, 2)?)ds = 2/; u(s, z)0yu(s, z)ds

0
< 21Juls 2) ||z | 0zuls, 2) (| 22 we)-

Integrating in z € (—D(x), 0) and taking essential supremum in z € w, the inequality
(a) of this Lemma is obtained.

Case (b) follows the same argument as Lemma 2.3 (b), changing 0,u by 0,u and
applying Lemma 2.4 (a) instead of Lemma 2.3 (a). n
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2.2 Existence of strong solution of the 2D hydrostatic prob-
lem.

Proof of Theorem 1.1 in the 2D case (d = 1):

We are going to focus on the study of the strong regularity for problem (EP),
considered in a domain Q C R? and data F = f; + fy, with f; € L*(0,T; L*(Q))
and fy € L®(0,T;L* ), 7 = 7 + 7 with 7, € L2(0,T; Hy***(T,)) and 7, €
L>(0,T; Hy/*™(T,) for some € > 0, such that 8,7, € L2(0,T; H-Y/*(T,)) and 8,7 €
L>(0,T; H'/*(T'y). To do this, first we lift up the non homogeneous Neumann

boundary condition 7, by taking (e>(t),¢>(t)) the strong solution of the steady
hydrostatic Stokes problem:

— 02,6 — 1,026 +0,¢° =0 inQ, () =0 inw,
v,0,6° = 1(t) onTy, e* =0 onT,UT,.

Then, we lift up 71, the horizontal force f; and the initial condition by taking (e, gs)
the strong solution of hydrostatic Stokes evolution problem,

e — 0% e — 1,04 e+ 0.qs = f1 in (0,T) x Q,
(E)q () =0 in (0,7) X w, e|mop = ug—e>(0) in Q,
vy.e =1 on (0,T)xTy, e =20 on (0,7) x (I, UTY).

Therefore, we have to study the resulting problem (R) that verifies (w,ms) = (u —
e —e>®,ps — qs — q5°), where (u, ps) is a (possible) strong solution of (EP):

ow — v 02w — 1,02 w + (w+ e + )0, (w + e 4 e™)
+(ws + ez + €)0,(w+ e+ e>®) + Opms = fo— 0™ in (0,T) x Q,

R
(B) (w)y =0 in (0,T) Xw, wl=g = 0 in Q,
v,0,w =0 on (0,7)x Iy, w =20 on(0,7)x (I'huUly),
where ws = — /Z O,wds and e3 = — /z Oreds (similarly for e3°).
—D(x) —D(z)

Existence and weak estimates of approximate solutions of (R): We ap-
proximate w by w,,, the Galerkin approximations in the m-dimensional spaces
Vi = {21, -, 2m}, where {21, .., zpm, ...} is a basis of orthonormal (in H') eigenfunc-
tions of the 2D hydrostatic operator A. Then, we consider the variational formula-
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tion for w,, with test functions in V,,:
/ OpW,y U dSY + / Aw,,v,,d) + / (W + e+ )0, (wy, + e + €*)v,,dS)
Q Q Q
+ /Q(wmg + e3 + €5°)0, (W, + € + )0, d

_ / FoomdS) — / Be®0,dQ, Yo, € Vi,
Q Q

W, (0) = 0.

Obviously, one has w,, = u,, — e — >, where u,, is the corresponding Galerkin ap-
proximation of problem (EP). Standard weak estimates of (u,,) can be obtained in
a standard way. Then, weak estimates of (w,,) and (w,,3) follow from weak estimates
of (u,,) and weak regularity of e and e>. Since (w,,) is bounded in L*(0,7; H) N
L*(0,T;V), (Owy,) in L*(0,T; (VN H*(Q))) and (wy,3) in L*(0,T; L*(2)), we can
extract a subsequence that converges weakly to a limit function w (and ws), which
is a weak solution of (R). Therefore, it suffices to obtain strong estimates for (w,,)
(i.e. (wy,) is bounded in L>(0,T; V)NL*(0,T; H*(?)) and (dyw,,) in L2(0,T; L*(Q)))
to ensure that w is also a strong solution of (R), and consequently, u is a strong
solution of (EP).

Strong estimates for the approximate solutions of (R): Taking v,, = Aw,,(t) €
Vin as test functions in (R),, , we arrive at:

1d -
S gileml + 4w a0y = = [ (W + ¢ + ) 0w Awy, dO

— /Q(wm + e+ e™)0e Aw,, dQ) — /Q(wm + e+ €™)0,e> Aw,, dS)

— /Q((wmg + e3 + €5°) 0wy Aw,y, dS) — /Q((wmg + e3 + €5°)0,e Aw,, dQ

8
=1

(16)
Using Lemma 2.4 (a) for w,,, e and e*, Lemma 2.3 (b) for d,w,,, d,e and 9,e>
(because (9,wnm)|r,, (0z€)[r,, (a:veoo)|Fb # 0 and (Oywm)|r,, (0z€)Ir,, (0:%)|r, # 0
in general), taking into account (10) for w,,(t) and estimate:

1
lwn@llm@) < -~z lwm @)y, (17)

13



we bound I, I, and I3 in the form:

I = (||meLg<>L§ + llellpgerz + H€°°||Lg°L§) 105w, | 22 Lo || Awnn | 2()
O 1/2 1 2 1/2 1/2 ocol11/2 oco|11/2
< 7 (lwwll oy lwmll iy + lell oy lelliiay + e 1z le 7 )
1/2 3/2
X lwmll3iq) I Awnl g,
C
< ||AmeL2(Q)+ (wmll i @y llwml17 20
+ (r|eui2(mneu%p @ 1€ o 1 @) 1wl o)
C
< ||AmeL2(Q)+ me||v+*<d4+d4) [
where dy = |le[[se(m1) and da = |[€*°|| oo (1) Whose expressions are bounded by using
(5) and (7).
I < (lwmllzger + llellzerz + le®llzzr2) 10ue] 2o | Awn ] 20
1/2 1/2 1/2 1/2 ol1/2 ool11/2
< C (lwmlatay wmlmey + lellzag llel i) + eIzt le= i)
1/2 1 2
X llellio lell 2 | Awnll 2
1 2 2
< pglAwmlizg + —llella@llel mo llwnlly
+ C (llelz2@ el + lleXllzz@llelm@llellme ) llelmw)
1 Cd,
< *HAwmlle )+ el w3+ C (d + dad3) llell 2
1 C « -
I3 < EHAme%z(er;He ez (s 1% [l 2o 1wl I3

+ C (||€||L2<Q)||€||H1(Q)||€°°||H1(Q) + e zz@lle®n @) el

Cdy, o -
||Awm||m)+*||e 2@ llwoml3 + C (dids + d3) [|e|| 20y

IN
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Using Lemma 2.2 for wy,,, es and e3°, and Lemma 2.4 (b) for 0,w,,, 0,e and 0e*,
we obtain the following estimates for Iy, I5 and Ig:
Iy < Jwms +e3 + €%z pee |00 || oo 2 | AW || 20

C 1S9 1/2 3/2
< 7 (lwnllms@) + llellmg + e llm@) ol el Awal oy

| C .

< ﬂ||Awm||%2(Q) + 2 (||wm||?11(9) + <||€||3111(Q) + [le ||31L11(Q)) ||wm||%11(9)>
1 2 C 6 C 4 4 2

< sl AwnlBay + ol + o () il

Iy < (||wm3||Lngo + llesllzzre + ||€§°||L§.Lg°> 10z€ll Lo 2 | Awm | L2 ()

oo 1/2 1/2
c (||wm||H1(Q) + llell o) + e ||H1(Q)) HeHh{l(Q)HGHI-;Q(Q)HAmeLQ(Q)

1
Tl Awmlzz@) +C (lellzr e llell @ llwml gy

IN

IN

+ el llell @) + ||eoo||%[1(Q)||e||H1(Q)||6||H2(Q))

1 C
< EHAme%?(Q) + ;d1“€HH2(ﬂ)”wm”%/ +C (di’ + dldg) lell o)
I < i A 2 C 0 00 2
o = 1glAwnliae + {||€ [ @ 1% | 22 1wl 1 )

+ llellm@llela@llelin @ + Ie ol |

IN

1 C o o
e lAwnlZao) + — dalle a2y lwml¥ + C (dide + d) e |20
Finally,
1
I < |zl Awnl ) < JellAwnllza@) + Cllfal

I

o]

1 oo
< N0 lzoy | Awnllrzo) < 5 1Awnlz2@) + Clloe™ 22w

15



Combining all the above bounds, we arrive at:

C

d C
Clhwml + I AwnBa < Slhemll + 5 (6 + d8) lwnl?

C o0 o0
+— (dillell @) + dalle™ [l lwallf + C (ILfallzz@ + 101172

c c (18)
< —ellwnlll, + 5 (df +d3) lwalf +C (I follE2o) + 101720
+C{(d} + ) lell oy + (dBda + d3) (€% 12y }
+Cv2 (Jlel3zi0) + 1€ 32 )

Using the inequality (12) for w,,(t), we obtain:

d 9 1 C . C(di +d3) 9

lonll & (v = St - SR
(19)

< CV2 (el + e 3ew)) + C (Il fll32) + 10320

+C {(d} + i) [lell (o) + (d2ds + d3) (| €| 2o }

As d? and d2 have the following bounds:

C C
di < b {Hfl“%?T(L?) + ”7—1Hi2T(HS/2+E)} + ;Haﬂluig(f{—uz)
v C
2ol + 5 (IO + 1720 l-va) }
C

2 2
43 < ﬁHTQHL%O(H*1/2)S;HTQHL?(HOUZJ@)

(see (7) and the inequality for ey in the proof of Theorem 1.10), hypothesis (H)
allows us to bound:
dl, d, < Cec v,
C

HGOOHL%O(HQ) < ;||TQ||L%O(H3/2+5)<CCV,

||f2||%%°(H2) < cv?

16



C
10|70 (2 < ;Haﬂz”%;o(z{—l/?) < Cev?,
where ¢ is the small constant that appears in (H) (depending only on the size of the
data). Therefore, we can rewrite (19) as
d v C
Sl + 2 (1= llwnlly - O) lwalfy
! (20)

IN

C ($(! + 21Ol

where ¢(c) = 2(1 + 2 + c*).
Then we choose a small constant v > 0 satisfying the following two conditions:

1
C 4 C4 -
(V' +c) < 5 1)
Colc) < 7°

(this choice is possible since ¢ is small enough).

Then we can conclude that ||w,, (t)|v < 232, ¥t € [0,T] (here, we assume T' < 400
for simplicity). To prove this statement, we argue by contradiction. Suppose there
exists some instant in (0, 7)) where the bound /%2 is reached. Let t* be the smallest
of these instants, i.e. ||w,(t)|v < %2, Vt € [0,t*) and ||w,,(t*)||y = yv*/2. Then,
Vt € [0,¢*], from (20) and (21);, we have:

d v
—Nwm (OZ + —|wn(B)|> < C L Ple(O 20 ) -
dtl!w )5 2CIHw )y < (¢(0)V v He()HH(Q))

If we multiply by exp (2215) and integrate in time (recall that w,,(0) = 0), one
1
has:

(@)} < (a0 +v* [ o) lnds) vt .t

Now, using (H) and estimate (8), we can bound ||e||7, (r2y (recall that there is no
T

force in L5(L?) in this case) as follows:
el ir < O
and we get:
lwa@®F < Cole)?, vt e [0,t7],

hence we get a contradiction, taking into account (21),. Then, one has that (w,,)
is bounded in L*>°(0,7T; V). The estimates of (w,,) in L*(0,T; H*(Q2)) and of (Q,w,,)
in L?(0,T; L*(Q2)) can be deduced from this last estimate (see [9]).

17



Therefore, we have demonstrated the existence of a strong solution v of (EP) in
(0,T), where T' can be equal to 400, under the smallness hypothesis (H). n

Proof of Theorem 1.2 in the 2D case:

If we call y(t) = ||wn(t)||¥, dividing (18) (recall that there is no force in L3 (L?))
by (1 +y(t))3, we obtain:

1d

—5 gL u )7+ (L4 y(8) 7 Awn ()[F2)

1 df -
<C <1/5 — +d}]le(t) || a2) + V2H€(t)||§i2(ﬂ)> ‘

Integrating (22) on (0,¢) and taking into account that |[e[#2q) € L'(0,T), we get
the following inequality:

HAwm 2 .
2(1+y(0))2 / °=
1 C /1
—_— d4> t+ Cd3lell L2 m Cv?|lel|32
2(Hy(m+yg( ) 4+ O el VE+ OV el
(23)
Therefore, a sufficient condition for having y(¢) bounded independently of m is:
cr1 , 1
i (g +dt) o+ Cleluzonm Vit O el < s (@9
Indeed, if we have (24), then:
1 c/1 o, ; , 1
5 2 2y | S s
= 2(1+ y(0))? (s (G ) £ Catlelzaars Vit C2 el ) < 2(1 1 y(1))?

Now, we pull out the (14 y(t)) factor to obtain:
L4 y(t) < (1+3(0) (1 —2(1+y(0))?

C /1 _
< (55 (o5 +dt) £+ Cablelzoms Vi + CrPlelanm) ) )

v3

1/2

Coming back to (24), since ||e]|2(0,;m2(q)) is a continuous function with respect to ¢
(that vanishes for ¢ = 0), we can always find a 7, small enough to verify condition
(24) for all t € [0, T.]. u

Remark 2.5 In the context of Theorem 1.2, one can obtain Hausdorff estimates for
the singular times (times of blow up in H*(Q2)-norm), imposing more reqularity in

18



time for F, 7 and 0;7. For instance, if F € L>(0,T; L*(Q)), T € L>(0,T; HS/HE(FS))
and O,r € L>(0,T; H-'/*(Ty)), then we can estimate the Hausdorff dimension by

1/2 (see [5]). Finally, for intermediate regularities LY in time one obtain a dimen-

sion < d(q) = 4 (see [8]).

2(g—1)

3 The 3D case.

In this section, we give the necessary changes to handle the nonlinear terms in the
3D case. We start by some 3D anisotropic estimates.

3.1 Some 3D anisotropic spaces and related estimates.

Definition 3.1 Given p,q € [1,400], it will be said that a function @ belongs to
LAIL(O) if:

u(-,2) € LYw.) and ||u(-, 2)| ragw,) € L(=Dmax 0),

and its norm is given by the expression:

H ”{L’(-7 Z)HL(I(UJZ) Lp(—DmaX)O)

Remark 3.1 The most useful norms that we will use in the 3D case will be:

0 1/2
Tz = ([, 172 snd)

||

LELA(Q) — sup (-, Z)||L4(wz)a
2€(—Dmax,0)

Lemma 3.2 Let 7 : Q — R? be a function such that Vi -7 € L*(Q) and define
v3(Z, 2) = —/ Vi - U(Z, s)ds, then one verifies:
—D(@)

loall oz < D2V - 3l 2o

Proof: Using definition of vz, we have:

2
. 2_/Z L
v3(Z, 2)|” = Vi - (T, s)ds
04(7, 2) \D@) (7.9)

< (/ ’vH ’ ’U(fa Z)‘2d8> Dmax
—-D(z)
Therefore integrating in x, we get

[03(7. )" 47 < Do |

w2z w

) /D(f) Vi - (%, 8)[?dsdZ < Duax|Vir - Ul[32(c.

Taking the essential supremum in z € (—Dyax, 0), we conclude the proof. n
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Lemma 3.3 “Interpolation inequalities”

(a) Let v € L*(Q) be a function such that d,v € L*(Q) and (vn.)|r, = 0. Then,
v € LLA(Q) and verifies the estimate:

IWliZeorz < 20l r2@ll:v]l 2. (25)

More generally, if v € HY(Q) thenv € L°L%(Q), and there exists C = C(Q) >
0 such that:

Wiz < COOIlza vl Yo € H (). (26)

(b) Letv € L*(Q) be a function such that Vgv € L*(Q)? and (vnz)|r,or, = 0. Then,
v € L2LL(Q) and verifies the estimate:

[Vl1Z22s < 410l Vav] 2. (27)
More generally, if v € H*(Q) then v € L2L%, and there exists C = C(2) > 0
such that:
lWliZers < CONollz@ vl @- (28)
Proof:

(a) If (vn,)|r, = 0, then v(Z, —D(Z)) = 0. So that,
v(Z,2)* = 2/ v(Z, $)0,v(Z, s)ds.
-D(3)
Therefore, integrating in w,, we arrive at:

(7, 2)Pde < 2/w /_ZD@) 0(Z, 2)||8,0(Z, 2)|dsdZ

< 2 [ olloeld® < 2 [ollzeo 10:0]2(0-
Hence, taking essential supremum in z € (—Dyax, 0), we arrive at (25).

Remark 3.2 In the previous argument, hypothesis (vn,)|r, = 0 can be changed by
U|Fs = 0.

Now, if we consider the case v € H'(§2), without hypothesis on its trace, using the
Extension Theorem that appears in Lemma 2.3 (b) and the previous argument for
the extended function, we can prove (26).
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(b) Let v be a function such that vnz|r,or, = 0. Then, v(-, z) € H}(w,) for a.e. z in
(—Dmax, 0) and we can easily obtain:

(s )Ty < 400 2 2@ Vav (s 2)l eze.)- (29)

Indeed, to prove (29) it suffices to prove the following inequality (this is an adapta-
tion of a result in [13]):

lollZ2w) < 10:0ll i@ l0y@llie), Vo € Wy (w), (30)

and apply this inequality to ¢ = |v|?. To prove (30), we express ¢ as:
Y
p(x,y) = o, y0) + [ Oyp(x,t)dt
Yo
and

o(x,y) = o(z0, ) +/$ 0r(s,y)ds

where zg (resp. yo) is one point of the intersection of w, = {s/(s,y) € w} (resp.
w, = {t/(z,t) € w}) and Ow. Since ¢ = 0 on dw, multiplying the two above
equalities, we have:

o(z,y)|* < ( N |8y<p(x,t)|dt) ( ., |3zs0(s,y)|ds> .

Integrating on (z,y) € w, we get (30).
Integrating (29) on z € (—Dipax, 0), we get

0
vllZeps < 4/_D [0 220 Va0 (5 2)]| 220 2

0 ) /2, -0 )
A([ o lendz) ([, IVl de)

= 4]l 2| Vav| L2(9)-

1/2

IA

For a more general function v € H'(Q), we use Extension Operator as in Lemma

2.3 (b), and extends v € H*() to a function Fv € H'(Q2) with Ev|r,ur, = 0. Then,
from (27) we obtain:

B0l 228 < COOIED L2 | BVl 112 -

Now, applying properties of Extension Operator (see proof of Lemma 2.3), (28)
holds.
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Lemma 3.4 “New estimate for v3”. Let v € L*(Q)? be a function such that
Vi -0 € HY Q). Then, if we consider vy defined in function of Vi - U as in Lemma
3.2, we have that v3 € L LL(Q) and verifies the estimate:

—11/2 —1/2
losll e s < C QY - 5t | Vi - i

Proof: We will use that if p > ¢,
lullzore < flullzaze.
Then, from Lemma 3.3 (b),

Vi - 01l < Vi 0l 20s < COIVE - 0720y Vi - 0311 @)

and as v3(7, z) = —/ Vi - U(Z, s)ds,
—D(&)

0
los(@ e o = swp fog(@2) < [ |- 07 2)|dz
Ze(_Dma:uO) —D(.Z‘)

0 1/2
<D (1, o2 - = DY 62 o
So we can easily finish the proof, using that |[vs][ e 1 < [|3][ 141 ]

3.2 Global strong solution for small data.

Proof of Theorem 1.1 in the 3D case: For simplicity, we take 7, = 6, and then
e>* = 0.

Asin the 2D case, it suffices to obtain the strong estimate of (w,,) in L*>(0, T'; H*(Q)?),
where wy, is the approximate solution of (R) in the 3D case. In all this Section, we
drop the subindex m. Starting from the variational formulation (R),, and taking
U = AW as a test function, we obtain:

1d

2 di

—/((u7+€)-VH)é-AwdQ—/(w3+63)8zu7~Au7dQ
Q Q

115 + | Ad] 2y = —/Q((w+é’)-VH)w-AwdQ

5
—/(w3+63)8z€-Au7dQ+/ o AwdQ =3I,
Q Q

i=1
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Using interpolation inequality ||v/]|1s(q) < C’H27H1/4 H”H?’/4 , (10) and (17), we es-
timate I; and I in the form:

Lo < AT g0y (18] o) + 18 s@) V]|

- 3/4 1/4
< Ol Ad 20 (V0] oty 15| oy

+ el Il o) 1 Vel o) I Vet i,
7/4 = _
< 3/4\|Aw||/ (I8l ) + 181y ) 1Bl 742
17/4 L. 1/4
< 7/8HA ety (il + 1oy ) 151

< oA +C (@l + Nl ) 191
In an analogous way, we can obtain estimates for Is:
L < |JAw] @) (16l + IElln) | Vael o)

- 3/4 —111/4 13 4 1/4 1 4 3 4

< CJ|Ad a0 (uwn b 1811 540y + 1€ o) 1€ oty ) 11Vl oty I Vil
1 S il 2 _13/2 5/2 3 2
< gl A + AR o Il + e o N

Using Lemma 3.4 for w3 and e3 and Lemma 3.3 (estimate (28)) for 0,4 and 0.€, we
estimate I3 and I;. To be more transparent, we separate I3 = J; + Jo, where

Iy = —/(w3 L O)T - A,
Q

and
Jy = —/(63 L 0.)T - AddQ.
Q
Sl < || AW 2o lws| Lo pa | 02| L2 22

(CH S C

;HA'LU”%Z(Q)HUJHHl(Q) < W”Awniamnwnv

IN

In a similar way,
= —nl/2 1 2 —1/2 1 2
B e ey [ [ [ N

C

< 1ol Al + STl ez @ 1915w

(©)

N
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And similar estimates for Iy:
I < (lwsllpers + llesllzers) 11061 p2ra | Aw]| 20y

—1/2 —11/2 1/2 1/2 —1/2 - 1/2 —
C (1013170 10 1200y + NN e 1€ 12y ) 1l a7 10 oy || ATB| 22y

IN

.. . . .
< TOHAwH%Q(Q) + ﬁ”gl‘%ﬂ(ﬂ)HGH%JQ(Q)HU)H\Q/ + Cﬂeﬂlqu(g)“aﬁﬂ(g)
Finally for I5 we get:
Iy < | AG a0 + CIAE
5 = 70 L2(Q) 211L2(Q)

Putting together all these bounds, we arrive at:

d N = —
Zlaly + [[AdlfZ g < 3/2”AwHL2(Q)Hw”V+ 11|| |y’

C ) 1/2 3/2 — —
= (e + Nl g e + s Nl ) I

+ (el leNi ) + 1El3n @ leleq + 1 Al2e) -
(31)
Now, imposing |[@(t)[|y < yv*?, we can control the term C||Aw||7z o [[@]lv. After-
wards, using hypothesis (H) on the data, we follow the same kind of reasoning as in
the 2D case, hence we can deduce that || (t)||y < yv/2, Vt € [0, T] (for some small
constant v > 0) and finish the proof. "

3.3 Local strong solution for any data.

Proof of Theorem 1.2 in the 3D case:
Arguing as for the proof of existence of global strong solution for small data, we
arrive at (31). As ,,(0) = 0 and @, is continuous in time with values in H', we
can choose a time T} such that:
3/2 )
il < —, Vtelo,T1].
Jan(®)lly < 2= 0.7,

Then, we want to show that T} can be chosen such that 77} is bounded from below
independently from m. Integrating the expression (31) between 0 and ¢, and using
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that ¢t € [0, 7], we obtain
t
[En @I+ [ AT (3)]F2 s
4 dslg 4 2.2 2012112
< Csv +;+d1+dly +V||€||H2(Q) .

Next, we can take a time 72 such that:

1/5

d8
4 1 4 2.2 2 2 2
C{(u + i +dy + djv )T +v Hé]]L2T2(H2(Q))} < 0

Hence, we see that for all m, T can be chosen to be equal to 7?. The existence
proof can then be carried out very easily. n

Remark 3.3 The argument of Hausdorff estimates for singular times are not pos-

C
sible in the 3D case, due to the term %HAMH%Q(Q)HMHV on the right hand side of
v

(31) (which did not appear in (18)).

4 Uniqueness of weak/strong solution of hydro-
static problem.

In this Section, we are going to prove that any weak solution  coincides with a
more regular solution @, whenever this regular solution exists. We will do our study
in the 3D case and then we will only state the results for the 2D case.

Proof of Theorem 1.3: Using definition 1.5 for almost every ¢ € (0,7") the energy
inequality (4) is verified. Observe that, starting from the variational formulation
of @ (Definition 1.5), one has that 8,@ € L*3(0, T; W'), where W = {4 € V; 0,1 €

H'(Q)?}. Indeed, the more difficult term to handle is / uzd,) - @dS2, that can
Q

be controlled using that uz € L*(0,T; L°L%) (Lemma 3.2) and @ € L*(0,T; L2L})

(Lemma 3.3). Therefore, ¢ = @ can be taken as test function in the variational

formulation of .

Following the same arguments that in [9], one has:

1., 2 Lo
= —Uu %2(9) +v ||U - QH%{I(Q)dS
@ —a)o) 0
(32)

t
< — U — 1) - 0 — AT
< /0 /Q((U @) - Vyu + (uz — u3)0,4d) - udQds
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Then, we have to bound the second member (32). Using the free divergence condition
for u,

_// ) - Vil + (us — ug)d,d) - G ds

// — @) - Vg + (ug — w3)0.0) - (il — @) dQds = I + I,
Using bounds from Lemmas of Section 3.1, we get the following estimates:

t t
ho< [ ] 1a—aPVadl d2ds < [ 7= @30 Vil ez ds
0 0 z *

IN

t

C [ i = 2 1 = @l o Vil 2 ds
vt C gt . L.

< 2N =@l ds+ = [ IVHE 5 3]l = 3 ds

t
I < [ [ s = w01 — @] d2ds
0 JQ

IN

— 3/2 — —11/2 —11/2 —11/2
C(©) [~ )i — 5y 0. N0l

v I t . . L
< Z/o ||U—Q||§11(Q)d5‘+;/0 10:2]|7 20 10|71 ) |1 T — E1 2y s

Arranging the constants from all the previous bounds, inequality (32) becomes:

1 —

@ = DO ey + v [ 1= D)) e ds

<9tv*2 0, (8)||2 200 |05 (5) |2 i — @) ()| %20d
< | IV [For + 10:8() 17200 19205) [y 11 = T)(5) [yl

(33)
Therefore, if @ verifies, besides the weak regularity, the additional regularity (3),
then the inequality (33) yields the uniqueness of 4 by using a Gronwall Lemma =

Remark 4.1 Using Lemma 3.3 (a) for Vgu € H'(Q), we obtain the following
estimate:
Vil 2 < ClIVEE 2 I Vel i (0)-
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Then, we can conclude that if there exists a strong solution as constructed on its time
of existence, every weak solution of (EP) coincides with this strong solution. In [9],
using isotropic estimates, we obtained uniqueness imposing 0.1 € L®(0,T; L*(Q)?),
that is a reqularity that, in general, a strong solution does not verify.

Remark 4.2 (Constant depth) If the depth is constant, Vyi|r, = 0, we can use
the first inequality in Lemma 3.3 (a) for Vyd, obtaining:

Vil 7z 2 < ClIVEE L2 10:(VED) | L2(0)-

Therefore, it is only necessary to make the additional regularity assumption for 0,u
given in (3).

Remark 4.3 (2D case) In the 2D case, the authors have obtained (see [9]) unique-
ness of the weak solution, if there exists a weak solution u of (EP) in (0,T) with

the additional reqularity:
o.u € L*(0,T; L*(2)).

Now, using 2D anisotropic estimates, we can deduce that it is sufficient to impose:

0.u € L*(0,T; L*(2)).

5 Asymptotic behaviour of solutions.

As in the previous section, we will do the study in the 3D case. Results in the 2D
case are similar and easier.
Proof of Theorem 1.4: Let ¢ be the solution of the stationary problem:

— U AT — 1, 05T+ (T V)T + 30,0+ Vgps = fo in €,
(Ep>st Vi - <?7> = 0 nw,

—

V’Uazvh‘\s - 7—27 U|FbUFl - O

If data f> and 7 are small enough in L2(Q)? and Hy/*™(T',)%norms respectively,
then there exists a unique solution for (E'P)g and the following estimates for weak
and strong regularity solutions are verified:

—| C g .
19y < 55 {1l + Nall-oree }
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C = —
ey < o ey + 15 v, )

Let & be the solution of (S) with f = f;, &0) = @ — ¥ and 7 = 7. The problem
verified by @ = u(t) — €(t) — ¢ is the following:

O — v Ay — v, 0?40 + (W - Vi )0 + w30,0
+((7+ €) - Vi)W + (v3 + e3)0,0
+(W - Vi) (U + €) + w30.(T + €) + (€ Vu)U + e30,T
+((T+€)-Vy)e+ (v3+e3)0,€ =0 in (0,7) x Q,
Vy - (@) = 0 in (0,T) xw, @(t=0) =0 in,

1,0, =0 on (0,7)xTs, @W =0 on (0,7)x (I, UT,).
Taking Aw as a test function, we obtain:

1d

5 T+ AT ) = = [ (@ - Vi)@) - AT ~ [ st - A

—/((17+€)-VH)-w-AwdQ—/(v3+eg)8zw-AwdQ
—/ ) (T + €) - AwdS) — /w38 (U + &) - AwdQ
—/ - Vi )v - AwdS) — / e30,0 - AWdS)
—/Q((17+€) Ve AwdS — /Q(v3+eg)azé-/4wd9
Bounding each term in an analogous way to the previous ones, we obtain:
1D 22 oy 1] + — | oy

d - —
Nl + 1Adze) < 3/2

+ (au(t) + a2(0)) |07, + b(t),
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where
a(®) = {5 (1 + 15 + 1B 1y + 5 11 10
0xt) = €Ll limie + I 1
2
< (1) il < S
b(t) = C{llellin o 171171735y + €1 8L o | eyl
+ T3 I Nl + 115 ey + 1ET o € }

1/2 —13/2 = o . o o
{|| (e [ +||v||H1(Q>||v||H2<m+||v||?{1+||6Hip<m}!|€||§p(m

< OVl

IN

We notice that a; € L>(0,00) and that ay € L'(0,00). Then, from hypothesis (H)
we can deduce that: V¢ € [0, +00)

[di(t) ||y < 472, (34)

for some small constant v > 0.

Now, taking into account (34) and smallness condition for the data (H), we obtain
the following inequality:

v .
() + —=y(t) < CVIE) 1320
2C
where we call y(t) = ||@(t)||? and we have used (12) for @. To get this inequality,

we use that as(t)[|w]f, + b(t) < CV?||€]|32q) and absorb the other terms with the
| Aw]|72(qy. Then, we get

)< [ e a s

As €172y € L'(0, +00), for all § > 0 there exists T\ € [0, +00) such that

+oo
1]yt <

Then,
v t v 2 v VT
e |1 ) s < e e [ ) s + [ 105) s
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Therefore, as t T 400, we can conclude that y(t) = ||@(t) — é(t) — ]|? — 0.

Then, it suffices to prove that ||e(t)||y — 0 as ¢t T +o00. Considering the completely
homogeneous problem verified by €—é} (being €; the solution of stationnary problem
(S1) given in the proof of Theorem 1.10) and taking as test function A(€'— €}), one
has:

d.o. 2 L > "
ZNE=aOIy + 4@ = &) (@)l < C (IO 72@ + 10O 72w) - (35)
d
Adding in both parts of (35), %H(?l(t)“%/ + |41 (t)]|72(q), taking into account (12)
for (¢ —€1)(t) and € (t) and that:
d

. S . » Lo
Zla@lly < la@lvigeamiy < ¢ (V\Iel(t)HQv + V|I<9t61(t)\l2v> :

we obtain for z(t) = ||(€— €1)(t)||¥ + ||€1(t)]|} the inequality:
/ v NP S 12 PN
2(0) + 520 < C (IADI + 14G O + 10801} )

Multiplying by exp <ét>, integrating in (0,¢), using that ||€]|?- < 2z(t) and taking

into account that

. C - . -
1922 < 107 (5) By v,y and 46 (5) By < CIA () v
> () 3/
we obtain:
. Cv _vylio L.
ey < Lot (o — Tl + 1RO, )

b g (1 . Lo
+ C/o e el ){||f1(5)||%2(9) + ||7—1(S)||§{3/2+5(r5) +y2||3t71(5)||%{1/2(m)}

Then, since the term between brackets is in L'(0,+00), we do as before and we
prove the convergence to 0. |

Remark 5.1 The smallness condition (H) is only necessary to insure the existence

of a global strong solution. The result is also true if we assume the existence ofqa
global strong solution in (0, +00) and only impose smallness condition for 7o and fs.
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