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Abstract – In this letter we present evidences of the occurrence of a tricritical filling transition
for an Ising model in a linear wedge. We perform Monte Carlo simulations in a double wedge
where antisymmetric fields act at the top and bottom wedges, decorated with specific field act-
ing only along the wegde axes. A finite-size scaling analysis of these simulations shows a novel
critical phenomenon, which is distinct from the critical filling. We adapt to tricritical filling the
phenomenological theory which successfully was applied to the finite-size analysis of the critical
filling in this geometry, observing good agreement between the simulations and the theoretical
predictions for tricritical filling.

Copyright c© EPLA, 2014

Fluids adsorbed on micropatterned and sculpted solid
substrates are known to exhibit phase transitions which
differ from those observed at planar, homogeneous
walls [1–3]. The simple 3D wedge geometry, character-
ized by a tilt angle α, has been extensively studied in the
past [3–26]. Thermodynamic arguments [27–29] show that
the wedge in the presence of a saturated gas is completely
filled with liquid provided that the contact angle θ is less
than the tilt angle α. This transition may be first-order or
continuous (critical filling). For the latter, the characteris-
tic lengthscales as the averaged interfacial height �W , the
correlation length ξy along the wedge axis and the interfa-
cial roughness ξ⊥ diverge continuously as θ → α according
to the power laws [5,6]

�W ∼ (θ−α)−βW , ξy ∼ (θ−α)−νy , ξ⊥ ∼ (θ−α)−ζW νy ,
(1)

where the critical exponents for short-ranged forces take
the values βW = 1/4, νy = 3/4 and ζW = 1/3. In a
shallow wedge, corresponding to small α, the conditions
for observing continuous wedge filling transition are less
restrictive than for critical wetting at planar walls, and
critical filling may occur even if the walls of the wedge
show first-order wetting [5,6]. In more acute wedges the

situation is more complicated. For example recently it
has been proposed that if the wedge is acute enough, the
filling transition may become of first order even if the
wetting at the planar walls is continuous [16,17]. Fur-
thermore, a phenomenological theory which takes into
account the breather-mode interfacial fluctuations shows
that the filling transition may change to be of first or-
der by modifying the fluid-solid interactions close to the
wedge bottom [13–15,24]. Simple heuristic arguments
may be used to rationalize the latter results. At bulk
coexistence and near the wedge filling transition, the gas-
liquid interface is locally flat and its position is deter-
mined by the midpoint interfacial height above the wedge
bottom �(y), y being the coordinate along the wedge
axis [5,6]. If �(y) changes by an amount Δ�(y), the macro-
scopic contribution to the excess surface free energy as-
sociated with a lateral section (i.e. fixed y) remains
unaltered at filling transition, since the free energy varia-
tion due to the increase in the gas-liquid interfacial length,
2σlvΔ�(y)/ tan α, is exactly balanced by the decrease of
the surface free energy associated with the liquid-substrate
interface, 2(σlw − σvw)Δ�(y)/ sin α = −2σlv cos θ/ sin α,
where σlv, σlw and σvw are the surface tensions as-
sociated with the vapour-liquid, liquid-substrate and
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vapour-substrate interfaces, respectively. This fact orig-
inates the emergence of breather-mode soft modes near
the filling transition [5,6]. Consequently, next-to-leading
contributions to the excess surface free energy, such as
binding potential contributions, will control the interfa-
cial behaviour. For short-ranged forces, where the bind-
ing potential is irrelevant, the interfacial phenomenology
is determined by the line free energies associated with the
three-phase liquid-vapour-substrate lines and to the wedge
bottom when the interface is either pinned at the wedge
or away from it [15]. These line free energies are associ-
ated with deviations of the density profiles with respect to
the flat surface ones, induced by three-phase coexistence
and enhanced packing effects or stronger interactions near
the wedges. At a mean-field level, we expect that, if the
line free energy associated with a wedge in contact with
the vapour is smaller than the sum of the three-phase line
free energies and the line free energy associated with a
wedge in contact with the liquid, then the gas-liquid in-
terface will be pinned at the wedge bottom. Otherwise,
the interface will unbind from the wedge. In this sense, the
difference of total line free energies for the different con-
sidered situations can be understood as a pinning contact
potential for the gas-liquid interface. Interfacial fluctua-
tions shift the unbinding value for the pinning potential
strength [13–15]. In fact, the observed phenomenology in
the wedge filling transition for short-ranged forces at bulk
coexistence is analogous to 2D random-bond critical wet-
ting, where the pinning contact potential plays the role of
the temperature, and θ − α acts as an ordering field [13].
The borderline between first-order and critical filling cor-
responds to a tricritical point, with the strength of the
fluid-solid interactions close to the wedge axis as a new
relevant operator. However, along the constant strength
path the tricritical exponents eq. (1) are the same as in
critical filling [15], so the observation of tricritical filling
may be elusive.

Critical filling transitions have been observed unam-
biguously in computer simulation studies of the 3D Ising
model [21–24]. The double-wedge geometry with ap-
plied antisymmetric surface fields is specially suitable to
make a systematic finite-size characterization of the crit-
ical behavior of the filling transition, confirming the crit-
ical exponents (1) obtained from interfacial Hamiltonian
models [5,6]. In this letter we consider a suitable modifi-
cation of this system in our search for the tricritical filling
transition, where a line field opposite to the surface field
is applied near each wedge (see fig. 1). In this way differ-
ent magnetizations are favoured on nearest-neighbour sites
close to the wedges, which eventually may induce the pin-
ning of the two-phase interface at the wedges. We expect
that the tricritical filling transition may be observed by
tuning the line field. For this purpose, we perform Monte
Carlo simulations for different box sizes, and the tricritical
filling transition is located by the matching of the magneti-
zation probability distribution functions (PDFs) with the
theoretical prediction of the phenomenological model [24].

Fig. 1: Schematic picture of the modified antisymmetric
double-wedge geometry of size L × L × Ly and characterized
by a tilt angle α. Filled and empty symbols refer to the spins
associated with the surfaces which define the W1 (filled) and
W2 (empty) wedges. Circles represent the sites subject to
the surface fields Hs (W ′

1) and −Hs (W ′
2). Squares repre-

sent the wedge sites where act the line field hl (W1 − W ′
1)

and −hl (W2 − W ′
2).

First we will obtain the analytical form of the tricritical
magnetization PDF for the antisymmetric double-wedge
geometry within the breather-mode model. This model
assumes that critical (and tricritical) filling phenomena
at bulk coexistence can be understood using an effec-
tive pseudo–one-dimensional wedge Hamiltonian which ac-
counts only for breather-mode excitations [5,6]:

HW [�] =
∫

dy

{
Λ(�)

2

(
d�

dy

)2

+ VW (�)

}
, (2)

where �(y) is the local height of the interface above the
wedge bottom. For the double-wedge geometry character-
ized by a tilt angle α, 0 < �(y) < 2L sin α. The effective
bending term Λ(�) resisting fluctuations along the wedge
can be expressed as

Λ(�) =
2Σ

tan α
min(�, 2L sin α − �). (3)

For systems with short-ranged forces, the effective binding
potential VW (�) has a short-ranged contribution, which
can be modeled as a contact potential of strength −U at
� = 0 and � = 2L sin α, and a long-range part which arises
from the surface energy cost of creating an interfacial
configuration:

VW (�) = Λ(�)
(

1 − cos θ

cos α

)
. (4)

By setting kBT = 1 for convenience, the partition func-
tion Z(�b, �a, Ly) can be represented as a path integral of
exp(−HW ) over all the paths which start for y = 0 at an
interfacial height �a and end at interfacial height �b for
y = Ly [30]. Due to the presence of a position-dependent
stiffness coefficient, some care is required in the defini-
tion of the partition function and its measure [8], simi-
lar to the factor-ordering problem in solid-state quantum
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mechanics when there is an effective position-dependent
mass [31,32]. We follow the prescription proposed in ear-
lier work which provides a solution which is mathemati-
cally consistent and agrees with necessary thermodynamic
requirements [13–15]. The partition function Z(�b, �a, Ly)
can be expressed as [30]

Z(�b, �a, Ly) =
∑

i

ψi(�b)ψ∗
i (�a)e−EiLy , (5)

where {ψi(�)} is a complete orthonormal set of eigenfunc-
tions with associated eigenvalues Ei of the Hamiltonian
operator HW ,

HW ≡ −1
2

∂

∂�b

[
1

Λ(�b)
∂

∂�b

]
+ VW (�b) + ṼW (�b). (6)

Here the term ṼW (�) is given by

ṼW (�) = − 1
2Λ(�)

[
3
4

(
Λ′(�)
Λ(�)

)2

− Λ′′(�)
2Λ(�)

]
, (7)

where the prime denotes the derivative with respect to
its argument. The short-ranged contribution to VW (�)
leads to boundary conditions for the eigenvalue problem.
So, at � = 0, we force the eigenfunctions to have the
same short-distance expansion as in the infinite wedge
situation [15,24]

ψ(�) ∼
√

� ± Γ[−1/3]3−2/3

Γ[1/3]
�3/2

ξu
, (8)

where ξu ∼ |U−Utc|−1 is a characteristic length associated
with the contact potential at the wedge bottom and the
positive and negative signs corresponds to U > Utc (first-
order filling) and U < Utc (critical filling), respectively,
Utc being the tricritical value [15]. An analogous boundary
condition is applied at the upper boundary � = 2L sin α,
substituting � by 2L sin α − � in eq. (8).

For the case of periodic boundary conditions the inter-
facial partition function in the double wedge Zp can be
obtained as

Zp(L,Ly) =
∫ 2L sin α

0

Z(�, �, Ly)d� =
∑

i

e−EiLy (9)

and the PDF for the interfacial height as [24]

PW (�, L, Ly) =
∑

i |ψi(�)|2e−EiLy∑
i e−EiLy

. (10)

At the tricritical point (i.e. θ = α, ξu → ∞), the eigen-
functions are alternating even and odd functions with re-
spect to � = L sin α, which have in the interval [0, L sin α]
the expression

ψi(�) ∝
√

�

[
Ai

(
(−4εi)1/3�

)
+

1√
3

Bi
(
(−4εi)1/3�

)]
,

(11)

Table 1: First solutions of eq. (12).

i xi Eigenfunction parity
0 0.0000 Even
1 −1.9864 Odd
2 −2.9488 Even
3 −3.8253 Odd
4 −4.5781 Even
5 −5.2956 Odd
6 −5.9503 Even
7 −6.5843 Odd
8 −7.1779 Even

where Ai(x) and Bi(x) are Airy functions, and the reduced
eigenvalue εi = ΣEi/ tan α. Note that the eigenfunctions
ψi(�) satisfy the boundary conditions eq. (8) for � = 0 and
the analogous boundary condition at � = 2L sin α. On the
other hand, the even eigenfunctions show a kink at � =
L sin α, consequence of the Dirac-delta term Λ′′(x) in ṼW

(see eqs. (3) and (7)), while the odd eigenfunctions vanish
at � = L sin α. Thus the eigenvalues can be obtained by
imposing the vanishing at � = L sin α of the eigenfunction
(odd case) or the derivative of ψ(�)/

√
� (even case, see

eq. (21) in ref. [24]). So, the associated eigenvalues have
the expression Ei = − tan αx3

i /4Σ(L sin α)3, where xi are
the solutions of the transcendental equations:

− 1√
3

=

⎧⎪⎪⎨
⎪⎪⎩

Ai′(x)
Bi′(x)

, ψ(�) even,

Ai(x)
Bi(x)

, ψ(�) odd,

(12)

which can be solved numerically or graphically. Table 1
shows the first few solutions to eq. (12).

In order to compare these predictions with the existing
Ising model computer simulation results, we must convert
the dependence on the interfacial height into an appro-
priate microscopic observable. For Ising model this is the
local magnetization density m in the vertical plane at posi-
tion y along the wedge, which in the breather-mode picture
can be related to � as [24,33]:

m

mb
=

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

(
�

L sin α

)2

− 1, 0 < � < L sin α,

1 −
(

2L sin α − �

L sin α

)2

, L sin α < � < 2L sin α,

(13)
where mb > 0 is the bulk magnetization density. The
magnetization PDF is then related to the interfacial height
PDF via PW (m) = PW (�(m))|d�/dm|. At the tricritical
filling transition, the magnetization PDF is given by

see eq. (14) on the next page

where Ni are the eigenfunction normalization factors and
κ = tan α/(4Σ sin3 α). Note that the PDF exactly at tri-
critical filling, as well as at critical filling [24], does not
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PW (m) =

∑∞
i=0 N2

i

[
Ai

(
−xi

√
1 − |m|

mb

)
+ 1√

3
Bi

(
−xi

√
1 − |m|

mb

)]2

eκx3
i

Ly

L3

∑∞
i=0 eκx3

i

Ly

L3

, (14)

depend on L and Ly independently, but via the scaling
combination Ly/L3, i.e. PW (m,L,Ly) = PW (m,Ly/L3),
in agreement with previous scaling arguments [21–23]. For
L3/Ly = 0, the magnetization PDF over the interval
[−mb,mb] is flat, and as L3/Ly increases, the magneti-
zation PDF becomes bimodal, where the most probable
magnetization density in each section corresponds to
m = ±mb.

In order to confirm the predicted existence of a tricrit-
ical filling transition, we performed Monte Carlo simula-
tions for a nearest-neighbor Ising model (isomorphic to
a lattice gas) on a simple cubic lattice with linear di-
mensions L × L × Ly in lattice spacing units. Periodic
boundary conditions are applied along the y-direction,
and in the remaining boundaries free boundary condi-
tions are applied. We set similar bulk conditions as those
previously considered for the critical filling characteriza-
tion [21–24]. So, the Hamiltonian of the Ising model is
given by

βH = −1
4

∑
〈i,j〉bulk

SiSj −
1
8

∑
〈i,j〉∈W1∪W2

SiSj

−βHs

∑
i∈W ′

1

Si + βHs

∑
i∈W ′

2

Si

−βhl

∑
i∈W1−W ′

1

Si + βhl

∑
i∈W2−W ′

2

Si. (15)

As in earlier works, we choose βJ ≡ J/kBT = 1/4 and
the surface exchange constant Js = J/2. Under these
conditions, the simulation box is a double wedge charac-
terized by a tilt angle α = π/4, the bulk magnetization
is mb ≈ 0.75, and Σ = βσa2 ≈ 0.0981, with σ being
the interfacial tension of the Ising model and a the lattice
spacing [22]. We define W1 and W2 as the two neigh-
bouring L × Ly free surfaces which meet at each wedge
(see fig. 1). Focussing on W1, the surface field Hs is ap-
plied in a set of sites W ′

1 of W1 which are away from the
wedge, and a line field hl on the remaining sites. For
the antisymmetric setup, opposite fields −Hs and −hl are
applied on W ′

2 and W2 − W ′
2, respectively, where the set

W ′
2 is the mirror image of W ′

1 with respect to the diago-
nal symmetry plane of the simulation box. We have some
freedom to define the set of sites where the line field hl is
applied. We impose as a condition that the sites must be
at or very close to the wedge, so Hs is applied on most
of the sites of the free surfaces. Thus the stripped regions
of microscopic width where hl acts reduce to the wedge
axes for large L. The value of Hs determines the con-
tact angle, and for a flat substrate the wetting transition
is critical [34]. On the other hand, the introduction of

hl alters the value of the pinning potential in such a way
that, if hl and Hs are of opposite sign, opposite magneti-
zations on sites close to the wedge are favoured, and this
fact may eventually induce the interfacial pinning at the
wedges. So, hl will contribute to the pinning contact po-
tential, but we cannot simply identify it with the pinning
potential strength, as the other coupling parameters con-
tribute to it. The connection with the phenomenological
model is now apparent. However, we do not observe tri-
criticality for every choice of W ′

1 and W ′
2. For example,

if hl is applied solely on the sites along the wedge, only
critical filling is observed [35]. Analogously, if we try to
favour the interfacial pinning by weakening the exchange
coupling of the wedge sites on the surface, non-ergodic
behaviour is observed before the filling transition may be-
come tricritical [35]. In the present work, we consider that
the line field hl acts on the sites which are along the wedge
and their nearest neighbours (see fig. 1). These Monte
Carlo simulations were performed by using the standard
Metropolis algorithm [36]. The quantities we are inter-
ested in equilibrate quite slowly, so we considered runs of
order of 108 sweeps, where a sweep is L2 × Ly attempted
updates of a spin chosen at random. In each simulation we
evaluated the magnetization PDF, where m is defined as
the average over the spins at each slice which are neither
nearest nor next-nearest neighbors to W1 or W2 in order
to minimize the effect of the enhanced order close to the
surfaces. The values of Hs are taken to be the apparent
critical filling values for each box size and hl = Hs [24]
(in all cases Hs ≈ 0.72). Note that the filling transition
always occurs for θ = α and the value of Hs determines
the value of the contact angle θ, regardless of the value of
hl. However, we have used single-histogram reweighting
techniques [37,38] to tune the dependence on Hs close to
the filling transition of the magnetization PDF at a given
value of hl. In order to characterize finite-size effects, we
perform the simulations for different system sizes, in such
a way that the ratio Ly/(L−4)3 is approximately constant:
19× 19× 16, 24× 24× 37, 34× 34× 124 and 44× 44× 294
(the ratio Ly/(L − 4)3 is approximately equal to 0.0046).
Recall that the predicted critical and tricritical magneti-
zation PDFs depend only on this size ratio.

Figure 2 shows typical magnetization PDFs for differ-
ent values of Hs and hl. For all values of hl, the PDF
is bimodal for values of Hs well below the filling transi-
tion value, with maxima localized approximately at ±mb.
On the other hand, if Hs is well above the filling transition
value, the PDF becomes unimodal with a single maximum
at m = 0. Differences are observed when Hs is around the
filling transition value. For hl = Hs, we reproduce the
results already presented elsewhere [24], confirming that,
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Fig. 2: Magnetization PDFs for L = 24, Ly = 37 and different
values of (Hs, hl): (a) (0.7084, 0.7284), (b) (0.7284, 0.7284),
(c) (0.7484, 0.7284), (d) (0.7084, 0), (e) (0.7284, 0),
(f) (0.7484, 0), (g) (0.7084,−0.5), (h) (0.7284,−0.5), and
(i) (0.7484,−0.5).

under these conditions, the filling transition is critical.
Moreover, at the critical filling value of Hs there is an
excellent match with the predicted critical filling magne-
tization PDF from the phenomenological theory. If we set
hl = −0.5, a different scenario is observed. The magneti-
zation PDFs for different box sizes do not match the the-
oretical critical filling magnetization PDF. Actually, the
location of the maxima is quite insensitive to the value of
Hs, and for large Hs we observe a trimodal PDF with an
additional maximum at m = 0. By increasing Hs, the rela-
tive PDF height of the maxima at m ≈ ±mb with respect
to the PDF value at m = 0 decreases, until the former
disappear. These observations are an indication that the
filling transition may be of first order for hl = −0.5. The
coexisting phases would be a pinned interfacial state, char-
acterized by the bimodal PDF similar to the observed one
for small Hs, and the unbound interfacial state, charac-
terized by the unimodal PDF observed for large Hs. Near
the first-order transition, the magnetization PDF will be a
linear superposition between the coexisting phases PDFs,
where their relative weights are related to the deviation
of Hs with respect to the transition value. However, our
simulations show the rounding of this transition for the
considered system sizes, since the PDFs of the coexisting
phases overlap considerably. We explored the values of hl

between hl = −0.5 and hl = 0.72 to locate the borderline
between these two scenarios, that we expect to be a tricrit-
ical point from our theoretical analysis. The procedure to
locate the tricritical point is as follows. As the simulation
PDFs show tails for large |m| (due to capillary fluctuations
or other irrelevant fluctuations), we match unnormalized
PDFs (i.e. multiplied by an unknown factor to be deter-
mined in the matching procedure) to the theoretical ex-
pression eq. (14) in a magnetization window |m| < mcut.
For our simulations, we choose mcut = 0.5, finding the tri-
critical filling transition at hl ≈ 0. Figure 3 shows the best
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Fig. 3: (Color online) Plot of the magnetization PDFs for hl =
0 and: Hs = 0.7345, 19 × 19 × 16 (squares); Hs = 0.7284,
24× 24× 37 (circles); Hs = 0.7230, 34× 34× 124 (diamonds);
and Hs = 0.7211, 44×44×294 (triangles). The continuous line
corresponds to the breather-mode model predicted tricritical
filling PDF, and the dashed line to the predicted critical filling
PDF [24].

matching magnetization PDFs for different simulation box
sizes and hl = 0. The values of Hs correspond approxi-
mately to the transition values for critical filling, indicat-
ing that the filling transition boundary is unaffected by the
field hl. On the other hand, the PDFs are clearly different
from the critical filling PDF, and as L increases the two
maxima converge to the theoretical tricritical PDF. This
is the main result of our paper, being a clear indication of
the existence of a tricritical filling transition. Finally, it is
worth noting that the magnetization PDF for the largest
system seems to deviate from the theoretical prediction
for small values of |m|. This is also observed for critical
filling [35]. We explain these discrepancies by the break-
down of the breather-mode picture for small values of |m|
and large L. In fact, the analysis of typical snapshots
shows tilted configurations when � ≈ L/

√
2, indicating

that tilt and torsional modes [7] may be important under
these conditions.

In conclusion, we have found strong evidences that the
filling transition can be tricritical by introducing a local
field along the wedges which localizes the interface. To
demonstrate this, we have performed Monte Carlo simu-
lations of the 3D Ising model in a double-wedge geometry
with applied antisymmetric surface fields and an addi-
tional field acting along the wedges. A finite-size analysis
of these simulations is in agreement with the predictions
of the breather-mode model for the tricritical filling. Al-
though our study is restricted to the case of short-ranged
forces, it may be relevant for the case of dispersive forces,
since the breather-mode model predicts that the filling
transition may also become of first order, with a crit-
ical end point as the borderline with the critical filling
regime [15]. We expect that the predictions for the latter
case may be confirmed experimentally.
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