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Summary. Pole balancing is a control benchmark widely used in engineering. It involves
a pole affixed to a cart via a joint which allows movement along a single axis. In this
problem, the movement of the cart is restricted to the horizontal axis by a track and
the pole is free to move about the horizontal axis of the pivot. The system is extremely
unstable and, the cart must be in constant movement in order to preserve the equilibrium
and avoid the fall of the pendulum.

In this paper, we study the pole balancing problem in the framework of Enzymatic
Numerical P Systems and provide some clues for using them in more complex systems.

1 Introduction

Numerical P systems (NPS for short) were introduced in [7] with the aim of adding
ideas from economic and business processes to the framework of Membrane Com-
puting. They represent a break with respect to the previous P system models
since they introduce the concept of variable and real numbers in the framework of
Membrane Computing. In the general framework of Membrane Computing (called
symbolic P systems, in order to stress the differences with numerical P systems),
membranes can be seen as encapsulations of the Euclidean space where multisets
of objects are placed. The computation in such devices is performed by the applica-
tion of rules which send objects from one to other membrane (maybe modified) or
modify the membrane structure (see [8]). In NPS, membranes do not contain mul-
tisets of objects. They contain variables with associated numerical values. These
numerical values can be integer, rational or real numbers. Instead of using rules in-
spired in biochemical reactions, the computation of these new devices is performed
by programs consisting of two parts: a production function and a repartition proto-
col. Production functions are real-valued functions of type F' : R¥ — R which take
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the k variables which appear in the membrane where the program is defined and
computes a real value. The computed number is then distributed among different
variables according to the repartition protocol.

In spite of its undoubted potential as computational devices, in the literature
there are very few papers devoted to this model (see, e.g., [1, 2, 3, 4, 5, 9, 10, 11]
and references therein). Most of them devoted to enzymatic numerical P system
(ENPS), a model introduced in [3] where enzymatic-like variables are introduced
in the NPS in order to avoid the non-determinism in the choice of a program in a
membrane.

Although the original inspiration of numerical P system was the economic
processes, the main field of the applications has been control problems. These
problems are on the basis of many industrial processes and the design of software
controllers for more and more sophisticated devices is nowadays a challenge for
researchers. The household thermostat is a classic example of control problem:
provided the changing temperature outside, the thermostat must maintain the
temperature inside home close to a desired level. This implies react to the changes
in an unpredictable real-world providing an appropriate response in a short interval
of time.

Beyond simple examples, the design of controllers for many real world is an
extremely complex task. If we extend the thermostat example to a more general
climate control system, a linear controller will not be able to regulate the temper-
ature adequately.

Usually, the control system is a software program that takes the right decision
for the input. For this input-output interaction, the software receives an input
from the sensor and takes a decision as output. It is crucial for the final solution
to obtain a real-time response in less than 10 milliseconds. For this reason, the
control software must be as small as possible in order to obtain a quick response.

In this paper we go on with the study of NPS as devices for control problem
(see, e.g. [2, 4]). As pointed out by Gh. Paun in [6], controlling drones can be
a good application for this model and it can be an extension of the use of NPS
for 2D travelling robots found in the literature. Drone is the popular name for an
unmanned aerial vehicle which can be seen as a mobile 3D robot. From a technical
point of view, the main difference between the control of 2D travelling robots and
drones is the stability. The drone must keep the horizontal position as much as
possible regardless the air conditions. This implies the effective real-time control of
the different engines according to the changes in the environment. The control of
drones is nowadays a research field for the industry and it is a really hard task. In
a certain sense, the stability problem of a drone can be seen as the generalization
of a well-known problem in control, the pole-balancing problem.

The pole-balancing problem is a feedback control system with the desired be-
havior of balancing a pole (an inverted pendulum) that is connected to a motor
driven cart by a ball-baring pivot (see Fig. 1). In this problem, the movement of
the cart is restricted to the horizontal axis by a track, and the pole is free to move
about the horizontal axis of the pivot. The system is extremely unstable and the
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Fig. 1. Pole Balancing problem

cart must be in constant movement in order to preserve the equilibrium and avoid
the fall of the pendulum. In a more general situation (a drone, by example) the
movement of the device must be controlled in three degrees of freedom, but it is
essentially the same problem, so the pole-balancing problem can be seen as a first
approach.

In this paper, we provide a theoretical study of the pole-balancing problem in
the framework of the ENPS and provide some ideas for further uses of ENPS in
control problems. The paper is organized as follows: Firstly, a brief introduction
to ENPS and to the Pole Balancing Problem is given. Next we provide some hints
about how the problem can be dealt with ENPS and finally some conclusions and
future work lines are presented.

2 Enzymatic Numerical P Systems
Next, we briefly recall the definition of enzymatic numerical P systems, More
details can be found in [3]. An enzymatic numerical P system is formally expressed

by:

I =(m,H,p,(Vary, Pri,Vari(0)),..., Varmy, Prm, Var,(0)))

where:

e m is the number of membranes used in the system (degree of IT) (m > 1);

e H is an alphabet that contains m symbols (the labels of the membranes);

e 4 is a tree-like membrane structure;

e Var; is a set of variables from membrane 4, and the initial values for these

variables are Var;(0), i € {1,...,m};

e Pr; is the set of programs from membrane 7, i € {1,..., m}. Programs process
variables and have one of the following forms:
(a) Non-enzymatic form

Prii=Fji(Tii .. T0) = cialvr + o+ ¢ vn,
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(b) Enzymatic form

Prji=Fji(w1,...,250)(€; =) = ¢jalvr + -+ ¢jn,|vn,

where e; € Var; is an enzyme-like variable which controls the activation of
the rule.

Rules have two components, a production function and a repartition protocol.
The [-th program of the membrane ¢ has the following form:

Pri; = (Fi,calvi+ - +cn,

Un,)

where F; : Reomd(Var) 5 R g a real-valued function such that computes a real
number from the values of the variables in Var;; ¢ 1, ..., ¢ n, are natural numbers
and vy,...,v,, are the variables of the membrane i together with the variables
from the immediately upper membrane, and those from the immediately lower
membranes. If the corresponding ¢; is 0, the expression 0]v; is omitted.

If card(Pri) =1 for i € {1,...,m}, then there is one production function per
each membrane and the system is deterministic. In case of multiple programs per
membrane, one rule is non-deterministically selected.

A universal clock is considered and, at each time ¢, all the variables have
associated a value. The computation is performed by computing the new value of
the variables. Such computation is performed in the following way. A rule is active
if it is in the non enzymatic form or if the associated enzyme has a greater value
than one of the variables involved in the production function. In parallel, in each
membrane an active program is chosen and its production function is used in order
to calculate a production from the value of the local variables. Once calculated,
the repartition protocol is used in order to compute the proportion of such value
that it is send to each variable. The coefficients ¢; . .. ¢, in the repartition protocol
c1)|v1 4+ -+ cn v, specify the proportion of production distributed to each variable
v1 ...V,. Namely, such protocol sends to the variable v; the value

production X c;
qi = n -
Ei:j Cj

The new value of the variable is the addition of the contribution of each applied
program. In each membrane of the system one uses one program at the time, and
this happens in parallel in all membranes.

A variable x is called productive if it does appear in a production function,
and then is consumed and reset to zero, otherwise the initial value is added to the
received contributions. The values of the variables at next time step are computed
by using repartition protocols, and so, portions distributed to variables are added
to form the new value.
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Fig. 2. Cart of the Pole Balancing

3 The Pole Balancing Problem

Pole balancing is an control benchmark historically used in engineering. It involves
a pole affixed to a cart via a joint which allows movement along a single axis. The
cart is able to move along a track of fixed length.

A trial typically begins with the pole off-center by a certain number of de-
grees. The goal is to keep the pole from falling over by moving the cart in either
direction, without falling off either edge of the track. The controller receives as
input information about the system at each time step, such as the positions of the
poles, their respective velocities, the position and velocity of the cart, etc. An even
more difficult extension of this problem involves a cart which can move in a three
dimensional space via three or more engines. In such situation the target is not
keeping a pole in a vertical position but keeping the cart as horizontal as possible.
In this paper we do not consider such generalization and focus on the simple pole
balancing problem.

The pole balancing problem can be analysed as the conjunction of two models:
focusing on the cart (see Fig. 2) and focusing on the bar (see Fig. 3). Obviously,
the applied force over one of these models results in the modification of the state of
the other model. In the first model (Fig. 2) several parameters must be considered:
F, force for controlling the system; Fpp;ction, force of the friction of the cart in its
movement on the railway; M, mass of the cart; IV, force of the pole over the cart.
The second model focus on the bar of the pole balancing (Fig. 3), where 6 is the
angle of the bar with respect to the vertical, [ is the length of the bar and m is the
mass of the ball placed on the top of the bar. For the control of the pole balancing,
the control software (the NPS in our study) has to know the current state of the
pole, (z, 0) and (&, &, 0, 9), where x represents the position of the cart, and #, &
the speed and acceleration respectively. The angle 6 represents the angle of the bar
with respect to the vertical position and 6, 6 the angular speed and acceleration
(resp).

The equations that define this system are:

F = Mi +bi+ N (1)

N = mi + mif cos § — mlf? sin 0 2)
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The system of control is represented by the equation (3), which is the result of
adding the equations (1) and (2), where F is the output for the system of control
and the force that the controller has to apply to the system, and b is the friction
of the cart.

F = (M + m)i + bi + milf cos § — mlf?sin 0 (3)

For computing cos and sin § using ENPS, we use the same idea proposed in

[5] where the functions are approximated by using their analytic expressions as

infinite sums shown in equations (4) and (5). There approaches will be calculated
in the designed ENPS by the membranes Cosine and Sine, respectively.

> 2n

cos(x) = %(—1)" (gn)' (4)
& x(2n+1)
sin(z) = Z(—U"m (5)

0
The analytic expression of the cosine can be written as

oo
cos(x) = Z acy,
n=0

where acg = 1 and ac, is recursively obtained as follows:
92

ac = (—acy) X ————

n1 = (—aca) (2n)(2n — 1)

Analogously, the analytic expression of the sine can be written as
oo
sin(z) = Z asy
0
where asp = 1 and as,, is computed as

92
asni+1 = (—asy) X m

N

Fig. 3. Bar of the Pole Balancing
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Controller

acc[input], speed[input], angle[input], angleV[input], angleAc[input], M[Mcart], m[mP], b[b]
Pryy: (M +m).ace + b.speed +m.l.angleAc. cos® +m. . angleV?sin8

Pry,:cos8 — 1|cos

Pryy: siné — 1|sin

(e NS A

ac[1],nc[1], Celinf], Bc[input], Erc[input], Ec[1] as[1],ns[1], Cs[inf], Bs[input], Ers[input], Es[1]
2 2

Pryy: (—ac) (ch)fzﬁ (Cec —)1|ac Prya: (—as) m (Cs —)1]as

Pryyinc+ 1 (Cc =) 1|nc Pryzins +1(Cs =) 1ns

Pry,: 8¢ (Cc —)1|6c Prys: 85 (Cs —)1|0s

Prys:ac + cos (Cc —)1|cos Prys:as.8s + sin (Cs —)1|sin

Prg,: |ac] (Ere —)1|Ec Prs,: |as| (Ers —)1|Es

Qz: —inf((Cc — (Erc — Ec)) —=)1|Cc / Qr&g: —inf((Cs — (Ers — Es)) —)1|Cs /

Fig. 4. ENPS membrane applied system for control pole balancing

4 ENPS Applied to the Pole Balancing Problem

In this section, we report a work-in-progress on the design of an ENPS as a software
solution for the control of the pole balancing problem. To this aim, the different
forces that affect the system are examined and the interaction among them are
computed as a flow of information between the variables of the ENPS. The basic
schema is chown in Fig. 3.

The membrane system shown in Fig. 4 is proposed as a preliminar solution for
the pole balancing problem, using three membranes: the first membrane Controller
calculates the necessary force in order to keep the vertical position; the membranes
Cosine and Sine calculate the cos and sin functions for the angle . The ENPS can
be considered as a software module which receives as input the data #, #, 6, 6, 6
and outputs the force F' for controlling the system.

The control of the pole balancing is calculated by the rule Pri; which encodes
the Equation 3. This rule needs the constants: M, the cart mass; m, the mass of
the ball; and [, the length of the bar. It takes as input the state of the system,
encoded in the variables: acc, acceleration of the cart (Z); speed, velocity of the
cart (); angleSpeed (0) and angleAce, (0) angle speed and acceleration. In order
to approximate cosf and sinf from 6, the Controller membrane uses the rules
Proy and Prs;. The cosine and sine are computed recursively by the rules Pris
for the cosine and Prq3 for the sine, until the current errors, Ec¢ for the cosine
and Es for the sine, are less than Erc and Ers respectively as it is proposed in
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[12].Finally, the system returns the control related to equation 3 with the cosé
and sin @ calculated previously.

Membranes Cosine and Sine approximate the cos and sin functions by using
the analytic expressions from Eq. (4) and (5). These membranes return cos by the
rule Pris and sin by the rule Pri3, where the system adds the result for each
one in cos and sin. The membranes stop when the current error is less than the
errors provided as parameters, Erc and Ers. The system stop is controlled by rule
Prgo for the cosine and Prgs for the sine as the current error is lower than the
parameter Erc for the cosine membrane and Ers for the sine membrane.

The following trace shows how the system from Fig. 4 should work:

e Membrane Controller:

— The input of the system g, Zg, 0, 6y, y are the values of the correspond-
ing variables in the initial configuration. We also consider two variables
cosApp and sinApp where the approximated values of the cos and sin
functions will be stored.

— Production Function:

Fy = (M + m)i + bi: + mlf cos § — mlf?sin 6;
F5 = cos0;
F3 =sin 6,

e Membrane Cosine:

— Variables: ac has an initial value of 1, nc has an initial value of 1, C'¢ has
an initial value of co, Fc has an initial value of 1;

— Production function:

0° .
Fy= (—GC) x (2nc)(2nec—1)?

Fs =nc+1;
Fs = 0;

F; = ac + cos;
Fs = |ac;

Fy = —o0;

1), nc receives 1 (Cay = 1), cos
1), Ec receives 1 (Cos = 1);

— Reparation protocol: ac receives 1 (Ca
receives 1 (Ca3 = 1), Cc receives 1 (Coy
e Membrane Sine:
— Variables: as has an initial value of 1, ns has an initial value of 1, C's has
an initial value of co, E's has an initial value of 1;
— Production function:

02

Fro = (=as) X gyt
F11 :ns—i—I,

Fiy =0,

Fi3 =as %0,

Fig = las|;

Fi5 = —o0;

— Reparation protocol: as receives 1 (C31 = 1), ns receives 1 (C53 = 1), sin
receives 1 (C33 = 1), C's receive oo (C34 = 1), E's receive 1 (Czs = 1);
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e Step 1l
—  Membrane Cosine:
aco1 =1, negg = 1,c0803 = 0,0 =1, Ce =00, Ec =1, Erc = 0.0001;
Compute productions functQion’s value:
Fy= (—ac21) X (2nc22)(%—nc22—1) = F, = —%;
Fs=ncog +1= F5; =2;
Fsg=0= Fs = 1;
F7; = acoy + cosas = Fr = 1;
Fs =aco1 = Fg = 1;
Fy is not executed, because Cc — (Erc — Ec) = oo — (0.0001 — 1) =
oo 4 1 is not bigger than Cec;
Compute "unitary portion’:
qs = F1/Co1 = acy1 = —3;
g5 = I5/Cay = ncop = 2;
g = Fs/0 =0 =1,
qr = F7/Ca3 = cosa3 = 1;
qs = F8/025 = Fc=1;
— Membrane Sine:
aszy =1, nsgs = 1,sing3 =0,0 =1, Cs = o0, Es =1, Ers = 0.0001;
Compute productions functi(z)n’s value:
Fig = (—as31) x Mw = Fg=—%;
Fi1 =ns3s+1= Fy=2;
Fig=0= Fip=1;
Fi3 = as3; + sings = F11 = 1;
Fiy = lass| = Fia = 1;
F5 is not executed, because C's — (Ers — Es) = co— (0.0001 — 1) =
o0 4 1 is not bigger than C's;
Compute 'unitary portion’:
q10 = F10/Cs1 = ass1 = —§;
q11 = F11/C3z = ns3p = 2;
qi2 = F12/0 = 0 = 1;
q13 = F13/C33 = sings = 1;
© qua=F/Cs5 = Es =1;
e Step 2:
— Membrane Cosine:
acgy = —%, nego = 2,c0893 = 1,0 =1, Cc = 00, Ec =1, Erc = 0.0001;
Compute productions function’s value:
Fy = (—aca1) x (gnm)(og—nm_l)
Fs =ncogs+1= F5=3;
Fs = 0= Fs = 1;
F7 = aco1 + cosaz = Fr = —%;
Fg =acoy = Fg = %;
Fy is not executed, because Cc — (Erc — Ec) = co — (0.0001 — 1) =
0o + 1 is not bigger than Cec;

1
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Compute "unitary portion’:
qs = F1/Co3 = acas = 23
g5 = I5/Cay = ncop = 3;
g6 = Fg/0 = O = 1;
q7 = F7/Ca3 = cosas = 3;
-+ gz = F3/Cys = Ec=3;
— Membrane Sine:
assy = —%, nsgy = 2,s5ing3 =1, 0 =1, Cs = o0, Es = 1, Ers = 0.0001;
Compute productions functicz)n’s value:
Fip = (—as31) x (gmgz,)fm = I3 = 135
Fi1 =ns3s+1= Fy=3;
Fio=0=Fip=1;
Fis=ass +nsgs = Fiu=1-4=2;
Fiy = lass1| = Fiu = ¢;
F5 is not executed, because C's — (Ers — Es) = co— (0.0001 — 1) =
o0 4 1 is not bigger than C's;
Compute 'unitary portion’:
q10 = F10/C33 = ass3 = 1555
qi1 = F11/C32 = ns3p = 3;
qi2 = Fi12/0 = 0 =1;
q13 = F13/C33 = sinzz =
qua = F14/C35 = Es = &

)

(&[S}

e Step N-1:
— Using the same reason for the membranes Cosine and Sine, both mem-
branes are executed until error is less than Erc, Ec < Erc, for the Cosine
and Ers, Es < Ers, for the Sine. Then the execution stops.
—  Membrane Controller:
cosf =1, sinf =1, F[0];
Compute productions function’s value:
Fy = (M +m)i + bi +mlfcos —mlf?sinh = F| = (M 4+ m)i +
bi: + mlf — ml?;
F5 = cosf = F5 = cos;
F3 =sinf = F3 = sin;
Compute "unitary portion’: ) _
q1 = Fl/(Cu + 012) = F13 = (M —l—m)w + bz + ml — ml92;
g2 = F»/C11 = cosf = cos;
q3 = Fg/Clg = sin® = sin;
e Step N:
—  Membrane Controller:
cos @ = cos, sinf = sin, Fi13 = (M 4+ m)Z + bt + mlf — ml6?:
Compute productions function’s value:
Fy = (M +m)i + bi +mlfcos® —mif?sinf = F| = (M 4+ m)i +
bi: + mlf cos —ml6? sin;
Fy = cosf = F5 = cos;
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F3 =sinf = F3 = sin;
Compute "unitary portion’: ) _
q = F1/(Cy1 + C12) = Fi3 = (M +m)d + bi + ml6 cos —ml6? sin;
g2 = F5/C11 = cos 8 = cos;
q3 = Fg/Clg = sin@ = sin;

5 Conclusions and Future Work

In this paper, we study the use of the ENPS model in a control benchmark widely
used in engineering and report our work-in-progress on the design of an efficient
system able to control real-life pole balancing devices. Such design can be seen
of a first approach to more complex control systems. One of the most important
features of such control systems is the simplicity since they must provide an answer
as soon as possible in order to effectively solve real-time problems. In this first
approach, the solution is based on the mathematical approach known as PID,
Proportional Integral Derivative, but other approaches are possible.

After completing the design, the immediate future work is to prove the designed
NPS by integrating a NPS simulator as SNUPS [1] with a physics simulation
environment as Webots. The experimental results will provide useful feedback in
order to improve our design to make competitive with other control software.

A future second stage will be to generalize the design to 3D vehicles and check
the design with the appropriate drone flight simulator.
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