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Abstract Once a discrete Morse function has been defined on a finite cell complex, information about its homology can be deduced from its critical elements. The main objective of this paper is to define optimal discrete gradient vector fields on general finite cell complexes, where optimality entails having the least number of critical elements. Our approach is to consider this problem as a homology computation question for chain complexes endowed with extra algebraic nilpotent operator.
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1 Introduction

Morse theory has been considered a powerful tool in its applications to computational topology, computer graphics and geometric modeling. In [5] Forman formulates a version of this theory for discrete structures such as cell complexes. The aim of Discrete Morse Theory is to find simplicial collapses that transform $K$ to a smaller complex. This theory relies either on admissible functions on a cell complex, called discrete Morse functions, or equivalently their gradient vector field.

Forman proved that the topology of a cell complex can be partly read out of the critical cells of a discrete gradient vector field defined on it. A gradient vector field is optimal if it has the minimum possible number of critical cells. The topological information of the initial cell complex will be concise if the discrete gradient vector field has few critical cells.

In [10] the authors developed a heuristic for computing optimal Morse matchings. This heuristic computes optimal gradient vector fields for combinatorial 2-manifolds. However, for general cell complexes this problem has not been solved yet.

In this paper we recover all the algebraic machinery underlying in Discrete Morse Theory, establishing a new framework for dealing with special chain complexes associated to finite cell complexes.

This can be done using an essentially algebraic framework in which "homological forests" (see [11]) defined on the initial cell complex are convenient tools in order to obtain the minimum number of critical cells, that is, the minimal homological expression of the initial complex. The idea here is to classify chain homotopies as gradient vector fields on a finite cell complex.

The paper is organized as follows: In Section 2 some basic definitions are introduced. The theoretical fundamentals of our work is detailed in Section 3. In Section 4 the relation between this algebraic machinery and the optimality in Discrete Morse Theory are established. We finish the paper with some conclusions.
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2 Preliminaires

In this section, we introduce some basic definitions in order to understand our algebraic–topological approach.

First, we establish a notion of (combinatorial) cell complex in a finite–dimensional Euclidean space with the cell boundary information described in algebraic terms. This object can be identified with the chain complex canonically associated to a cell complex such that the homology of it coincides with the singular homology of the cell complex. In fact, the geometric realization of such cell complex in a finite–dimensional Euclidean space has a representation in terms of a particular type of regular cell complex (see [9] for a deep study of cell-complexes). Simplicial, cubical and polyhedral complexes are particular cases of cell complexes.

The following definitions are necessary in order to classify chain homotopies as gradient vector fields on a finite cell complex.

The ring of coefficients $\Lambda$ is a commutative field (for example, a finite field, the rational numbers, the real numbers, ...). Let $\{x_1, x_2, \ldots, x_n\}$ be a finite set of symbols. We denote by $\Lambda[x_1, \ldots, x_n]$ the module of formal linear combinations $\lambda_1 x_1 + \lambda_2 x_2 + \ldots + \lambda_n x_n$, with $\lambda_i \in \Lambda$.

Let $\ell$ be a positive integer. Let $\mathbb{B}^\ell = \{x \in \mathbb{E}^\ell \text{ s.t. } |x| \leq 1\}$ be the closed unit ball in the $\ell$-dimensional Euclidean space $\mathbb{E}^\ell$. The boundary of $\mathbb{B}^\ell$ is the unit $(\ell-1)$-sphere $\mathbb{S}^{(\ell-1)}$ and the interior of $\mathbb{B}^\ell$, denoted by $\text{Int} \, \mathbb{B}^\ell$, is the open unit $\ell$-dimensional ball $\text{Int} \, \mathbb{B}^\ell = \{x \in \mathbb{E}^\ell \text{ s.t. } |x| < 1\}$.

A p-cell in $\mathbb{E}^\ell$ (with $0 < p \leq \ell$) is a subset of $\mathbb{E}^\ell$ which is homeomorphic to the open unit ball $\text{Int} \, \mathbb{B}^p$ (that is, to $\mathbb{R}^p$).

A 0-cell is a topological space homeomorphic to a point of a finite-dimensional Euclidean space. The dimension of a p-cell $\sigma$ is $|\sigma| = p$ and the notation $\sigma^{(p)}$ will indicate that $\sigma$ is a cell of dimension $p$. The union as pointset of a set of cells $K$ in $\mathbb{E}^\ell$ is called the carrier of $K$ and it is denoted by $|K|$. Let us define the boundary of a p-cell $\sigma$ as $\partial \sigma = \overline{\sigma} \setminus \sigma$, where $\overline{\sigma}$ is the closure of $\sigma$. To indicate relationships between cells, we write $\tau > \sigma$ (or $\sigma < \tau$) and we say that $\sigma$ is a face of $\tau$ if $\sigma \neq \tau$ and $\sigma \subset \overline{\tau}$, where $\overline{\tau}$ is the closure of $\tau$. We write $\tau \geq \sigma$ if either $\tau = \sigma$ or $\tau > \sigma$. The star of a cell $\sigma$ consists of all cells having $\sigma$ as a face, including $\sigma$ itself, and the link consists of all faces of cells in the star that are disjoint from $\sigma$.

\[
\text{St} \, \sigma = \{ \tau \in K | \sigma < \tau \}
\]

\[
\text{Lk} \, \sigma = \{ v \in K | v < \tau \in \text{St} \, \sigma, v \cap \sigma = \emptyset \}.
\]

A cell complex $K = \{K_i\}_{i=0}^\ell$ embedded in $\mathbb{E}^\ell$ is a finite collection of cells $\{\sigma_i^{(1)}\}_{i=1}^n \in K_r$ of different dimensions $0 \leq r \leq \ell$ such that:

(i) $|K| = \bigcup_{i=1}^n \sigma_i = |K_0| \cup |K_1| \cup \ldots \cup |K_\ell|$

. The set $K_r$ consists of all the $r$-cells of $K$, for $0 \leq r \leq \ell$. It is possible that $K_i = \emptyset$ for some $0 < i \leq \ell$.

(ii) $\sigma_i \cap \sigma_j = \emptyset$ ($i \neq j$);

(iii) If $\dim(\sigma_i) = p$ (with $0 \leq p \leq \ell$), then $\partial \sigma_i \subset \bigcup_{i=1}^{p-1} K_i$.

The $p$-skeleton $K^{(p)}$ for $K$ is the set of all $k$-cells with $0 \leq k \leq p$. The dimension of the cell complex is the smallest natural number $r$ such that the condition $K^{(r)} = K^{(r+1)}$ is satisfied. If all the cells of $K$ are convex sets of $\mathbb{E}^\ell$, then $K$ is called convex cell complex. Simplicial, Cubical and some polyhedral complexes are special cases of convex cell complexes. A cell complex is specified by the “face poset”, the partial order determined by the cells and its boundary relations.

Roughly speaking, the idea of homology is to analyze the degree of connectivity of cell complexes using formal sums of cells. A differential operator for a cell complex $K$ with coefficients in
Λ is a linear map \( d : \Lambda[K] \to \Lambda[K] \), such that the image of a \( p \)-cell \( \sigma \) is a linear combination of some \( (p-1) \)-cells of the boundary \( \partial(\sigma) \) and \( d \circ d = 0 \). Taking into account that our cell complex \( K \) is embedded in \( \mathbb{R}^d \), its geometric realization \([K]\) is a regular triangulable cell complex and there can be always defined a differential operator \( \partial \), called boundary operator, with coefficients in the field \( \Lambda \), that completely determines the singular homology of \([K]\).

The chain complex canonically associated to the cell complex \( K \) is the graded differential vector space \((\mathbb{C}(K), \partial)\), where \( \mathbb{C}_p(K) = \Lambda[K_p] \), for all \( p = 0, 1, \ldots, r \), and \( \partial : \mathbb{C}_p(K) \to \mathbb{C}_{p-1}(K) \) is the previous boundary operator for the cell complex \( K \). For instance, to find a boundary operator \( \partial \) for a simplicial complex is straightforward, but it is not, in general, an easy task for others cell complexes. The following is one of the fundamental results in the theory of CW-complexes.

**Theorem 1** (Forman). Let \( K \) a finite cell complex. There are algebraic boundary maps \( \partial_p : \mathbb{C}_p(K, \Lambda) \to \mathbb{C}_{p-1}(K, \Lambda) \), for each \( p \), so that \( \partial_{p-1} \circ \partial_p = 0 \) and such that the resulting differential complex \( \{ \mathbb{C}_p(K, \Lambda), \partial_p \}_{p=0}^r \) calculates the homology of \( K \). That is, if we define \( H_p(K, \partial) = \ker(\partial_p)/\partial_{p+1}(\mathbb{C}) \). In other words, \( H_p(K, \partial) \cong H_p([K], \Lambda) \).

From now on, a finite cell complex \( K \) will be denoted by \((K, \partial)\), where \( \partial : \mathbb{C}_*(K) \to \mathbb{C}_{*-1}(K) \) is the boundary operator for \( K \).

## 3 Algebraic Discrete Morse Theory

The aim of Discrete Morse Theory is to find simplicial collapses that transform a complex \( K \) to a smaller one. This can be done using an essentially algebraic framework in which discrete Morse functions are convenient tools to keep track of the collapses, and in which order they are done.

Now, we recover all the algebraic machinery underlying in Discrete Morse Theory, establishing a new framework for dealing with special chain complexes associated to finite cell complexes and we show that a convenient combinatorial tool for solving the homological computation problem in this area is that of a tree.

**Definition 1.** An integral chain complex \((\mathbb{C}, d, \phi)\) is a graded module \( \mathbb{C} = \{ \mathbb{C}_n \}_{n=0}^\infty \) endowed with two linear maps: a differential operator \( d : \mathbb{C}_* \to \mathbb{C}_{*+1} \), and an integral operator (also called algebraic gradient vector field [5] or chain homotopy operator [4]) \( \phi : \mathbb{C}_* \to \mathbb{C}_{*+1} \), satisfying the global nilpotency properties \( d \circ d = 0 \) and \( \phi \circ \phi = 0 \). An integral chain complex \((\mathbb{C}, d, \phi)\) is d-pure (resp. \( \phi \)-pure) if the condition \( d = d \circ d \circ d \), called homology condition (resp. the condition \( \phi = \phi \circ d \circ \phi \), called strong deformation retract condition) is satisfied. An integral chain complex \((\mathbb{C}, d, \phi)\) that is both, \( d \)-pure and \( \phi \)-pure, is called homology integral chain complex.

**Definition 2.** Given two integral chain complexes \((\mathbb{C}, d, \phi)\) and \((\mathbb{C}', d', \phi')\), a map of integral chain complexes \((f, g) : (\mathbb{C}, d, \phi) \Rightarrow (\mathbb{C}', d', \phi')\) is a couple of linear maps \( f : \mathbb{C} \to \mathbb{C}' \) and \( g : \mathbb{C}' \to \mathbb{C} \) such that \( f \circ d = d' \circ f \), \( g \circ d' = d \circ g \), \( f \circ \phi = \phi' \circ f \), \( g \circ \phi' = \phi \circ g \). \((\mathbb{C}, d, \phi)\) and \((\mathbb{C}', d', \phi')\) are integral chain equivalent if there exists a map of integral chain complexes \((f, g)\), such that \( \text{id}_{\mathbb{C}} - f \circ g = \pi(d', \phi') \) and \( \text{id}_{\mathbb{C}'} - g \circ f = \pi(d, \phi) \). The homology \( H_*(\mathbb{C}, d, \phi) \) of an integral chain complex \((\mathbb{C}, d, \phi)\) is the graded abelian group \( H_*(\mathbb{C}) \), such that \( (H_*(\mathbb{C}), 0, 0) \) is integral chain equivalent to \((\mathbb{C}, d, \phi)\). The differential (resp. integral) homology of an integral chain complex \((\mathbb{C}, d, \phi)\) is the homology of \((\mathbb{C}, d, 0)\) (resp. the homology of \((\mathbb{C}, 0, \phi)\)). If \((\mathbb{C}, d, \phi)\) is a homology integral chain complex, then \( H_*(\mathbb{C}, d, \phi) \sim H_*(\mathbb{C}, d, 0) \sim H_*(\mathbb{C}, 0, \phi) \).

The set of integral chain complexes (resp. the set of pure integral chain complexes) and their corresponding maps form a category. In fact, the integral chain equivalence relation can be seen as the natural extension of the classical chain homotopy equivalence between chain complexes to the integral case (see, for example, [4]).

Effective Homology [13] is a theory in which the homology computation problem is determined in terms of an explicit chain homotopy equivalence between a chain complex \((\mathbb{C}, d)\) and its homology. In fact, using our terminology the effective homology of the chain complex \((\mathbb{C}, d, 0)\) can
be described as an algebraic integral operator $\phi$, such that $(C, d, \phi)$ is integral-chain equivalent to $(C, d, 0)$.

On the other hand, Discrete Morse Theory (DMT, for short) gives a positive answer to the problem of finding combinatorial chain homotopy operators $\phi$ for chain complexes $(C_\ast, K)$ of finite cell complexes, such that the integral homology of $(C_\ast, K)$ is a “good” approximation (measured in terms of critical cells) to its differential homology. The minimum number of critical cells in each degree is determined by the Betti numbers (weak Morse inequalities).

The computation of the homology of a chain complex $(C, d)$ is specified in terms of finding an integral operator $\phi : C_\ast \to C_{\ast+1}$, satisfying the Strong Deformation Retract (SDR for short) and homology conditions with regards to the differential operator $d$ ([7, 8]).

The notion of pure integral chain complex $(C, d, \phi)$ is underlying in the work of Sergeraert [10, Forman [5, 6] and that of Theory of Discrete Differential Forms [2].

**Proposition 1.** Let $(C, d, \phi)$ be an integral chain complex. Let $\pi : C_\ast \to C_\ast$ be the linear map, (called flow of $(C, d\phi)$), defined by $\pi = id_{C} - d \circ \phi - \phi \circ d$ and let $\Delta : (C_\ast, d) \to C_\ast$ be the linear map, called Laplacian of $(C, d\phi)$, defined by $\Delta = d \circ \phi + \phi \circ d$. Then, the following properties holds:

(a) $d \circ \pi = d - d \circ \phi \circ d = \pi \circ d$ and $\phi \circ \pi = \phi - \phi \circ d \circ \phi = \pi \circ \phi$. In the case of a homology integral chain complex, $d \circ \pi = 0 = \pi \circ d$ and $\phi \circ \pi = 0 = \pi \circ \phi$.

(b) $d \circ \Delta = d \circ d \circ \phi = \Delta \circ \phi$ and $\phi \circ \Delta = \phi \circ d \circ \phi \circ d = \Delta \circ \phi$. In the case of a homology integral chain complex, $d \circ \Delta = \Delta = d$ and $\phi \circ \Delta = \phi = \Delta \circ \phi$.

(c) Given a $p$-chain $a$, we have the following equality $a = \pi(a) + \Delta(a)$.

(d) $\pi^2 = \pi - \phi(d - d \circ \phi \circ d) + (d - d \circ \phi \circ d) \circ \phi = \pi - (d - d \circ \phi \circ d) \circ \phi = (\phi - d \circ \phi \circ d) \circ \phi$. The integral chain complex $\pi(C, d, \phi) = (\pi(C), d|_{\pi(C)}, \phi|_{\pi(C)})$ is the harmonic complex associated to $(C, d, \phi)$. If $(C, d, \phi)$ is a $d$-pure or a $\phi$-pure integral chain complex, then $\pi^2 = \pi \circ \pi = \pi$ and $\pi(C) = \{ x \in C | x = \pi(x) \}$.

(e) $\Delta^2 = (d + \phi)\Delta(d + \phi)$. The integral chain complex $\Delta(C, d, \phi) = (\Delta(C), d|_{\Delta(C)}, \phi|_{\Delta(C)})$ is the Laplacian complex associated to $(C, d, \phi)$. If $(C, d, \phi)$ is a $d$-pure or a $\phi$-pure integral chain complex, then $\Delta \circ \Delta = \Delta$ and $\Delta(C) = \{ x \in C | x = \Delta(x) \}$.

(f) $\pi \circ \Delta = (d - d \circ \phi \circ d) \circ \phi + \phi \circ (d - d \circ \phi \circ d) = d(\phi - d \circ \phi) + (\phi - d \circ \phi) d = \Delta \pi$.

**Proposition 2.** If $(C, d, \phi)$ is a (differential or integral) pure integral-chain complex, we can derive the following properties:

(p1) $\pi \circ \Delta = 0 = \Delta \circ \pi$.

(p2) $(C, d, \phi) = \pi(C, d, \phi) \oplus \Delta(C, d, \phi)$ as integral-chain complexes. In particular, $\text{Ker} \Delta = \pi(C)$ and $\text{Ker} \Delta = \Delta(C)$.

(p3) $\Delta(C) = \phi(C) \oplus d \circ \phi(C)$ as graded modules.

In order to emphasize the dependency of $\pi$ and $\Delta$ with regards $d$ and $\phi$, we will denote these maps by $\pi_{d, \phi}$ and $\Delta_{d, \phi}$, respectively.

The following proposition will be fundamental in developing an integral-chain framework for Discrete Morse Theory. In fact, it shows that to use pure integral operators as chain homotopies decomposing a finitely generated chain complex is a key point:
Proposition 3. If \((C, d, \phi)\) is a (differential or integral) pure integral-chain complex, we have that

\[
\ker \phi \cong \pi(C) \oplus \phi(C) \cong \ker \Delta(C) \oplus \phi(C)
\]

as graded modules.

In particular, a map of integral-chain complexes \((f, g)\) satisfy that \(f \circ \pi_{t, d, \phi} = \pi_{t', d', \phi'} f, g \circ \pi_{t', d', \phi'} = \pi_{t, d, \phi} g, f \circ \Delta_{t, d, \phi} = \Delta_{t', d', \phi'} f\) and \(g \circ \Delta_{t', d', \phi'} = \Delta_{t, d, \phi} g\). That is, \(f\) and \(g\) are compatible with regards to the respective flows and Laplacians.

In spite of its simplicity, the following result is essential for developing our homological theory of integral-chain complexes:

Lemma 1. [Integral-Chain Lemma] An integral chain complex \((C, d, \phi)\) is integral-chain equivalent to its harmonic complex \(\pi(C, d, \phi)\). This last harmonic complex \(\pi(C, d, \phi)\) is of the form \((\pi(C), d\phi, \phi_0)\) where \(d_\phi(\pi(x)) = (d - d \circ \phi \circ d)(x)\) and \(\phi_0(\pi(x)) = (\phi - \phi \circ d \circ \phi)(x)\).

Proof. Let \(f: C \to \pi(C)\) be the linear map defined by \(f(x) = \pi(x)\), \(\forall x \in C_s\). Let \(g: \pi(C) \to C\) be the linear map defined by \(g(x) = x\), \(\forall x \in \pi(C)\). Then, it is a simple exercise to show that \((f, g)\) is a couple of maps of integral chain complexes which induces the integral-chain equivalence. The rest of assertions can be directly deduced from Proposition 1 (a).

Corollary 1. The harmonic complex \(\pi(C, d, \phi)\) associated to a \(d\)-pure (resp. \(t\)-pure) integral-chain complex \((C, d, \phi)\) is of the form \((\pi(C), 0, \phi_0)\) (resp. \((\pi(C), d\phi, 0)\)), where \(\phi_0(\pi(x)) = (\phi - \phi \circ d \circ \phi)(x)\) (resp. \(d_\phi(\pi(x)) = (d - d \circ \phi \circ d)(x)\)).

Now, we give some definitions related to integral-chain perturbation of complexes.

Definition 3. An integral chain complex \((C, d, \phi)\) is called differential (resp. integral pointwise nilpotent) if for any \(a \in C\) there is some \(n(a) \in \mathbb{N}\) with \(d(1 - d \circ \phi \circ d)^n(a) = 0\) (resp. with \(\phi(1 - d \circ \phi \circ d)^n(a) = 0\)). The smallest value for \(n(a)\) is referred to as the degree of differential (resp. integral) nilpotency of \(a\).

Proposition 4 (Forman). Given an integral (resp. differential) pointwise nilpotent integral chain complex \((C, d, \phi)\) is integral equivalent to a \(t\)-pure (resp. \(d\)-pure) integral chain complex \((C, d, \phi)\) (resp. \((C, d, \phi)\)).

Proof. We only prove the existence of the \(t\)-pure integral chain complex \((C, d, \phi)\). The other result can be derived directly from the fact that \((C, d, \phi)\) is also a pointwise nilpotent integral-chain complex. Define \(\bar{\phi}: C_s \to C_{s+1}\) by \(\bar{\phi} = \sum_{k \geq 0} \phi \circ (1 - d \circ \phi)^k\). This is well defined due to the pointwise nilpotency of \((C, d, \phi)\), since all but finitely many terms vanish on the right hand side. The map \(\bar{\phi}\) is \(2\)-nilpotent \((\bar{\phi} \circ \phi = 0)\) and satisfies the SDR property \(\bar{\phi} \circ d \circ \bar{\phi} = \bar{\phi}\). The couple of maps \((\bar{\pi}(d, \phi), idc)\) establishes the integral chain equivalence between \((C, d, \phi)\) and \((C, d, \phi)\).

Finally, we define the composition of an integral-chain complex.

Definition 4. Given a \(d\)-pure (resp. two \(d\)-pure) integral-chain complexes \((C, d, \phi)\) and a differential operator \(d'\) satisfying the homology condition (resp. an integral operator \(\phi'\) satisfying the strong deformation retract condition) for \(\pi_{t, d, \phi}(C)\), a new \(d\)-pure (resp. \(d\)-pure) integral chain complex \((C, d + d' \circ \pi_{t, d, \phi}, \phi)\) (resp. \((C, d, \phi + \phi' \circ \pi_{t, d, \phi})\)) can be constructed. This new integral chain complex is called composition of \((C, d, \phi)\) by \(\phi'\). A \(d\)-pure integral chain complex \((C, d, \phi)\) can suffer composition with regards to the own differential operator \(d\) (resp. with regard to the own integral operator \(\phi\)) restricted to \(\pi_{t, d, \phi}(C)\).

From now on, all the integral chain complexes we consider in the paper will be integral pointwise nilpotents. Analogous results can be determined for differential pointwise nilpotent.

In the next section, we define some notions in order to do the link with the algebraic work underlying in Discrete Morse Theory.
4 Discrete Morse Theory and optimality

Discrete Morse Theory gives a positive answer to the problem of finding combinatorial chain homotopy operators \( \phi \) for chain complexes \( (C_*(K), d) \) of finite cell complexes, such that its integral homology \( H(C, 0, \phi) \) is a “good” approximation to its differential one \( H(C, d, 0) \). Using Persistent Homology [3] Betti numbers can be gradually determined from a filtered chain complex.

We will show here that Homological Perturbation Theory can be used as a tool for reaching interesting combinatorial results in DMT (for example, about gradient paths). More precisely, the homology of a chain complex \( (C, d) \) can be specified in DMT in terms of finding a combinatorial integral operator \( \phi : C_* \to C_{*+1} \) derived from discrete Morse functions and satisfying the SDR condition with regards, to the differential operator \( d \).

Definition 5. Let \((K, \partial)\) a finite cell complex. An operator \( f : C_*(K) \to C_{*+1}(K) \) is said to be combinatorial if \( \forall \ p\text{-cell } \sigma^{(p)}, \ f(\sigma^{(p)}) = \lambda \beta^{(p+1)} \), where \( \lambda \in \mathbb{Z} \) and \( \beta \) is a \((p \pm 1)\) cell.

That is, in DMT we search for a combinatorial operator \( \phi \) such that \((C(K), d, \phi)\) is a \( \phi \)-pure integral-chain complex.

Given a cell complex \( K \), the integral-chain complex canonically associated to \( K \) is \((C(K), \partial, \phi)\), where \( \partial \) is the boundary or differential operator for \( C_*(K) \) and \( \phi : C_*(K) \to C_{*+1}(K) \) is the coboundary operator defined by \( \phi(c^{(p)}) = \Sigma < \partial \beta, \alpha > \beta \), where the sum is taken for all the cells \( \beta^{(p+1)} \) such that \( \alpha \in \partial(\beta) \) (i.e. \( \alpha \) participates in a non-null manner in the linear combination \( \partial(\beta) \)). In DMT, we search for a combinatorial operator \( \phi \) which can be derived (choosing one summand in the formula of \( \phi \) for each cell) such that the number of critical cells in \((C(K), \partial, \phi)\) is minimal.

Now, we give some basic notions of DMT with some slightly modifications and without using, in principle, discrete Morse functions.

Definition 6. [5, 6] A combinatorial integral operator \( \mathcal{V} \) defined on a cell complex \( K \) is a collection of disjoint pairs of (non-necessarily incident) cells \( \{a^{(p)} < \beta^{(p+1)}\} \). If the pairs are constituted by incident cells then \( \mathcal{V} \) is called combinatorial vector field. We will represent a combinatorial vector field by an arrow from the cell of lower dimension to its paired cell of higher dimension. A combinatorial vector field can be seen as a partial matching in the Hasse diagram for \( K \). A \( \mathcal{V} \)-path or gradient path \( \gamma \) is an alternating sequence of cells \( a_0^{(p)}, b_0^{(p+1)}, a_1^{(p)}, b_1^{(p+1)}, a_2^{(p)}, \ldots \), such that for each pair of consecutive simplices, one is a maximal face of the other, and the following condition is satisfied: one of the couples \( \{a_i^{(p)} < b_i^{(p+1)}\} \) or \( \{b_i^{(p+1)} < a_i^{(p)}\} \) belongs to \( \mathcal{V} \), \( \forall i \geq 0 \). If the first cell in the gradient path \( \gamma \) above is \( a_0^{(p)} \), then we say that \( \gamma \) has length \( r \). If it ends with \( \beta^{(p+1)} \) then we say that \( \gamma \) has length \( r_{1/2}^1 \). If the cells \( b_i \) of the gradient path \( \gamma \) are of dimension \( p + 1 \) and it has length \( r_{1/2}^1 \), the gradient path \( \gamma \) is called upper \( \mathcal{V} \)-path or upper gradient path. For any cells \( a \) and \( b \), let \( \Gamma(a, b) \) denote the set of gradient paths from \( a \) to \( b \) (of any length), i.e., such that the first cell in the sequence is \( a \) and the last cell in the sequence is \( b \). A \( \mathcal{V} \)-path is non trivial and closed if \( r_{1/2}^1 \geq 1 \) and the first and last cells in the sequence are the same. A closed \( \mathcal{V} \)-path is just an oriented circuit in the Hasse diagram. A cell \( a \) is a critical cell of \( \mathcal{V} \) if it is not paired with any other cell in \( \mathcal{V} \).

The number of critical cell depends on the discrete gradient vector field considered. Forman proved [5, 6] that the topology of a discrete manifold is related to the critical elements of a discrete function defined on it, mimicking the results of Morse in the smooth case. In [10], the problem of the optimality (minimizing the number of critical cells for combinatorial vector fields) on a 2-manifold is analyzed using Hasse diagram and hypergraph tools. Therefore, a discrete gradient vector field is a special kind of combinatorial integral operator.

First, the combinatorial integral operators derived from combinatorial vector fields are \( \phi \)-pointwise nilpotent.

Proposition 5. A combinatorial vector field \( \mathcal{V} \) gives rise to a \( \phi \)-pointwise nilpotent integral-chain complex \((C(K), d, \mathcal{V})\).
Let us emphasize that two pairs \( \{a, b\} \) and \( \{a', b'\} \) of \( \mathcal{V} \) have no elements in common. The combinatorial vector field \( \mathcal{V} \) gives rise to a linear map \( \mathcal{V} : C_n(K) \rightarrow C_{n+1}(K) \), defined by \( \mathcal{V}(a) = b \) if \( \{a, b\} \in \mathcal{V} \) and \( \mathcal{V}(a) = 0 \), in the rest of cells. It is clear that \( \mathcal{V} \circ \mathcal{V} = 0 \). The map \( \mathcal{V} \) is an integral operator for \( C_n(K) \). To prove that \( (C_n(K), d, \mathcal{V}) \) is \( \phi \)-pointwise integral-chain complex is straightforward.

Combining Prop. 1, Prop. 2 and Prop. 3, we assert the following result which is the key for reinterpreting DMT in integral-chain terms:

**Proposition 6.** If \( (C_d, \phi) \) is a \( \phi \)-pointwise nilpotent integral-chain complex being \( \phi \) a combinatorial vector field, then there is an integral-chain equivalent \( \tilde{\phi} \)-pure complex \( (C_d, \tilde{\phi}) \), such that its harmonic complex \( \pi(C_d, \tilde{\phi}) = \{ \text{ Ker } \tilde{\phi} \setminus \tilde{\phi}(C), d_{\phi}, 0 \} \). This last integral-chain complex is constituted by finite linear combinations of the different critical cells of \( \phi \) and \( d_{\phi} \) can be seen as the boundary operator of the corresponding cell complex determined by the critical cells, also called harmonic Morse cell complex \( \mathcal{M}(C_d, \phi) \) associated to \( (C_d, \phi) \). Analogously, the Laplacian complex \( \Delta(C_d, \phi) \) can be seen as the acyclic chain complex of the cell complex \( \mathcal{M}(C_d, \phi) \), also called Laplacian Morse cell complex associated to \( (C_d, \phi) \). Moreover, its boundary operator \( \partial_{\mathcal{M}} \) is determined by \( \partial_{\mathcal{M}}(\Delta(\sigma(p))) = d \circ \phi \circ \sigma \circ \partial(\sigma(p)) \), \( \forall \sigma(\sigma(p)) \in C \).

**Proof.** Due to Prop. 3 and Prop. 1 and defining \( \tilde{\phi} : C_n \rightarrow C_{n+1} \) by \( \tilde{\phi} = \sum_{k=0}^{t} \phi \circ (1 - d \circ \phi) \), we have that

\[
(f, g) : \text{ Ker } \tilde{\phi} \setminus \tilde{\phi}(C) \cong \pi(C_d, \phi)
\]

is an isomorphism of chain complexes, with \( f : \text{ Ker } \tilde{\phi} \setminus \tilde{\phi}(C) \rightarrow \pi(C_d, \phi) \) and \( g : \pi(C_d, \phi) \rightarrow \text{ Ker } \tilde{\phi} \setminus \tilde{\phi}(C) \) respectively defined by \( f(\pi) = \pi_{d, \phi}(\sigma) = \sigma - \phi \circ d(\sigma), \forall \sigma \in \text{ Ker } \tilde{\phi} \setminus \tilde{\phi}(C) \) and \( g(\pi_{d, \phi}) = \beta - d \circ \phi(\beta) \), \( \forall \beta \in C \).

Now, let us prove that \( \text{ Ker } \phi = \text{ Ker } \tilde{\phi} \). If \( x \in \text{ Ker } \phi \) then \( x \notin \text{ Ker } \phi \). That means that \( \sum_{k=0}^{t} \pi_{d, \phi}^k(\sigma) \in \text{ Ker } \phi \). That implies that \( \phi((1 - \pi_{t+1}^t)(x)) = \phi(d \circ \phi + \phi \circ d) \circ (\sum_{k=0}^{t} \pi_{d, \phi}^k(\sigma)) = \phi(d \circ \phi + \phi \circ d) \circ (\sum_{k=0}^{t} \pi_{d, \phi}^k(\sigma)) = 0 \) and, then \( \phi(x) = \phi \pi_{t+1}^t(x) = 0 \). In a similar manner, it is possible to deduce that \( \phi(C) = \phi(C) \) and that it also admits a combinatorial basis.

Let us now prove that the chain complex \( (\tilde{\phi}(C) \oplus (d \circ \phi)(C), d) \) is acyclic. We have that \( d(\tilde{\phi}(C)) \subset (d \circ \phi)(C) \) and \( d((d \circ \phi)(C)) = 0 \). Now, let us suppose that there is a chain \( x = x' + x'' \in \tilde{\phi}(C) \oplus (d \circ \phi)(C) \) such that \( d(x) = 0 \). This means that \( d(x') = 0 \). Since \( x' = \phi(z) \), then \( (d \circ \phi)(z) = 0 \). Due to the fact that the integral operator satisfy the SDR condition \( \phi \circ d \circ \phi = \phi \), we conclude that \( x' = 0 \).

Finally, the boundary operator of \( \mathcal{M}(C_d, \phi) \) is the differential operator \( d \) restricted to it and its acyclicity can be proved using Prop. 3.

Let us note that \( H_*(\mathcal{M}(C_d, \phi)) \cong H_*(K, \Lambda) \). Moreover, the boundary operator \( d_{\phi} \) of the Morse cell complex \( \mathcal{M}(C_d, \phi) \) have a clear interpretation in terms of gradient paths of \( \phi \).

**Proposition 7.** In the conditions of Prop. 6, and given a p-cell \( \alpha, \tilde{\phi}(\alpha) \) is an upper gradient \( \phi \)-path.

In [12, 1], a homology integral operator \( \phi \) is determined from a filtered cell complex using an incremental technique. The homology integral operator \( \phi \) gives rise in a natural way to a combinatorial integral function on \( K \). Using spanning homological forests techniques [11] and cancellation-like theorems [6] involving gradient paths, we can conclude that obtaining a combinatorial vector field on \( K \) is straightforward.
5 Conclusions

In this paper “homological forests” are presented as an useful tool towards the optimallity of a combinatorial gradient vector field defined over a finite cell complex. Relations between Effective Homology techniques and Discrete Morse Theory have been established, and a common dictionary of terms has been defined. This algebraic framework allows us to ensure the “reduction” of the initial complex to its minimal homological expression. The introduced structure allows a direct transition from the integral operator computed over a cell complex, to a minimal combinatorial gradient vector field.
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