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#### Abstract

This paper treats the existence of pullback attractors for the nonautonomous 2D Navier-Stokes equations in two different spaces, namely $L^{2}$ and $H^{1}$. The non-autonomous forcing term is taken in $L_{\text {loc }}^{2}\left(\mathbb{R} ; H^{-1}\right)$ and $L_{\text {loc }}^{2}\left(\mathbb{R} ; L^{2}\right)$ respectively for these two results: even in the autonomous case it is not straightforward to show the required asymptotic compactness of the flow with this regularity of the forcing term. Here we prove the asymptotic compactness of the corresponding processes by verifying the flattening property - also known as "condition (C)". We also show, using the semigroup method, that a little additional regularity $-f \in L_{\mathrm{loc}}^{p}\left(\mathbb{R} ; H^{-1}\right)$ or $f \in L_{\mathrm{loc}}^{p}\left(\mathbb{R} ; L^{2}\right)$ for some $p>2$ - is enough to ensure the existence of a compact pullback absorbing family (not only asymptotic compactness). Even in the autonomous case the existence of a compact absorbing set for this model is new when $f$ has such limited regularity.


1. Introduction. In this paper we consider the existence of attractors in $H$ (essentially $L^{2}$ ) and in $V$ (essentially $H^{1}$ ) for the incompressible two-dimensional NavierStokes equations

$$
u_{t}-\nu \Delta u+(u \cdot \nabla) u+\nabla p=f(t) \quad \nabla \cdot u=0
$$

when the forcing term has the minimal regularity required to obtain solutions that evolve continuously in these phase spaces. Similar problems have previously been considered by Rosa [24] in the autonomous case (in the phase space $H$ with $f \in$ $V^{\prime}$ ), and by García-Luengo et al. [13] in the non-autonomous case (in the phase space $V$ with $f$ satisfying the same conditions as in this paper). In all these cases, the existence of attractors has been shown by proving some sort of asymptotic compactness of the corresponding flow (or process in the non-autonomous case).

To verify asymptotic compactness one can either proceed directly, or make use of a splitting of the solutions into high and low components. Such a splitting is a very common technique in the study of the qualitative behaviour of solutions for

[^0]PDE problems, in particular when considering the long-time behaviour of dynamics, as in the construction of invariant manifolds $[6,15]$ and inertial manifolds $[10,7]$, the squeezing property [9, 26], the notion of 'determining modes' $[8,16]$, and the theory of attractors [20]. In the context of proofs of the existence of attractors it was formalised by Ma, Wang, and Zhong [20] as their celebrated 'condition (C)'. A more descriptive terminology, 'the flattening property', was coined by Kloeden and Langa [17], and we adopt this terminology here. However, it is worth making the observation that this is not so much a 'property' as a (powerful) technique for obtaining the asymptotic compactness of a flow, be it autonomous or nonautonomous. We return to this point of view later in the paper.

Here we consider attractors in both $H$ and $V$. We show that when $f \in L_{\mathrm{loc}}^{2}\left(\mathbb{R} ; V^{\prime}\right)$ - which is the minimum regularity of $f$ consistent with weak solutions that have $u \in$ $L_{\mathrm{loc}}^{2}(\mathbb{R} ; V)$ and $u_{t} \in L_{\mathrm{loc}}^{2}\left(\mathbb{R} ; V^{\prime}\right)$ - the process is pullback asymptotically compact. We do this using the method developed in [13], and also show as a consequence that the process satisfies 'Condition (C)'. With only a little more regularity of $f$, namely $f \in L_{\mathrm{loc}}^{p}\left(\mathbb{R} ; V^{\prime}\right)$ for some $p>2$, we are able to show, using the semigroup approach of Fujita and Kato [11] and ideas from the $\epsilon$-regularity theory developed by Arrieta and Carvalho [1], that in fact there is a compact pullback absorbing family in $H$. In particular, in the autonomous case it follows that for $f \in V^{\prime}$ there is a compact absorbing set. All the proofs depend in a crucial way on Lemma 4.5, which (essentially) guarantees the asymptotic compactness in $H$.

To treat attractors in $V$ when $f \in L_{\mathrm{loc}}^{2}(\mathbb{R} ; H)$ is significantly more straightforward. One can seek to prove asymptotic compactness directly, as in [13], but this is little easier than the analysis we present here for the phase space $H$. In fact in this case use of the Fourier splitting technique ('the flattening property') makes the analysis significantly simpler, and the argument is much shorter than that in [13]. With a little extra regularity (again, $f \in L_{\mathrm{loc}}^{p}(\mathbb{R} ; H)$ for some $p>2$ ) the semigroup approach yields - in this case very quickly - the existence of a compact pullback absorbing family in $V$.

Our goal in this paper is to obtain the flattening property for a non-autonomous 2D Navier-Stokes model in different norms, namely in $L^{2}$ and $H^{1}$, when the forcing has the minimal regularity for generating weak and strong solutions, respectively.

While in the case of $L^{2}$ a direct proof of asymptotic compactness is no harder than a proof of the flattening property (indeed, we will obtain both from Lemma 4.5 , the asymptotic compactness following almost immediately), in $H^{1}$ a proof of asymptotic compactness via the flattening property is significantly shorter than proofs in previous papers, see [9] and [22, 13], which were based on more involved inequalities and on the energy method used by Rosa [24], respectively. This is due to the fact that there are stronger estimates available for the nonlinear term in $H^{1}$ than in $L^{2}$ :

$$
|b(u, u, q)| \leq c|u|\|u\|\|q\|, \quad|b(u, u, A q)| \leq c\|u\||u|^{1 / 2}\|\nabla u\|^{1 / 2}\|\nabla q\|
$$

where $\|\cdot\|$ denotes the norm in $H^{1}$, see properties (4) and (5), below.
The structure of the paper is as follows. Section 2 contains some preliminaries, including the functional setting of the problem. Section 3 is devoted to recalling standard results from the theory of pullback attractors (within the framework of time-dependent universes of sets), such as existence and comparison, and the flattening property in a Banach space.

The analysis in the space $L^{2}$ for $u_{\tau} \in L^{2}$ and $f \in L_{\mathrm{loc}}^{2}\left(\mathbb{R} ; V^{\prime}\right)$ is carried out in Section 4, where we conclude the existence of minimal pullback attractors for a universe not only of fixed bounded sets but also for a set of tempered universes, that depends on integrability conditions of the force in the problem under a suitable weight, namely

$$
\begin{equation*}
\int_{-\infty}^{0} e^{\mu t}\|f(t)\|_{*}^{2} d t<\infty \tag{1}
\end{equation*}
$$

for some $0<\mu<2 \nu \lambda_{1}$, where $\lambda_{1}$ is the first eigenvalue of the Stokes operator. As announced before, we obtain the existence of a compact pullback absorbing family in $H$ if we strengthen the regularity of $f$ to $f \in L_{\mathrm{loc}}^{p}\left(\mathbb{R} ; V^{\prime}\right)$ for some $p>2$.

We then establish additional regularity results in Section 5 , under the assumption that $f \in L_{\text {loc }}^{2}(\mathbb{R} ; H)$ and an integrability condition similar to (1); we obtain the flattening property in the $H^{1}$ norm, which implies the asymptotic compactness of the corresponding process in this norm, to finish with the existence of minimal pullback attractors and comparison among them under suitable additional assumptions. Again, we are able to show the existence of a compact pullback absorbing family in $V$ if we strengthen the regularity of $f$ to $f \in L_{\mathrm{loc}}^{p}(\mathbb{R} ; H)$ for some $p>2$.
2. Statement of the problem. Let $\Omega \subset \mathbb{R}^{2}$ be an open bounded set with smooth enough boundary $\partial \Omega$, and consider an arbitrary initial time $\tau \in \mathbb{R}$, and the following Navier-Stokes problem:

$$
\left\{\begin{array}{l}
\frac{\partial u}{\partial t}-\nu \Delta u+(u \cdot \nabla) u+\nabla p=f(t) \quad \text { in } \Omega \times(\tau, \infty)  \tag{2}\\
\operatorname{div} u=0 \quad \text { in } \Omega \times(\tau, \infty) \\
u=0 \quad \text { on } \partial \Omega \times(\tau, \infty) \\
u(x, \tau)=u_{\tau}(x), \quad x \in \Omega
\end{array}\right.
$$

where we assume that $\nu>0$ is the kinematic viscosity, $u=\left(u_{1}, u_{2}\right)$ is the velocity field of the fluid, $p$ is the pressure, $u_{\tau}$ is the initial velocity field, and $f$ is an external force term depending on time.

To start, we consider the usual spaces in the variational theory of Navier-Stokes equations:

$$
\mathcal{V}=\left\{u \in\left(C_{0}^{\infty}(\Omega)\right)^{2}: \operatorname{div} u=0\right\}
$$

$H=$ the closure of $\mathcal{V}$ in $\left(L^{2}(\Omega)\right)^{2}$ with the norm $|\cdot|$, and inner product $(\cdot, \cdot)$, where for $u, v \in\left(L^{2}(\Omega)\right)^{2}$,

$$
(u, v)=\sum_{j=1}^{2} \int_{\Omega} u_{j}(x) v_{j}(x) d x
$$

$V=$ the closure of $\mathcal{V}$ in $\left(H_{0}^{1}(\Omega)\right)^{2}$ with the norm $\|\cdot\|$ associated to the inner product $((\cdot, \cdot))$, where for $u, v \in\left(H_{0}^{1}(\Omega)\right)^{2}$,

$$
((u, v))=\sum_{i, j=1}^{2} \int_{\Omega} \frac{\partial u_{j}}{\partial x_{i}} \frac{\partial v_{j}}{\partial x_{i}} d x
$$

We will use $\|\cdot\|_{*}$ for the norm in $V^{\prime}$ and $\langle\cdot, \cdot\rangle$ for the duality product between $V^{\prime}$ and $V$. We consider every element $h \in H$ as an element of $V^{\prime}$, given by the equality $\langle h, v\rangle=(h, v)$ for all $v \in V$. Then, it follows that $V \subset H \subset V^{\prime}$, where the injections are dense and compact.

Define the operator $A: V \rightarrow V^{\prime}$ as $\langle A u, v\rangle=((u, v))$ for all $u, v \in V$. Let us denote by $D(A)=\{u \in V: A u \in H\}$. By the regularity of $\partial \Omega$, one has $D(A)=\left(H^{2}(\Omega)\right)^{2} \cap V$, and $A u=-P \Delta u$ for all $u \in D(A)$ is the Stokes operator ( $P$ is the ortho-projector from $\left(L^{2}(\Omega)\right)^{2}$ onto $H$ ). On $D(A)$ we consider the norm $|\cdot|_{D(A)}$ defined by $|u|_{D(A)}=|A u|$. Observe that on $D(A)$ the norms $\|\cdot\|_{\left(H^{2}(\Omega)\right)^{2}}$ and $|\cdot|_{D(A)}$ are equivalent (see [5] or [25]), and $D(A)$ is compactly and densely injected in $V$.

Let us define

$$
b(u, v, w)=\sum_{i, j=1}^{2} \int_{\Omega} u_{i} \frac{\partial v_{j}}{\partial x_{i}} w_{j} d x
$$

for all functions $u, v, w: \Omega \rightarrow \mathbb{R}^{2}$ for which the right-hand side is well defined.
In particular, $b$ has sense for all $u, v, w \in V$, and is a continuous trilinear form on $V \times V \times V$.

Some useful properties concerning $b$ that we will use throughout the paper are the following (see [26] or [23]):

$$
\begin{align*}
b(u, v, w) & =-b(u, w, v) \quad \forall u, v, w \in V  \tag{3}\\
|b(u, v, w)| & \leq 2^{-1 / 2}|u|^{1 / 2}\|u\|^{1 / 2}\|v\||w|^{1 / 2}\|w\|^{1 / 2} \quad \forall u, v, w \in V \tag{4}
\end{align*}
$$

and there exists a constant $C_{1}>0$, depending only on $\Omega$, such that

$$
\begin{equation*}
|b(u, v, w)| \leq C_{1}|u|^{1 / 2}|A u|^{1 / 2}\|v\||w| \quad \forall u \in D(A), v \in V, w \in H \tag{5}
\end{equation*}
$$

For any $u, v \in V$, we will also denote by $B(u, v)$ the operator of $V^{\prime}$ given by

$$
\langle B(u, v), w\rangle=b(u, v, w) \quad \forall w \in V
$$

and $B(u)=B(u, u)$.
Assume that $u_{\tau} \in H$ and $f \in L_{\mathrm{loc}}^{2}\left(\mathbb{R} ; V^{\prime}\right)$.
Definition 2.1. A weak solution to (2) is a function $u$ that belongs to $L^{2}(\tau, T ; V)$ $\cap L^{\infty}(\tau, T ; H)$ for all $T>\tau$, with $u(\tau)=u_{\tau}$, and such that for all $v \in V$,

$$
\begin{equation*}
\frac{d}{d t}(u(t), v)+\nu\langle A u(t), v\rangle+b(u(t), u(t), v)=\langle f(t), v\rangle \tag{6}
\end{equation*}
$$

where the equation must be understood in the sense of $\mathcal{D}^{\prime}(\tau, \infty)$.
Note that for the right-hand side to be defined we certainly require $f(t) \in V^{\prime}$ for almost every $t>\tau$; we choose $f \in L_{\mathrm{loc}}^{2}\left(\mathbb{R} ; V^{\prime}\right)$ so that we can interpret the initial condition and obtain an energy equality for solutions. Indeed, if $u$ is a weak solution to (2) and $f \in L_{\mathrm{loc}}^{2}\left(\mathbb{R} ; V^{\prime}\right)$ then from (6) we deduce that for any $T>\tau$, one has $u^{\prime} \in L^{2}\left(\tau, T ; V^{\prime}\right)$, and so $u \in C([\tau, \infty) ; H)$, whence the initial datum has full sense. Moreover, in this case the following energy equality holds:

$$
|u(t)|^{2}+2 \nu \int_{s}^{t}\|u(r)\|^{2} d r=|u(s)|^{2}+2 \int_{s}^{t}\langle f(r), u(r)\rangle d r \quad \forall \tau \leq s \leq t
$$

In Section 4 we will prove the existence of pullback attractors in $H$ with this (minimal) regularity requirement on $f$, coupled with the boundedness condition

$$
\begin{equation*}
\int_{-\infty}^{0} e^{\mu s}\|f(s)\|_{*}^{2} d s<\infty \tag{7}
\end{equation*}
$$

for some $\mu \in\left(0,2 \nu \lambda_{1}\right)$.
A notion of more regular solution is also suitable for problem (2).

Definition 2.2. A strong solution to problem (2) is a weak solution $u$ to (2) such that $u$ belongs to $L^{2}(\tau, T ; D(A)) \cap L^{\infty}(\tau, T ; V)$ for all $T>\tau$.

If $f \in L_{\mathrm{loc}}^{2}(\mathbb{R} ; H)$ and $u$ is a strong solution to (2), then $u^{\prime} \in L^{2}(\tau, T ; H)$ for all $T>\tau$, and so $u \in C([\tau, \infty) ; V)$. In this case the following energy equality holds:

$$
\begin{align*}
& \|u(t)\|^{2}+2 \nu \int_{s}^{t}|A u(r)|^{2} d r+2 \int_{s}^{t} b(u(r), u(r), A u(r)) d r \\
= & \|u(s)\|^{2}+2 \int_{s}^{t}(f(r), A u(r)) d r \quad \forall \tau \leq s \leq t . \tag{8}
\end{align*}
$$

We study pullback attractors in the space $V$ in Section 5, again taking the minimal regularity requirement on $f$ for the existence of such solutions, along with a condition parallel to (7), namely

$$
\int_{-\infty}^{0} e^{\mu s}|f(s)|^{2} d s<\infty
$$

for some $\mu \in\left(0,2 \nu \lambda_{1}\right)$.
3. Abstract results on minimal pullback attractors. Pullback $\widehat{D}_{0}$-flattening property. In this section we recall some results from [13] about the existence of minimal pullback attractors (see also $[2,3,21]$ ).

Let $\left(X, d_{X}\right)$ be a metric space, and define $\mathbb{R}_{d}^{2}=\left\{(t, \tau) \in \mathbb{R}^{2}: \tau \leq t\right\}$.
A process $U$ on $X$ is a mapping $\mathbb{R}_{d}^{2} \times X \ni(t, \tau, x) \mapsto U(t, \tau) x \in X$ such that $U(\tau, \tau) x=x$ for any $(\tau, x) \in \mathbb{R} \times X$, and $U(t, r)(U(r, \tau) x)=U(t, \tau) x$ for any $\tau \leq r \leq t$ and all $x \in X$.

Definition 3.1. Let $U$ be a process on $X$.
(a) $U$ is said to be continuous if for any pair $\tau \leq t$, the mapping $U(t, \tau): X \rightarrow X$ is continuous.
(b) $U$ is said to be closed if for any $\tau \leq t$, and any sequence $\left\{x_{n}\right\} \subset X$, if $x_{n} \rightarrow x \in X$ and $U(t, \tau) x_{n} \rightarrow y \in X$, then $U(t, \tau) x=y$.

It is clear that every continuous process is closed.
Let us denote by $\mathcal{P}(X)$ the family of all nonempty subsets of $X$, and consider a family of nonempty sets $\widehat{D}_{0}=\left\{D_{0}(t): t \in \mathbb{R}\right\} \subset \mathcal{P}(X)$.
Definition 3.2. We say that a process $U$ on $X$ is pullback $\widehat{D}_{0}$-asymptotically compact if for any $t \in \mathbb{R}$ and any sequences $\left\{\tau_{n}\right\} \subset(-\infty, t]$ and $\left\{x_{n}\right\} \subset X$ satisfying $\tau_{n} \rightarrow-\infty$ and $x_{n} \in D_{0}\left(\tau_{n}\right)$ for all $n$, the sequence $\left\{U\left(t, \tau_{n}\right) x_{n}\right\}$ is relatively compact in $X$.

Define

$$
\Lambda\left(\widehat{D}_{0}, t\right)=\bigcap_{s \leq t}{\overline{\bigcup_{\tau \leq s}} U(t, \tau) D_{0}(\tau)}^{X} \quad \forall t \in \mathbb{R}
$$

where $\overline{\{\cdots\}}^{X}$ is the closure in $X$.
Given two subsets of $X, \mathcal{O}_{1}$ and $\mathcal{O}_{2}$, we denote by $\operatorname{dist}_{X}\left(\mathcal{O}_{1}, \mathcal{O}_{2}\right)$ the Hausdorff semi-distance in $X$ between them, defined as

$$
\operatorname{dist}_{X}\left(\mathcal{O}_{1}, \mathcal{O}_{2}\right)=\sup _{x \in \mathcal{O}_{1}} \inf _{y \in \mathcal{O}_{2}} d_{X}(x, y)
$$

Let $\mathcal{D}$ be a nonempty class of families parameterized in time $\widehat{D}=\{D(t): t \in$ $\mathbb{R}\} \subset \mathcal{P}(X)$. The class $\mathcal{D}$ will be called a universe in $\mathcal{P}(X)$.

Definition 3.3. A process $U$ on $X$ is said to be pullback $\mathcal{D}$-asymptotically compact if it is pullback $\widehat{D}$-asymptotically compact for any $\widehat{D} \in \mathcal{D}$.

We say that $\widehat{D}_{0}=\left\{D_{0}(t): t \in \mathbb{R}\right\} \subset \mathcal{P}(X)$ is pullback $\mathcal{D}$-absorbing for the process $U$ on $X$ if for any $t \in \mathbb{R}$ and any $\widehat{D} \in \mathcal{D}$, there exists a $\tau_{0}(\widehat{D}, t) \leq t$ such that

$$
U(t, \tau) D(\tau) \subset D_{0}(t) \quad \forall \tau \leq \tau_{0}(\widehat{D}, t)
$$

We have the following result (see [13, Theorem 3.11]).
Theorem 3.4. Consider a closed process $U: \mathbb{R}_{d}^{2} \times X \rightarrow X$, a universe $\mathcal{D}$ in $\mathcal{P}(X)$, and a family $\widehat{D}_{0}=\left\{D_{0}(t): t \in \mathbb{R}\right\} \subset \mathcal{P}(X)$ that is pullback $\mathcal{D}$-absorbing for $U$, and assume also that $U$ is pullback $\widehat{D}_{0}$-asymptotically compact.

Then, the family $\mathcal{A}_{\mathcal{D}}=\left\{\mathcal{A}_{\mathcal{D}}(t): t \in \mathbb{R}\right\}$ defined by $\mathcal{A}_{\mathcal{D}}(t)={\overline{\bigcup_{\widehat{D} \in \mathcal{D}} \Lambda(\widehat{D}, t)}}^{X}$, has the following properties:
(a) for any $t \in \mathbb{R}$, the set $\mathcal{A}_{\mathcal{D}}(t)$ is a nonempty compact subset of $X$, and $\mathcal{A}_{\mathcal{D}}(t) \subset$ $\Lambda\left(\widehat{D}_{0}, t\right)$,
(b) $\mathcal{A}_{\mathcal{D}}$ is pullback $\mathcal{D}$-attracting, i.e. $\lim _{\tau \rightarrow-\infty} \operatorname{dist}_{X}\left(U(t, \tau) D(\tau), \mathcal{A}_{\mathcal{D}}(t)\right)=0$ for all $\widehat{D} \in \mathcal{D}$, and any $t \in \mathbb{R}$,
(c) $\mathcal{A}_{\mathcal{D}}$ is invariant, i.e. $U(t, \tau) \mathcal{A}_{\mathcal{D}}(\tau)=\mathcal{A}_{\mathcal{D}}(t)$ for all $(t, \tau) \in \mathbb{R}_{d}^{2}$,
(d) if $\widehat{D}_{0} \in \mathcal{D}$, then $\mathcal{A}_{\mathcal{D}}(t)=\Lambda\left(\widehat{D}_{0}, t\right) \subset{\overline{D_{0}(t)}}^{X}$ for all $t \in \mathbb{R}$.

The family $\mathcal{A}_{\mathcal{D}}$ is minimal in the sense that if $\widehat{C}=\{C(t): t \in \mathbb{R}\} \subset \mathcal{P}(X)$ is a family of closed sets such that for any $\widehat{D}=\{D(t): t \in \mathbb{R}\} \in \mathcal{D}, \lim _{\tau \rightarrow-\infty} \operatorname{dist}_{X}(U(t, \tau) D(\tau)$, $C(t))=0$, then $\mathcal{A}_{\mathcal{D}}(t) \subset C(t)$.

A family $\mathcal{A}_{\mathcal{D}}$ that satisfies properties (a)-(c) in Theorem 3.4 is called a minimal pullback $\mathcal{D}$-attractor for the process $U$. If $\mathcal{A}_{\mathcal{D}} \in \mathcal{D}$ then it is the unique family of closed subsets in $\mathcal{D}$ that satisfies (b) and (c).

Sufficient conditions that $\mathcal{A}_{\mathcal{D}} \in \mathcal{D}$ are
(i) $\widehat{D}_{0} \in \mathcal{D}$,
(ii) the set $D_{0}(t)$ is closed for all $t \in \mathbb{R}$, and
(iii) the universe $\mathcal{D}$ is inclusion-closed, i.e. if $\widehat{D} \in \mathcal{D}$, and $\widehat{D}^{\prime}=\left\{D^{\prime}(t): t \in \mathbb{R}\right\} \subset$ $\mathcal{P}(X)$ with $D^{\prime}(t) \subset D(t)$ for all $t$, then $\widehat{D}^{\prime} \in \mathcal{D}$.
We will denote by $\mathcal{D}_{F}^{X}$ the universe of fixed nonempty bounded subsets of $X$, i.e., the class of all families $\widehat{D}$ of the form $\widehat{D}=\{D(t)=D: t \in \mathbb{R}\}$ with $D$ a fixed nonempty bounded subset of $X$.

Now, it is easy to conclude the following result [21].
Corollary 1. Under the assumptions of Theorem 3.4, if the universe $\mathcal{D}$ contains the universe $\mathcal{D}_{F}^{X}$, then both attractors, $\mathcal{A}_{\mathcal{D}_{F}^{X}}$ and $\mathcal{A}_{\mathcal{D}}$, exist, and $\mathcal{A}_{\mathcal{D}_{F}^{X}}(t) \subset \mathcal{A}_{\mathcal{D}}(t)$ for all $t \in \mathbb{R}$.

Moreover, if for some $T \in \mathbb{R}$, the set $\cup_{t \leq T} D_{0}(t)$ is a bounded subset of $X$, then $\mathcal{A}_{\mathcal{D}_{F}^{X}}(t)=\mathcal{A}_{\mathcal{D}}(t)$ for all $t \leq T$.

Now, we introduce a notion which is a slight modification of Ma, Wang, and Zhong's "Condition (C)" [20] (re-christened the "flattening property" by Kloeden and Langa [17]), after Definition XXX in the book by Carvalho, Langa, and Robinson [4], where $P_{\varepsilon}$ need not be a projection operator.

Definition 3.5. Assume that $X$ is a Banach space with norm $\|\cdot\|_{X}$, and $\widehat{D}_{0}=$ $\left\{D_{0}(t): t \in \mathbb{R}\right\} \subset \mathcal{P}(X)$ is a given family. We will say that the process $U$ on $X$ satisfies the pullback $\widehat{D}_{0}$-flattening property if for any $t \in \mathbb{R}$, and $\varepsilon>0$, there exist $\tau_{\varepsilon}<t$, a finite dimensional subspace $X_{\varepsilon}$ of $X$, and a mapping $P_{\varepsilon}: X \rightarrow X_{\varepsilon}$, all depending on $\widehat{D}_{0}, t$ and $\varepsilon$, such that

$$
\left\{P_{\varepsilon} U(t, \tau) u_{\tau}: \tau \leq \tau_{\varepsilon}, u_{\tau} \in D_{0}(\tau)\right\} \text { is bounded in } X
$$

and

$$
\left\|\left(I-P_{\varepsilon}\right) U(t, \tau) u_{\tau}\right\|_{X}<\varepsilon \quad \text { for any } \tau \leq \tau_{\varepsilon}, u_{\tau} \in D_{0}(\tau)
$$

Similarly to the results in [20] and [17] (see also [4]) we will see that to show that a process $U$ is pullback $\widehat{D}_{0}$-asymptotically compact, it is enough to verify the pullback $\widehat{D}_{0}$-flattening property given in the definition above.
Proposition 1. Assume that $X$ is a Banach space and $\widehat{D}_{0}=\left\{D_{0}(t): t \in \mathbb{R}\right\} \subset$ $\mathcal{P}(X)$ is a given family such that the process $U$ on $X$ satisfies the pullback $\widehat{D}_{0}$ flattening property. Then the process $U$ is pullback $\widehat{D}_{0}$-asymptotically compact.

Proof. Let $t \in \mathbb{R}$, a sequence $\left\{\tau_{n}\right\} \subset(-\infty, t]$ such that $\tau_{n} \rightarrow-\infty$, and a sequence $\left\{x_{n}\right\} \subset X$ such that $x_{n} \in D_{0}\left(\tau_{n}\right)$ for all $n$, be fixed.

For a fixed integer $k \geq 1$, by the pullback $\widehat{D}_{0}$-flattening property, there exist $N_{k} \geq 1$, a finite dimensional subspace $X_{k}$ of $X$, and a mapping $P_{k}: X \rightarrow X_{k}$, such that $\left\{P_{k} U\left(t, \tau_{n}\right) x_{n}: n \geq N_{k}\right\}$ is a bounded subset of $X_{k}$, and therefore a relatively compact subset of $X$, and $\left\|\left(I-P_{k}\right) U\left(t, \tau_{n}\right) x_{n}\right\|_{X} \leq 1 /(2 k)$ for all $n \geq N_{k}$. Thus, $\left\{U\left(t, \tau_{n}\right) x_{n}: n \geq 1\right\}$ can be covered by a finite number of balls in $X$ of radius $1 / k$. As $k$ is arbitrary, it is not difficult to check that $\left\{U\left(t, \tau_{n}\right) x_{n}: n \geq 1\right\}$ possesses a Cauchy subsequence in $X$. Since $X$ is complete, this subsequence is convergent, whence $\left\{U\left(t, \tau_{n}\right) x_{n}: n \geq 1\right\}$ is relatively compact in $X$.

Remark 1. It can be proved (see [4]) that, reciprocally, when $X$ is a uniformly convex Banach space, if the process $U$ is pullback $\widehat{D}_{0}$-asymptotically compact, then it satisfies the pullback $\widehat{D}_{0}$-flattening property.

Finally, we recall an abstract result that allows us to compare two attractors for a process under appropriate assumptions (cf. [13, Theorem 3.15]).
Theorem 3.6. Let $\left\{\left(X_{i}, d_{X_{i}}\right)\right\}_{i=1,2}$ be two metric spaces such that $X_{1} \subset X_{2}$ with continuous injection, and for $i=1$, 2 , let $\mathcal{D}_{i}$ be a universe in $\mathcal{P}\left(X_{i}\right)$, with $\mathcal{D}_{1} \subset \mathcal{D}_{2}$. Assume that we have a map $U$ that acts as a process in both cases, i.e., $U: \mathbb{R}_{d}^{2} \times X_{i} \rightarrow$ $X_{i}$ for $i=1,2$ is a process.

For each $t \in \mathbb{R}$, let us denote

$$
\mathcal{A}_{i}(t)={\overline{\bigcup_{\widehat{D}_{i} \in \mathcal{D}_{i}}} \Lambda_{i}\left(\widehat{D}_{i}, t\right)}^{X_{i}} \quad i=1,2
$$

where the subscript $i$ in the symbol of the omega-limit set $\Lambda_{i}$ is used to denote the dependence of the respective topology.

Then, $\mathcal{A}_{1}(t) \subset \mathcal{A}_{2}(t)$ for all $t \in \mathbb{R}$.
If in addition
(i) $\mathcal{A}_{1}(t)$ is a compact subset of $X_{1}$ for all $t \in \mathbb{R}$, and
(ii) for any $\widehat{D}_{2} \in \mathcal{D}_{2}$ and any $t \in \mathbb{R}$, there exist a family $\widehat{D}_{1} \in \mathcal{D}_{1}$ and a $t_{\widehat{D}_{1}}^{*} \leq t$ (both possibly depending on $t$ and $\widehat{D}_{2}$ ), such that $U$ is pullback $\widehat{D}_{1}$ asymptotically compact, and for any $s \leq t_{\widehat{D}_{1}}^{*}$ there exists a $\tau_{s} \leq s$ such that $U(s, \tau) D_{2}(\tau) \subset D_{1}(s)$ for all $\tau \leq \tau_{s}$,
then $\mathcal{A}_{1}(t)=\mathcal{A}_{2}(t)$ for all $t \in \mathbb{R}$.
4. Existence of minimal pullback attractors in $H$ norm. Now, we define a suitable process $U$ on $H$ associated to problem (2), and, by the previous results, we are able to obtain the existence of minimal pullback attractors by using the pullback flattening property. As pointed out in the Introduction, the proofs of the flattening property and the asymptotic compactness of this process are in fact very similar.

Results concerning existence and uniqueness of weak solutions for problem (2), and continuity with respect to the initial condition, summarized in the following theorem and proposition, are well known (see [19, 23, 26], for example).

Theorem 4.1. Let $f \in L_{\mathrm{loc}}^{2}\left(\mathbb{R} ; V^{\prime}\right)$ be given. Then, for each $\tau \in \mathbb{R}$ and $u_{\tau} \in H$, there exists a unique weak solution $u(\cdot)=u\left(\cdot ; \tau, u_{\tau}\right)$ of (2).

Moreover, if $f \in L_{\mathrm{loc}}^{2}(\mathbb{R} ; H)$, then
(a) $u \in C([\tau+\varepsilon, T] ; V) \cap L^{2}(\tau+\varepsilon, T ; D(A))$ for all $T>\tau+\varepsilon>\tau$.
(b) If $u_{\tau} \in V$, in fact $u$ is a strong solution of (2).

Therefore, when $f \in L_{\text {loc }}^{2}\left(\mathbb{R} ; V^{\prime}\right)$, we can define a process $U: \mathbb{R}_{d}^{2} \times H \rightarrow H$ as

$$
\begin{equation*}
U(t, \tau) u_{\tau}=u\left(t ; \tau, u_{\tau}\right) \quad \forall(t, \tau) \in \mathbb{R}_{d}^{2}, u_{\tau} \in H \tag{9}
\end{equation*}
$$

and if $f \in L_{\mathrm{loc}}^{2}(\mathbb{R} ; H)$, the restriction of this process to $\mathbb{R}_{d}^{2} \times V$ is a process on $V$.
Proposition 2. If $f \in L_{\mathrm{loc}}^{2}\left(\mathbb{R} ; V^{\prime}\right)$, for any pair $(t, \tau) \in \mathbb{R}_{d}^{2}$, the map $U(t, \tau)$ is continuous from $H$ into $H$. Moreover, if $f \in L_{\mathrm{loc}}^{2}(\mathbb{R} ; H)$, then $U(t, \tau)$ is also continuous from $V$ into $V$.

The following result guarantees the existence of a pullback absorbing family for the process $U$ on $H$.

Lemma 4.2. Let $f \in L_{\mathrm{loc}}^{2}\left(\mathbb{R} ; V^{\prime}\right)$ be given and consider any fixed $\mu \in\left(0,2 \nu \lambda_{1}\right)$. Then, for any $\tau \in \mathbb{R}$, and $u_{\tau} \in H$, the solution $u(\cdot)=u\left(\cdot ; \tau, u_{\tau}\right)$ to (2) satisfies

$$
\begin{equation*}
|u(t)|^{2} \leq e^{-\mu(t-\tau)}\left|u_{\tau}\right|^{2}+\frac{e^{-\mu t}}{2 \nu-\mu \lambda_{1}^{-1}} \int_{\tau}^{t} e^{\mu \theta}\|f(\theta)\|_{*}^{2} d \theta \quad \forall t \geq \tau \tag{10}
\end{equation*}
$$

Proof. By the energy equality we have

$$
\frac{d}{d \theta}|u(\theta)|^{2}+2 \nu\|u(\theta)\|^{2}=2\langle f(\theta), u(\theta)\rangle, \quad \text { a.e. } \theta>\tau
$$

and therefore,

$$
\frac{d}{d \theta}\left(e^{\mu \theta}|u(\theta)|^{2}\right)+2 \nu e^{\mu \theta}\|u(\theta)\|^{2}=\mu e^{\mu \theta}|u(\theta)|^{2}+2 e^{\mu \theta}\langle f(\theta), u(\theta)\rangle, \quad \text { a.e. } \theta>\tau
$$

Observing that by Young's inequality,

$$
2|\langle f(\theta), u(\theta)\rangle| \leq \frac{1}{2 \nu-\mu \lambda_{1}^{-1}}\|f(\theta)\|_{*}^{2}+\left(2 \nu-\mu \lambda_{1}^{-1}\right)\|u(\theta)\|^{2}
$$

from above we deduce

$$
\frac{d}{d \theta}\left(e^{\mu \theta}|u(\theta)|^{2}\right) \leq \frac{e^{\mu \theta}}{2 \nu-\mu \lambda_{1}^{-1}}\|f(\theta)\|_{*}^{2}, \quad \text { a.e. } \theta>\tau
$$

and thus, integrating in time,

$$
e^{\mu t}|u(t)|^{2} \leq e^{\mu \tau}\left|u_{\tau}\right|^{2}+\frac{1}{2 \nu-\mu \lambda_{1}^{-1}} \int_{\tau}^{t} e^{\mu \theta}\|f(\theta)\|_{*}^{2} d \theta \quad \forall t \geq \tau
$$

So, from this last inequality we obtain (10).
Once the above estimate has been established, we introduce the following universe in $\mathcal{P}(H)$.

Definition 4.3. For any $\mu>0$, we will denote by $\mathcal{D}_{\mu}^{H}$ the class of all families of nonempty subsets $\widehat{D}=\{D(t): t \in \mathbb{R}\} \subset \mathcal{P}(H)$ such that

$$
\lim _{\tau \rightarrow-\infty}\left(e^{\mu \tau} \sup _{v \in D(\tau)}|v|^{2}\right)=0
$$

Accordingly to the notation introduced in the previous section, $\mathcal{D}_{F}^{H}$ will denote the class of families $\widehat{D}=\{D(t)=D: t \in \mathbb{R}\}$ with $D$ a fixed nonempty bounded subset of $H$.

Observe that for any $\mu>0, \mathcal{D}_{F}^{H} \subset \mathcal{D}_{\mu}^{H}$ and that the universe $\mathcal{D}_{\mu}^{H}$ is inclusionclosed.

Corollary 2. Suppose that $f \in L_{\mathrm{loc}}^{2}\left(\mathbb{R} ; V^{\prime}\right)$ satisfies

$$
\begin{equation*}
\int_{-\infty}^{0} e^{\mu s}\|f(s)\|_{*}^{2} d s<\infty \quad \text { for some } \mu \in\left(0,2 \nu \lambda_{1}\right) \tag{11}
\end{equation*}
$$

Then, the family $\widehat{D}_{0}=\left\{D_{0}(t): t \in \mathbb{R}\right\}$ defined by $D_{0}(t)=\bar{B}_{H}\left(0, R_{H}(t)\right)$, the closed ball in $H$ of center zero and radius $R_{H}(t)$, where

$$
R_{H}^{2}(t)=1+\frac{e^{-\mu t}}{2 \nu-\mu \lambda_{1}^{-1}} \int_{-\infty}^{t} e^{\mu s}\|f(s)\|_{*}^{2} d s
$$

is pullback $\mathcal{D}_{\mu}^{H}$-absorbing for the process $U$ on $H$ given by (9) (and thus pullback $\mathcal{D}_{F}^{H}$-absorbing too), and $\widehat{D}_{0} \in \mathcal{D}_{\mu}^{H}$.

Now, we establish several estimates for the process $U$ in finite intervals of time when the initial time is sufficiently shifted in a pullback sense.
Lemma 4.4. Assume that $f \in L_{\mathrm{loc}}^{2}\left(\mathbb{R} ; V^{\prime}\right)$ satisfies (11). Then, for any $t \in \mathbb{R}$ and $\widehat{D} \in \mathcal{D}_{\mu}^{H}$, there exists $\tau_{1}(\widehat{D}, t)<t-2$, such that for any $\tau \leq \tau_{1}(\widehat{D}, t)$ and any $u_{\tau} \in D(\tau)$,

$$
\begin{align*}
\left|u\left(r ; \tau, u_{\tau}\right)\right|^{2} & \leq \rho_{1}^{2}(t) \quad \forall r \in[t-2, t]  \tag{12}\\
\nu \int_{r-1}^{r}\left\|u\left(\theta ; \tau, u_{\tau}\right)\right\|^{2} d \theta & \leq \rho_{2}^{2}(t) \quad \forall r \in[t-1, t]  \tag{13}\\
\int_{r-1}^{r}\left\|u^{\prime}\left(\theta ; \tau, u_{\tau}\right)\right\|_{*}^{2} d \theta & \leq \rho_{3}^{2}(t) \quad \forall r \in[t-1, t] \tag{14}
\end{align*}
$$

where

$$
\begin{aligned}
\rho_{1}^{2}(t) & =1+e^{-\mu(t-2)}\left(2 \nu-\mu \lambda_{1}^{-1}\right)^{-1} \int_{-\infty}^{t} e^{\mu \theta}\|f(\theta)\|_{*}^{2} d \theta \\
\rho_{2}^{2}(t) & =\rho_{1}^{2}(t)+\nu^{-1} \int_{t-2}^{t}\|f(\theta)\|_{*}^{2} d \theta \\
\rho_{3}^{2}(t) & =3 \nu \rho_{2}^{2}(t)+\frac{3}{2} \rho_{1}^{2}(t) \frac{\rho_{2}^{2}(t)}{\nu}+3 \int_{t-2}^{t}\|f(\theta)\|_{*}^{2} d \theta
\end{aligned}
$$

Proof. Let $\tau_{1}(\widehat{D}, t)<t-2$ be such that

$$
e^{-\mu(t-2)} e^{\mu \tau}\left|u_{\tau}\right|^{2} \leq 1 \quad \forall \tau \leq \tau_{1}(\widehat{D}, t), u_{\tau} \in D(\tau)
$$

Consider fixed $\tau \leq \tau_{1}(\widehat{D}, t)$ and $u_{\tau} \in D(\tau)$.
The estimate (12) follows directly from (10), using the increasing character of the exponential.

Now, observing that

$$
\begin{equation*}
\frac{d}{d \theta}|u(\theta)|^{2}+2 \nu\|u(\theta)\|^{2} \leq \nu^{-1}\|f(\theta)\|_{*}^{2}+\nu\|u(\theta)\|^{2}, \quad \text { a.e. } \theta>\tau \tag{15}
\end{equation*}
$$

and using (12), we obtain (13).
Finally, from (3), (4), (6), and the fact that $A$ is an isometric isomorphism, we have

$$
\left\|u^{\prime}(\theta)\right\|_{*} \leq \nu\|u(\theta)\|+2^{-1 / 2}|u(\theta)|\|u(\theta)\|+\|f(\theta)\|_{*}, \quad \text { a.e. } \theta>\tau
$$

and therefore,

$$
\left\|u^{\prime}(\theta)\right\|_{*}^{2} \leq 3 \nu^{2}\|u(\theta)\|^{2}+\frac{3}{2}|u(\theta)|^{2}\|u(\theta)\|^{2}+3\|f(\theta)\|_{*}^{2}, \quad \text { a.e. } \theta>\tau
$$

whence, using (12) and (13), the estimate (14) follows.
In order to prove the pullback $\widehat{D}_{0}$-flattening property for the process $U$ on $H$, we need the following auxiliary result.
Lemma 4.5. Under the assumptions of Lemma 4.4, for any $t \in \mathbb{R}, \widehat{D} \in \mathcal{D}_{\mu}^{H}$, and sequences $\left\{\tau_{n}\right\} \subset(-\infty, t-1]$ and $\left\{u_{\tau_{n}}\right\} \subset H$ such that $\tau_{n} \rightarrow-\infty$ and $u_{\tau_{n}} \in D\left(\tau_{n}\right)$ for all $n$, the sequence $\left\{u\left(\cdot ; \tau_{n}, u_{\tau_{n}}\right)\right\}$ is relatively compact in $C([t-1, t] ; H)$.

Proof. Consider fixed $t \in \mathbb{R}$, a family $\widehat{D} \in \mathcal{D}_{\mu}^{H}$, and sequences $\left\{\tau_{n}\right\} \subset(-\infty, t-1]$ with $\tau_{n} \rightarrow-\infty$, and $\left\{u_{\tau_{n}}\right\}$ with $u_{\tau_{n}} \in D\left(\tau_{n}\right)$ for all $n$. For simplicity of notation we write $u^{n}(\cdot)=u\left(\cdot ; \tau_{n}, u_{\tau_{n}}\right)$.

From Lemma 4.4 and compactness arguments, there exist a value $\tau_{1}(\widehat{D}, t)<t-2$ and a function $u \in C([t-2, t] ; H) \cap L^{2}(t-2, t ; V)$ with $u^{\prime} \in L^{2}\left(t-2, t ; V^{\prime}\right)$, such that for a subsequence of $\left\{u^{n}: \tau_{n} \leq \tau_{1}(\widehat{D}, t)\right\} \subset\left\{u^{n}\right\}$, which we relabel the same, it holds that $u^{n} \stackrel{*}{\rightharpoonup} u$ weakly-star in $L^{\infty}(t-2, t ; H), u^{n} \rightharpoonup u$ weakly in $L^{2}(t-2, t ; V)$, and $\left(u^{n}\right)^{\prime} \rightharpoonup u^{\prime}$ weakly in $L^{2}\left(t-2, t ; V^{\prime}\right)$. Therefore, again up to a subsequence (relabelled the same), $u^{n} \rightarrow u$ strongly in $L^{2}(t-2, t ; H)$, and $u^{n}(s) \rightarrow u(s)$ strongly in $H$ a.e. $s \in(t-2, t)$.

From these convergences, the function $u$ satisfies (6) in the interval $(t-2, t)$.
By the Ascoli-Arzelà Theorem, we deduce that $u^{n} \rightarrow u$ in $C\left([t-2, t] ; V^{\prime}\right)$, and so, for any sequence $\left\{s_{n}\right\} \subset[t-2, t]$ with $s_{n} \rightarrow s_{*}$, we have

$$
\begin{equation*}
u^{n}\left(s_{n}\right) \rightharpoonup u\left(s_{*}\right) \text { weakly in } H \tag{16}
\end{equation*}
$$

We claim that

$$
\begin{equation*}
u^{n} \rightarrow u \text { in } C([t-1, t] ; H) \tag{17}
\end{equation*}
$$

which in particular will imply the relative compactness. If this were not true, there would exist a subsequence $\left\{u^{n}\right\}$ (relabelled the same), $\epsilon>0$, and $\left\{t_{n}\right\} \subset[t-1, t]$ with $t_{n} \rightarrow t_{*}$ such that

$$
\begin{equation*}
\left|u^{n}\left(t_{n}\right)-u\left(t_{*}\right)\right| \geq \epsilon \quad \forall n \geq 1 \tag{18}
\end{equation*}
$$

Recall that by (16) we already have

$$
\begin{equation*}
\left|u\left(t_{*}\right)\right| \leq \liminf _{n \rightarrow \infty}\left|u^{n}\left(t_{n}\right)\right| . \tag{19}
\end{equation*}
$$

On the other hand, applying the energy equality to $z=u^{n}$ and $z=u$, and reasoning as in (15), we obtain in particular that

$$
\left|z\left(s_{2}\right)\right|^{2} \leq\left|z\left(s_{1}\right)\right|^{2}+\nu^{-1} \int_{s_{1}}^{s_{2}}\|f(\theta)\|_{*}^{2} d \theta \quad \forall t-2 \leq s_{1} \leq s_{2} \leq t
$$

We may now define the functions

$$
\begin{aligned}
J_{n}(s) & =\left|u^{n}(s)\right|^{2}-\nu^{-1} \int_{t-2}^{s}\|f(\theta)\|_{*}^{2} d \theta \\
J(s) & =|u(s)|^{2}-\nu^{-1} \int_{t-2}^{s}\|f(\theta)\|_{*}^{2} d \theta
\end{aligned}
$$

Observe that $J$ and all $J_{n}$ are continuous functions on $[t-2, t]$, non-increasing, and $J_{n}(s) \rightarrow J(s)$ a.e. $s \in(t-2, t)$.

Take now $\left\{\tilde{t}_{k}\right\} \subset\left(t-2, t_{*}\right)$ such that $\tilde{t}_{k} \uparrow t_{*}$ and $\lim _{n \rightarrow \infty} J_{n}\left(\tilde{t}_{k}\right)=J\left(\tilde{t}_{k}\right)$ for all $k \geq 1$.

Fix an arbitrary value $\eta>0$. There exists $k_{\eta}$ such that $\left|J\left(\tilde{t}_{k}\right)-J\left(t_{*}\right)\right|<\eta / 2$ for all $k \geq k_{\eta}$. Now consider $n\left(k_{\eta}\right)$ such that for any $n \geq n\left(k_{\eta}\right)$ it holds that

$$
t_{n} \geq \tilde{t}_{k_{\eta}} \quad \text { and } \quad\left|J_{n}\left(\tilde{t}_{k_{\eta}}\right)-J\left(\tilde{t}_{k_{\eta}}\right)\right|<\eta / 2
$$

Then, since all $J_{n}$ are non-increasing, we deduce that for all $n \geq n\left(k_{\eta}\right)$,

$$
\begin{aligned}
J_{n}\left(t_{n}\right)-J\left(t_{*}\right) & \leq J_{n}\left(\tilde{t}_{k_{\eta}}\right)-J\left(t_{*}\right) \\
& \leq\left|J_{n}\left(\tilde{t}_{k_{\eta}}\right)-J\left(t_{*}\right)\right| \\
& \leq\left|J_{n}\left(\tilde{t}_{k_{\eta}}\right)-J\left(\tilde{t}_{k_{\eta}}\right)\right|+\left|J\left(\tilde{t}_{k_{\eta}}\right)-J\left(t_{*}\right)\right|<\eta
\end{aligned}
$$

Thus, we conclude that $\lim \sup _{n \rightarrow \infty}\left|u^{n}\left(t_{n}\right)\right| \leq\left|u\left(t_{*}\right)\right|$, with joined to (16) and (19), proves that (18) is absurd, and so claim (17) is true. This finishes the proof.

Note that the asymptotic compactness of $U$ is an immediate corollary of this result.

Corollary 3. Under the assumptions of Lemma 4.4, the process $U$ on $H$ defined by (9) is pullback $\mathcal{D}_{\mu}^{H}$-asymptotically compact.

However, in order to prove the pullback flattening property directly (it is known that it is equivalent to asymptotic compactness in any uniformly convex Banach space, see [4]) we need to do a little more, beginning with the next corollary of Lemma 4.5.

Corollary 4. Under the assumptions of Lemma 4.4, for any $\varepsilon>0, t \in \mathbb{R}$, and $\widehat{D} \in \mathcal{D}_{\mu}^{H}$, there exists $\delta=\delta(\varepsilon, t, \widehat{D}) \in(0,1)$, such that

$$
\begin{equation*}
\left.\nu^{-1}| | u\left(t ; \tau, u_{\tau}\right)\right|^{2}-\left|u\left(t-s ; \tau, u_{\tau}\right)\right|^{2} \mid<\varepsilon / 2 \quad \forall s \in[0, \delta], \tau \leq \tau_{1}(\widehat{D}, t), u_{\tau} \in D(\tau) \tag{20}
\end{equation*}
$$

where $\tau_{1}(\widehat{D}, t)$ is given in Lemma 4.4.
In particular,

$$
\begin{equation*}
\int_{t-\delta}^{t}\left\|u\left(\theta ; \tau, u_{\tau}\right)\right\|^{2} d \theta<\varepsilon \quad \forall \tau \leq \tau_{1}(\widehat{D}, t), u_{\tau} \in D(\tau) \tag{21}
\end{equation*}
$$

Proof. First at all, observe that if we consider $t \in \mathbb{R}$ and $\widehat{D} \in \mathcal{D}_{\mu}^{H}$, for any $\delta \in(0,1)$ and $\tau \leq t-1$, an integration in (15) with any $u_{\tau} \in D(\tau)$ yields

$$
\nu \int_{t-\delta}^{t}\left\|u\left(\theta ; \tau, u_{\tau}\right)\right\|^{2} d \theta \leq\left|u\left(t-\delta ; \tau, u_{\tau}\right)\right|^{2}-\left|u\left(t ; \tau, u_{\tau}\right)\right|^{2}+\nu^{-1} \int_{t-\delta}^{t}\|f(\theta)\|_{*}^{2} d \theta
$$

Therefore, since $f \in L_{\mathrm{loc}}^{2}\left(\mathbb{R} ; V^{\prime}\right)$, (21) is a consequence of (20).
We prove now (20) by a contradiction argument. If (20) were not true, there would exist $\varepsilon>0, t \in \mathbb{R}$, a family $\widehat{D} \in \mathcal{D}_{\mu}^{H}$, and sequences $\left\{\tau_{n}\right\} \subset(-\infty, t-1]$ with $\tau_{n} \rightarrow-\infty,\left\{s_{n}\right\}$ with $0 \leq s_{n} \leq 1 / n$, and $\left\{u_{\tau_{n}}\right\}$ with $u_{\tau_{n}} \in D\left(\tau_{n}\right)$ for all $n$, such that

$$
\left.\nu^{-1}| | u\left(t ; \tau_{n}, u_{\tau_{n}}\right)\right|^{2}-\left|u\left(t-s_{n} ; \tau_{n}, u_{\tau_{n}}\right)\right|^{2} \mid \geq \varepsilon / 2 \quad \forall n \geq 1
$$

which is absurd, since from (17) we know that for a subsequence (which we relabel the same) it holds that $u\left(t ; \tau_{n}, u_{\tau_{n}}\right)$ and $u\left(t-s_{n} ; \tau_{n}, u_{\tau_{n}}\right)$ converge to $u(t)$.

We will also use the following result, whose proof is analogous to that of [18, Lemma 12].

Lemma 4.6. If $f \in L_{\mathrm{loc}}^{2}\left(\mathbb{R} ; V^{\prime}\right)$ satisfies the condition (11), then, for any $t \in \mathbb{R}$,

$$
\lim _{\rho \rightarrow \infty} e^{-\rho t} \int_{-\infty}^{t} e^{\rho s}\|f(s)\|_{*}^{2} d s=0
$$

Now, we are able to prove the pullback $\widehat{D}_{0}$-flattening property for the process $U$ on $H$ defined by (9). Actually, we will prove that $U$ satisfies the pullback $\widehat{D}$ flattening property for any $\widehat{D} \in \mathcal{D}_{\mu}^{H}$.

Proposition 3. Under the assumptions of Lemma 4.4, for any $\varepsilon>0, t \in \mathbb{R}$, and $\widehat{D} \in \mathcal{D}_{\mu}^{H}$, there exists $m=m(\varepsilon, t, \widehat{D}) \in \mathbb{N}$, such that the projection $P_{m}: H \rightarrow$ $H_{m}:=\operatorname{span}\left[w_{1}, \ldots, w_{m}\right]$ (where $\left\{w_{j}\right\}_{j \geq 1}$ is the Hilbert basis of $H$ formed by all the ortho-normalized eigenfunctions of the Stokes operator A) satisfies the following properties:

$$
\begin{gather*}
\left\{P_{m} U(t, \tau) D(\tau): \tau \leq \tau_{1}(\widehat{D}, t)\right\} \text { is bounded in } H  \tag{22}\\
\left|\left(I-P_{m}\right) U(t, \tau) u_{\tau}\right|<\varepsilon \quad \text { for any } \tau \leq \tau_{1}(\widehat{D}, t), u_{\tau} \in D(\tau) \tag{23}
\end{gather*}
$$

where $\tau_{1}(\widehat{D}, t)$ is given in Lemma 4.4.
In particular, the process $U$ on $H$ satisfies the pullback $\widehat{D}$-flattening property for any $\widehat{D} \in \mathcal{D}_{\mu}^{H}$.
Proof. Let $\varepsilon>0, t \in \mathbb{R}$, and $\widehat{D} \in \mathcal{D}_{\mu}^{H}$ be fixed.
Since $P_{m}$ is non-expansive and taking into account (12), property (22) is automatically satisfied for any $m \in \mathbb{N}$. Therefore, we concentrate on proving (23).

Consider fixed $\tau \leq \tau_{1}(\widehat{D}, t), u_{\tau} \in D(\tau)$, and let us define $u(r)=U(r, \tau) u_{\tau}$ and $q_{m}(r)=u(r)-P_{m} u(r)$.

Then, using the energy equality, for each $m \geq 1$ we have

$$
\frac{1}{2} \frac{d}{d r}\left|q_{m}(r)\right|^{2}+\nu\left\|q_{m}(r)\right\|^{2}+b\left(u(r), u(r), q_{m}(r)\right)=\left\langle f(r), q_{m}(r)\right\rangle, \quad \text { a.e. } r>\tau
$$

Observing that by (3), (4), and Young's inequality,

$$
\begin{aligned}
\left|b\left(u(r), u(r), q_{m}(r)\right)\right| & \leq 2^{-1 / 2}|u(r)|\|u(r)\|\left\|q_{m}(r)\right\| \\
& \leq \frac{\nu}{4}\left\|q_{m}(r)\right\|^{2}+\frac{1}{2 \nu}|u(r)|^{2}\|u(r)\|^{2}
\end{aligned}
$$

we obtain

$$
\frac{d}{d r}\left|q_{m}(r)\right|^{2}+\nu\left\|q_{m}(r)\right\|^{2} \leq \nu^{-1}|u(r)|^{2}\|u(r)\|^{2}+2 \nu^{-1}\|f(r)\|_{*}^{2}, \quad \text { a.e. } r>\tau
$$

Consequently, as $\left\|q_{m}(r)\right\|^{2} \geq \lambda_{m+1}\left|q_{m}(r)\right|^{2}$, where $\lambda_{m+1}$ is the eigenvalue associated to the eigenfunction $w_{m+1}$, we deduce that

$$
\frac{d}{d r}\left|q_{m}(r)\right|^{2}+\nu \lambda_{m+1}\left|q_{m}(r)\right|^{2} \leq \nu^{-1}|u(r)|^{2}\|u(r)\|^{2}+2 \nu^{-1}\|f(r)\|_{*}^{2}, \quad \text { a.e. } r>\tau
$$

Thus, multiplying this last inequality by $e^{\nu \lambda_{m+1} r}$, integrating in $[t-1, t]$, and again taking into account (12), we obtain

$$
\begin{aligned}
e^{\nu \lambda_{m+1} t}\left|q_{m}(t)\right|^{2} \leq & e^{\nu \lambda_{m+1}(t-1)}\left|q_{m}(t-1)\right|^{2}+\nu^{-1} \rho_{1}^{2}(t) \int_{t-1}^{t} e^{\nu \lambda_{m+1} r}\|u(r)\|^{2} d r \\
& +2 \nu^{-1} \int_{t-1}^{t} e^{\nu \lambda_{m+1} r}\|f(r)\|_{*}^{2} d r
\end{aligned}
$$

Therefore, from Lemma 4.6, and since $\left|q_{m}(t-1)\right|^{2} \leq|u(t-1)|^{2} \leq \rho_{1}^{2}(t)$ and $\lambda_{m} \rightarrow \infty$ as $m \rightarrow \infty$, in order to have (23), it suffices to check that for the previously fixed $\varepsilon>0, t \in \mathbb{R}$, and $\widehat{D} \in \mathcal{D}_{\mu}^{H}$, there exists $m=m(\varepsilon, t, \widehat{D}) \in \mathbb{N}$, such that for any $\tau \leq \tau_{1}(\widehat{D}, t)$ and $u_{\tau} \in D(\tau)$,

$$
\begin{equation*}
e^{-\nu \lambda_{m+1} t} \int_{t-1}^{t} e^{\nu \lambda_{m+1} r}\left\|u\left(r ; \tau, u_{\tau}\right)\right\|^{2} d r<\frac{\varepsilon \nu}{3 \rho_{1}^{2}(t)} \tag{24}
\end{equation*}
$$

Take $\delta=\delta\left(\frac{\varepsilon \nu}{6 \rho_{1}^{2}(t)}, t, \widehat{D}\right) \in(0,1)$ as in Corollary 4. Then, using (13), for each $m \geq 1$ we have

$$
\begin{aligned}
& e^{-\nu \lambda_{m+1} t} \int_{t-1}^{t} e^{\nu \lambda_{m+1} r}\|u(r)\|^{2} d r \\
= & e^{-\nu \lambda_{m+1} t} \int_{t-1}^{t-\delta} e^{\nu \lambda_{m+1} r}\|u(r)\|^{2} d r+e^{-\nu \lambda_{m+1} t} \int_{t-\delta}^{t} e^{\nu \lambda_{m+1} r}\|u(r)\|^{2} d r \\
\leq & e^{-\nu \lambda_{m+1} \delta} \int_{t-1}^{t-\delta}\|u(r)\|^{2} d r+\int_{t-\delta}^{t}\|u(r)\|^{2} d r \\
\leq & e^{-\nu \lambda_{m+1} \delta} \nu^{-1} \rho_{2}^{2}(t)+\int_{t-\delta}^{t}\|u(r)\|^{2} d r .
\end{aligned}
$$

By taking now $m=m(\varepsilon, t, \widehat{D})$ such that $e^{-\nu \lambda_{m+1} \delta} \nu^{-1} \rho_{2}^{2}(t)<\frac{\varepsilon \nu}{6 \rho_{1}^{2}(t)}$, jointly with (21) in Corollary 4, we conclude (24).

Combining all the above statements, we obtain the existence of minimal pullback attractors for the process $U: \mathbb{R}_{d}^{2} \times H \rightarrow H$.

Theorem 4.7. Suppose that $f \in L_{\mathrm{loc}}^{2}\left(\mathbb{R} ; V^{\prime}\right)$ satisfies the condition (11). Then, there exist the minimal pullback $\mathcal{D}_{F}^{H}$-attractor $\mathcal{A}_{\mathcal{D}_{F}^{H}}$ and the minimal pullback $\mathcal{D}_{\mu}^{H}$ attractor $\mathcal{A}_{\mathcal{D}_{\mu}^{H}}$ for the process $U$ on $H$ given by (9). The family $\mathcal{A}_{\mathcal{D}_{\mu}^{H}}$ belongs to $\mathcal{D}_{\mu}^{H}$, and it holds that

$$
\begin{equation*}
\mathcal{A}_{\mathcal{D}_{F}^{H}}(t) \subset \mathcal{A}_{\mathcal{D}_{\mu}^{H}}(t) \subset \bar{B}_{H}\left(0, R_{H}(t)\right) \quad \forall t \in \mathbb{R} \tag{25}
\end{equation*}
$$

Proof. The existence of $\mathcal{A}_{\mathcal{D}_{\mu}^{H}}$ and $\mathcal{A}_{\mathcal{D}_{F}^{H}}$ is a direct consequence of the abstract results given in Theorem 3.4 and Corollary ${ }_{1}$ respectively, since all the assumptions, closed process (continuous in fact, by Proposition 2), pullback absorbing family (Corollary 2) and pullback asymptotic compactness (Corollary 3), are satisfied.

Then, the claim that $\mathcal{A}_{\mathcal{D}_{\mu}^{H}}$ belongs to $\mathcal{D}_{\mu}^{H}$ follows from Theorem 3.4 and the remarks following Theorem 3.4, since the universe $\mathcal{D}_{\mu}^{H}$ is inclusion-closed, the family $\widehat{D}_{0}$ belongs to $\mathcal{D}_{\mu}^{H}$, and the set $D_{0}(t)$ is closed in $H$ for all $t \in \mathbb{R}$.

Finally, the first inclusion in (25) is a consequence of Corollary 1, since $\mathcal{D}_{F}^{H} \subset \mathcal{D}_{\mu}^{H}$. The last inclusion in (25) follows again from Theorem 3.4.
4.1. A compact pullback absorbing family using semigroup theory. With only a slightly more stringent requirement on the forcing function $f$, namely that

$$
f \in L_{\mathrm{loc}}^{p}\left(\mathbb{R} ; V^{\prime}\right) \quad \text { for some } \quad p>2
$$

we can in fact use the semigroup approach of Fujita and Kato [11] (see also [15]) to show, using Corollary 4 again (and hence Lemma 4.5 once more) that in fact there is a compact pullback absorbing family in $H$. Our analysis is inspired by the paper by Arrieta and Carvalho [1] on the $\epsilon$-regularity method for proving existence and uniqueness of semilinear problems.

In order to state the result precisely we need to define the fractional power spaces $D\left(A^{\alpha}\right)$ as the domains of the operators $A^{\alpha}$, where

$$
A^{\alpha} u:=\sum_{j=1}^{\infty} \lambda_{j}^{\alpha}\left(u, w_{j}\right) w_{j}
$$

where $\lambda_{j}$ and $w_{j}$ are the eigenvalues and eigenfunctions of the Stokes operator as defined in Section 2. We recall the key estimate

$$
\begin{equation*}
\left|A^{\gamma} e^{-A t} x\right| \leq c_{\gamma} t^{-\gamma}|x| \tag{26}
\end{equation*}
$$

for any $0 \leq \gamma<1$ (e.g., see Henry [15]). In the proof we write

$$
\|u\|_{s}=\left|A^{s} u\right|
$$

and in particular we have $\|\cdot\|_{0}=|\cdot|,\|\cdot\|_{1 / 2}=\|\cdot\|$, and $\|\cdot\|_{-1 / 2}=\|\cdot\|_{*}$.
Theorem 4.8. Suppose that $f \in L_{\mathrm{loc}}^{p}\left(\mathbb{R} ; V^{\prime}\right)$ for some $p>2$ and that

$$
\int_{-\infty}^{0} e^{\mu s}\|f(s)\|_{*}^{2} d s<\infty \quad \text { for some } \mu \in\left(0,2 \nu \lambda_{1}\right)
$$

Choose $\epsilon<\frac{1}{2}-\frac{1}{p}$. Then there exists a function $\rho_{\epsilon}: \mathbb{R} \rightarrow \mathbb{R}$ such that for any $t \in \mathbb{R}$ and $\widehat{D} \in \mathcal{D}_{\mu}^{H}$,

$$
\left|A^{\epsilon} u\left(t ; \tau, u_{\tau}\right)\right| \leq \rho_{\epsilon}(t) \quad \text { for all } \quad u_{\tau} \in D(\tau), \tau \leq \tau_{1}(\widehat{D}, t)
$$

where $\tau_{1}(\widehat{D}, t)$ is the same as in Lemma 4.4; hence there is a compact pullback absorbing family in $H$. In particular if $f \in L_{\mathrm{loc}}^{\infty}\left(\mathbb{R} ; V^{\prime}\right)$ then we obtain a bounded
absorbing family in $D\left(A^{\epsilon}\right)$ for any $\epsilon<1 / 2$; this holds therefore in the autonomous case when $f \in V^{\prime}$.

Proof. Given the improved regularity assumption on $f$, any weak solution $u$ to (2) satisfies the variation of constants formula

$$
u(t)=e^{-A(t-s)} u(s)+\int_{s}^{t} e^{-A(t-r)}[B(u(r))+f(r)] d r
$$

for all $\tau \leq s \leq t$ (see [15]). We use this formulation to find estimates on $u$ in $D\left(A^{\epsilon}\right)$. The key observation (after [1]) is that $B: D\left(A^{\epsilon}\right) \rightarrow D\left(A^{-(1-2 \epsilon)}\right)$, which can be seen by taking $w \in D\left(A^{1-2 \epsilon}\right)$ and using Hölder's inequality to obtain

$$
\begin{aligned}
|\langle B(u), w\rangle| & =|\langle B(u, w), u\rangle| \\
& \leq\|u\|_{L^{2 /(1-2 \epsilon)}}^{2}\|\nabla w\|_{L^{1 /(2 \epsilon)}} \\
& \leq \tilde{c}_{\epsilon}\|u\|_{\epsilon}^{2}\|w\|_{1-2 \epsilon},
\end{aligned}
$$

from which it follows that

$$
\begin{equation*}
\|B(u)\|_{-(1-2 \epsilon)} \leq \tilde{c}_{\epsilon}\|u\|_{\epsilon}^{2} \tag{27}
\end{equation*}
$$

Lemma 4.4 guarantees that for any $\widehat{D} \in \mathcal{D}_{\mu}^{H}$ and any $t \in \mathbb{R}$ there exists a $\tau_{1}(\widehat{D}, t)<t-2$ such that for any $r \in[t-2, t]$,

$$
\begin{equation*}
\left|u\left(r ; \tau, u_{\tau}\right)\right| \leq \rho_{1}(t) \quad \forall u_{\tau} \in D(\tau), \tau \leq \tau_{1}(\widehat{D}, t) \tag{28}
\end{equation*}
$$

Fix $t \in \mathbb{R}, \widehat{D} \in \mathcal{D}_{\mu}^{H}, \tau \leq \tau_{1}(\widehat{D}, t)$, and $u_{\tau} \in D(\tau)$ and write

$$
u_{\sigma}(s)=u\left(\sigma+s ; \tau, u_{\tau}\right) \quad \text { and } \quad f_{\sigma}(s)=f(\sigma+s)
$$

We can now rewrite the variation of constants formula in the notationally convenient form (for $\sigma \geq \tau$ )

$$
\begin{equation*}
u_{\sigma}(s)=e^{-A s} u_{\sigma}(0)+\int_{0}^{s} e^{-A(s-r)}\left[B\left(u_{\sigma}(r)\right)+f_{\sigma}(r)\right] d r \quad \forall s \in[0, t-\sigma] \tag{29}
\end{equation*}
$$

noting from (28) that

$$
\begin{equation*}
\left|u_{\sigma}(s)\right| \leq \rho_{1}(t) \quad \forall \sigma \in[t-1, t], s \in[0, t-\sigma] \tag{30}
\end{equation*}
$$

Pick $\sigma \in[t-1, t]$, let $s \leq t-\sigma$, then take the norm of (29) in $D\left(A^{\epsilon}\right)$ and multiply by $s^{\epsilon}$ to obtain

$$
\begin{gathered}
s^{\epsilon}\left\|u_{\sigma}(s)\right\|_{\epsilon} \leq s^{\epsilon}\left\|e^{-A s} u_{\sigma}(0)\right\|_{\epsilon}+s^{\epsilon} \int_{0}^{s}\left\|e^{-A(s-r)}\left[B\left(u_{\sigma}(r)\right)+f_{\sigma}(r)\right]\right\|_{\epsilon} d r \\
\leq c_{\epsilon}\left|u_{\sigma}(0)\right|+c_{1-\epsilon} s^{\epsilon} \int_{0}^{s}(s-r)^{-(1-\epsilon)}\left\|B\left(u_{\sigma}(r)\right)\right\|_{-(1-2 \epsilon)} d r \\
\quad+c_{1 / 2+\epsilon} s^{\epsilon} \int_{0}^{s}(s-r)^{-1 / 2-\epsilon}\left\|f_{\sigma}(r)\right\|_{*} d r \\
\leq c_{\epsilon} \rho_{1}(t)+\tilde{c}_{\epsilon} c_{1-\epsilon} s^{\epsilon} \int_{0}^{s}(s-r)^{-(1-\epsilon)}\left\|u_{\sigma}(r)\right\|_{\epsilon}^{2} d r \\
\quad+c_{1 / 2+\epsilon} s^{\epsilon} \int_{0}^{s}(s-r)^{-1 / 2-\epsilon}\left\|f_{\sigma}(r)\right\|_{*} d r
\end{gathered}
$$

using (26), (27), and (30). The second term on the right-hand side can be bounded by

$$
\begin{aligned}
\tilde{c}_{\epsilon} c_{1-\epsilon} s^{\epsilon} \int_{0}^{s}(s & -r)^{-(1-\epsilon)}\left\|u_{\sigma}(r)\right\|_{\epsilon}^{3 / 2}\left|u_{\sigma}(r)\right|^{1 / 2-\epsilon}\left\|u_{\sigma}(r)\right\|^{\epsilon} d r \\
& \leq R(s) s^{\epsilon}\left(\int_{0}^{s}(s-r)^{-(1-\epsilon) /(1-\epsilon / 2)}\left\|u_{\sigma}(r)\right\|_{\epsilon}^{3 /(2-\epsilon)} d r\right)^{1-\epsilon / 2}
\end{aligned}
$$

where

$$
\begin{aligned}
R(s) & =\tilde{c}_{\epsilon} c_{1-\epsilon}\left(\sup _{0 \leq r \leq s}\left|u_{\sigma}(r)\right|\right)^{1 / 2-\epsilon}\left(\int_{0}^{s}\left\|u_{\sigma}(r)\right\|^{2} d r\right)^{\epsilon / 2} \\
& \leq \tilde{c}_{\epsilon} c_{1-\epsilon} \rho_{1}(t)^{1 / 2-\epsilon}\left(\int_{\sigma}^{t}\|u(r)\|^{2} d r\right)^{\epsilon / 2}=: P(\sigma, t)
\end{aligned}
$$

Setting $X(s)=s^{\epsilon}\left\|u_{\sigma}(s)\right\|_{\epsilon}$ we obtain an integral inequality for $X(s)$ :

$$
\begin{equation*}
X(s) \leq \delta(s)+P(\sigma, t) s^{\epsilon}\left(\int_{0}^{s}(s-r)^{-(1-\epsilon) /(1-\epsilon / 2)} r^{-3 \epsilon /(2-\epsilon)} X(r)^{3 /(2-\epsilon)} d r\right)^{1-\epsilon / 2} \tag{31}
\end{equation*}
$$

where ${ }^{1}$

$$
\begin{aligned}
\delta(s) & =c_{\epsilon} \rho_{1}(t)+c_{1 / 2+\epsilon} s^{\epsilon} \int_{0}^{s}(s-r)^{-1 / 2-\epsilon}\left\|f_{\sigma}(r)\right\|_{*} d r \\
& \leq c_{\epsilon} \rho_{1}(t)+c_{1 / 2+\epsilon} s^{\epsilon}\left(\int_{0}^{s}(s-r)^{-p(1 / 2+\epsilon) /(p-1)} d r\right)^{1-(1 / p)}\left(\int_{0}^{s}\left\|f_{\sigma}(r)\right\|_{*}^{p} d r\right)^{1 / p} \\
& \leq c_{\epsilon} \rho_{1}(t)+C_{\epsilon, p}\left(\int_{t-1}^{t}\|f(r)\|_{*}^{p} d r\right)^{1 / p}=: \Phi(t)
\end{aligned}
$$

using Hölder's inequality and the choice of $\epsilon$ which ensures that $p(1 / 2+\epsilon) /(p-1)<$ 1.

In order to find an upper bound on $X(s)$ it suffices to find a continuous function $Y(t)$ with $X(0)<Y(0)$ that is a supersolution of (31), i.e. that satisfies

$$
\begin{equation*}
Y(s) \geq \Phi(t)+P(\sigma, t) s^{\epsilon}\left(\int_{0}^{s}(s-r)^{-(1-\epsilon) /(1-\epsilon / 2)} r^{-3 \epsilon /(2-\epsilon)} Y(r)^{3 /(2-\epsilon)} d r\right)^{1-\epsilon / 2} \tag{32}
\end{equation*}
$$

for all $s \in[0, t-\sigma]$, to conclude that $X(s) \leq Y(s)$ for all $s \in[0, t-\sigma]$. Indeed, if it were not true, there would exists $\hat{s} \in(0, t-\sigma]$ with $Y(\hat{s})<X(\hat{s})$ and so we may define $0<\tilde{s}=\sup \{s \in[0, t-\sigma]: X(r)-Y(r)<0 \forall r \in[0, s)\}$. Then, we would

[^1]have $X(s)<Y(s)$ for all $s \in[0, \tilde{s})$ and $X(\tilde{s})=Y(\tilde{s})$ (by continuity), but therefore
\[

$$
\begin{aligned}
Y(\tilde{s}) & \geq \Phi(t)+P(\sigma, t) \tilde{s}^{\epsilon}\left(\int_{0}^{\tilde{s}}(\tilde{s}-r)^{-(1-\epsilon) /(1-\epsilon / 2)} r^{-3 \epsilon /(2-\epsilon)} Y(r)^{3 /(2-\epsilon)} d r\right)^{1-\epsilon / 2} \\
& >\Phi(t)+P(\sigma, t) \tilde{s}^{\epsilon}\left(\int_{0}^{\tilde{s}}(\tilde{s}-r)^{-(1-\epsilon) /(1-\epsilon / 2)} r^{-3 \epsilon /(2-\epsilon)} X(r)^{3 /(2-\epsilon)} d r\right)^{1-\epsilon / 2} \\
& \geq X(\tilde{s})
\end{aligned}
$$
\]

i.e. $Y(\tilde{s})>X(\tilde{s})$, a contradiction.

Now, we will prove that $Y(s)=2 \Phi(t)$ satisfies (32) for $s \in[0, t-\sigma]$, i.e. we need to ensure that

$$
2 \Phi(t) \geq \Phi(t)+2 \sqrt{2} P(\sigma, t) \Phi^{3 / 2}(t) s^{\epsilon}\left(\int_{0}^{s}(s-r)^{-(1-\epsilon) /(1-\epsilon / 2)} r^{-3 \epsilon /(2-\epsilon)} d r\right)^{1-\epsilon / 2}
$$

for all $s \in[0, t-\sigma]$. This holds if
$2 \sqrt{2} P(\sigma, t) \Phi^{1 / 2}(t) s^{\epsilon}\left(\int_{0}^{s}(s-r)^{-(1-\epsilon) /(1-\epsilon / 2)} r^{-3 \epsilon /(2-\epsilon)} d r\right)^{1-\epsilon / 2} \leq 1 \forall s \in[0, t-\sigma]$.
By substituting $r=s \theta$ one can see that

$$
\begin{aligned}
& s^{\epsilon}\left(\int_{0}^{s}(s-r)^{-(1-\epsilon) /(1-\epsilon / 2)} r^{-3 \epsilon /(2-\epsilon)} d r\right)^{1-\epsilon / 2} \\
& \quad=s^{\epsilon}\left(\int_{0}^{1} s^{-(1-\epsilon) /(1-\epsilon / 2)}(1-\theta)^{-(1-\epsilon) /(1-\epsilon / 2)} s^{-3 \epsilon /(2-\epsilon)} \theta^{-3 \epsilon /(2-\epsilon)} s d \theta\right)^{1-\epsilon / 2} \\
& \quad=\left(\int_{0}^{1}(1-\theta)^{-(1-\epsilon) /(1-\epsilon / 2)} \theta^{-3 \epsilon /(2-\epsilon)} d \theta\right)^{1-\epsilon / 2}=: C_{\epsilon} .
\end{aligned}
$$

So in order to guarantee that $X(s) \leq 2 \Phi(t)$ for $s \in[0, t-\sigma]$ it suffices to ensure that

$$
\begin{equation*}
2 \sqrt{2} P(\sigma, t) \Phi^{1 / 2}(t) \leq C_{\epsilon}^{-1} \tag{33}
\end{equation*}
$$

Now, recall that

$$
P(\sigma, t)=\tilde{c}_{\epsilon} c_{1-\epsilon} \rho_{1}(t)^{1 / 2-\epsilon}\left(\int_{\sigma}^{t}\|u(r)\|^{2} d r\right)^{\epsilon / 2}
$$

and that it follows from Corollary 4 that for any $\varepsilon>0, t \in \mathbb{R}$, and $\widehat{D} \in \mathcal{D}_{\mu}^{H}$, there exists a $\sigma=\sigma(\varepsilon, t, \widehat{D}) \in(t-1, t)$, such that

$$
\int_{\sigma}^{t}\left\|u\left(\theta ; \tau, u_{\tau}\right)\right\|^{2} d \theta<\varepsilon \quad \forall \tau \leq \tau_{1}(\widehat{D}, t), u_{\tau} \in D(\tau)
$$

(this was (21)). We can therefore satisfy the condition (33), and deduce that
$\left|A^{\epsilon} u\left(t ; \tau, u_{\tau}\right)\right|=(t-\sigma)^{-\epsilon} X(t-\sigma) \leq 2(t-\sigma)^{-\epsilon} \Phi(t)=: \rho_{\epsilon}(t) \forall u_{\tau} \in D(\tau), \tau \leq \tau_{1}(\widehat{D}, t)$.
Since $D\left(A^{\epsilon}\right)$ is compactly embedded in $H$, the existence of a compact pullback absorbing family in $H$ follows immediately.
5. Regularity of pullback attractors and attraction in $V$ norm. The goal of this section is to prove analogous results to those given above, but considering the map $U$ defined as a process on $V$. Actually, our aim is to show a sharper conclusion than above. Firstly, we will prove the flattening property for the process $U$ defined on $V$. Then, as a consequence of the pullback flattening property, we will recover some results concerning the existence of pullback attractors in $V$, which were already proved (by using an energy method) in [13], but here with a shorter proof.

From now on we assume that $f \in L_{\mathrm{loc}}^{2}(\mathbb{R} ; H)$, and satisfies

$$
\begin{equation*}
\int_{-\infty}^{0} e^{\mu s}|f(s)|^{2} d s<\infty \quad \text { for some } \mu \in\left(0,2 \nu \lambda_{1}\right) \tag{34}
\end{equation*}
$$

We have the following result, which is similar to [13, Lemma 4.10] and [14, Lemma 5.2 ] (see also [12] for close results).

Lemma 5.1. Suppose that $f \in L_{\mathrm{loc}}^{2}(\mathbb{R} ; H)$ satisfies (34). Then, for any $t \in \mathbb{R}$ and $\widehat{D} \in \mathcal{D}_{\mu}^{H}$, there exists $\tau_{1}(\widehat{D}, t)<t-2$ (the one given in Lemma 4.4), such that for any $\tau \leq \tau_{1}(\widehat{D}, t)$ and any $u_{\tau} \in D(\tau)$,

$$
\begin{align*}
\left|u\left(r ; \tau, u_{\tau}\right)\right|^{2} & \leq R_{1}^{2}(t) \quad \forall r \in[t-2, t],  \tag{35}\\
\left\|u\left(r ; \tau, u_{\tau}\right)\right\|^{2} & \leq R_{2}^{2}(t) \quad \forall r \in[t-1, t],  \tag{36}\\
\nu \int_{t-1}^{t}\left|A u\left(\theta ; \tau, u_{\tau}\right)\right|^{2} d \theta & \leq R_{3}^{2}(t), \tag{37}
\end{align*}
$$

where

$$
\begin{aligned}
R_{1}^{2}(t)= & 1+e^{-\mu(t-2)}\left(2 \nu \lambda_{1}-\mu\right)^{-1} \int_{-\infty}^{t} e^{\mu \theta}|f(\theta)|^{2} d \theta \\
R_{2}^{2}(t)= & \nu^{-1}\left(R_{1}^{2}(t)+\left(\nu^{-1} \lambda_{1}^{-1}+2\right) \int_{t-2}^{t}|f(\theta)|^{2} d \theta\right) \\
& \times \exp \left[2 \nu^{-1} C^{(\nu)} R_{1}^{2}(t)\left(R_{1}^{2}(t)+\nu^{-1} \lambda_{1}^{-1} \int_{t-2}^{t}|f(\theta)|^{2} d \theta\right)\right] \\
R_{3}^{2}(t)= & R_{2}^{2}(t)+2 \nu^{-1} \int_{t-1}^{t}|f(\theta)|^{2} d \theta+2 C^{(\nu)} R_{1}^{2}(t) R_{2}^{4}(t)
\end{aligned}
$$

with $C^{(\nu)}=27 C_{1}^{4}\left(4 \nu^{3}\right)^{-1}$.
Proof. The first estimate (35) follows immediately from (12).
Now, consider fixed $\tau \leq \tau_{1}(\widehat{D}, t)$ and $u_{\tau} \in D(\tau)$. Let us denote, for short, $u(r)=u\left(r ; \tau, u_{\tau}\right)$.

In order to obtain (36), we first observe that by the energy equality and Young's inequality,

$$
\frac{d}{d \theta}|u(\theta)|^{2}+2 \nu\|u(\theta)\|^{2} \leq\left(\nu \lambda_{1}\right)^{-1}|f(\theta)|^{2}+\nu \lambda_{1}|u(\theta)|^{2}, \quad \text { a.e. } \theta>\tau
$$

and therefore,

$$
\frac{d}{d \theta}|u(\theta)|^{2}+\nu\|u(\theta)\|^{2} \leq\left(\nu \lambda_{1}\right)^{-1}|f(\theta)|^{2}, \quad \text { a.e. } \theta>\tau
$$

Thus, in particular,

$$
\begin{equation*}
\nu \int_{r-1}^{r}\|u(\theta)\|^{2} d \theta \leq|u(r-1)|^{2}+\left(\nu \lambda_{1}\right)^{-1} \int_{r-1}^{r}|f(\theta)|^{2} d \theta \quad \forall \tau \leq r-1 \tag{38}
\end{equation*}
$$

On the other hand, by (8) and the regularity result (a) in Theorem 4.1, we have

$$
\frac{1}{2} \frac{d}{d \theta}\|u(\theta)\|^{2}+\nu|A u(\theta)|^{2}+b(u(\theta), u(\theta), A u(\theta))=(f(\theta), A u(\theta)), \quad \text { a.e. } \theta>\tau
$$

Therefore, observing that

$$
|(f(\theta), A u(\theta))| \leq \frac{1}{\nu}|f(\theta)|^{2}+\frac{\nu}{4}|A u(\theta)|^{2}
$$

and by (5) and Young's inequality,

$$
\begin{aligned}
|b(u(\theta), u(\theta), A u(\theta))| & \leq C_{1}|u(\theta)|^{1 / 2}\|u(\theta)\||A u(\theta)|^{3 / 2} \\
& \leq \frac{\nu}{4}|A u(\theta)|^{2}+C^{(\nu)}|u(\theta)|^{2}\|u(\theta)\|^{4}
\end{aligned}
$$

from above we deduce that

$$
\begin{equation*}
\frac{d}{d \theta}\|u(\theta)\|^{2}+\nu|A u(\theta)|^{2} \leq 2 \nu^{-1}|f(\theta)|^{2}+2 C^{(\nu)}|u(\theta)|^{2}\|u(\theta)\|^{4}, \quad \text { a.e. } \theta>\tau \tag{39}
\end{equation*}
$$

From (39), in particular we obtain

$$
\|u(r)\|^{2} \leq\|u(s)\|^{2}+2 \nu^{-1} \int_{r-1}^{r}|f(\theta)|^{2} d \theta+2 C^{(\nu)} \int_{s}^{r}|u(\theta)|^{2}\|u(\theta)\|^{4} d \theta
$$

for all $\tau<r-1 \leq s \leq r$, and therefore, by Gronwall's lemma,

$$
\|u(r)\|^{2} \leq\left(\|u(s)\|^{2}+2 \nu^{-1} \int_{r-1}^{r}|f(\theta)|^{2} d \theta\right) \exp \left(2 C^{(\nu)} \int_{r-1}^{r}|u(\theta)|^{2}\|u(\theta)\|^{2} d \theta\right)
$$

for all $\tau<r-1 \leq s \leq r$.
Integrating this last inequality for $s$ between $r-1$ and $r$, we obtain $\|u(r)\|^{2} \leq\left(\int_{r-1}^{r}\|u(s)\|^{2} d s+2 \nu^{-1} \int_{r-1}^{r}|f(\theta)|^{2} d \theta\right) \exp \left(2 C^{(\nu)} \int_{r-1}^{r}|u(\theta)|^{2}\|u(\theta)\|^{2} d \theta\right)$ for all $\tau<r-1$.

Thus, from this inequality and (38), using estimate (35), we deduce (36).
Finally, we observe that by (39),
$\nu \int_{t-1}^{t}|A u(\theta)|^{2} d \theta \leq\|u(t-1)\|^{2}+2 \nu^{-1} \int_{t-1}^{t}|f(\theta)|^{2} d \theta+2 C^{(\nu)} \int_{t-1}^{t}|u(\theta)|^{2}\|u(\theta)\|^{4} d \theta$, and therefore, taking into account estimates (35) and (36), we conclude (37).

Remark 2. It is clear that under the assumptions of Lemma 5.1, $\lim _{t \rightarrow-\infty} e^{\mu t} R_{1}^{2}(t)=$ 0.

Now, we introduce the following universe in $\mathcal{P}(V)$.
Definition 5.2. For any $\mu>0$, we will denote by $\mathcal{D}_{\mu}^{H, V}$ the class of all families $\widehat{D}_{V}$ of elements of $\mathcal{P}(V)$ of the form $\widehat{D}_{V}=\{D(t) \cap V: t \in \mathbb{R}\}$, where $\widehat{D}=\{D(t)$ : $t \in \mathbb{R}\} \in \mathcal{D}_{\mu}^{H}$.

Again, accordingly to the notation in the previous section, we denote by $\mathcal{D}_{F}^{V}$ the universe of families (parameterized in time but constant for all $t \in \mathbb{R}$ ) of nonempty fixed bounded subsets of $V$.

Remark 3. For any $\mu>0, \mathcal{D}_{F}^{V} \subset \mathcal{D}_{\mu}^{H, V} \subset \mathcal{D}_{\mu}^{H}$. It must also be pointed out that the universe $\mathcal{D}_{\mu}^{H, V}$ is inclusion-closed.

The following result is immediate.
Corollary 5. Under the assumptions of Lemma 5.1, the family

$$
\widehat{D}_{0, V}=\left\{\bar{B}_{H}\left(0, R_{1}(t)\right) \cap V: t \in \mathbb{R}\right\}
$$

belongs to $\mathcal{D}_{\mu}^{H, V}$ and satisfies that for any $t \in \mathbb{R}$ and any $\widehat{D} \in \mathcal{D}_{\mu}^{H}$, there exists $\tau(\widehat{D}, t)<t$ such that

$$
U(t, \tau) D(\tau) \subset D_{0, V}(t) \quad \forall \tau \leq \tau(\widehat{D}, t)
$$

In particular, the family $\widehat{D}_{0, V}$ is pullback $\mathcal{D}_{\mu}^{H, V_{-}}$absorbing for the process $U: \mathbb{R}_{d}^{2} \times$ $V \rightarrow V$.

Now, we will prove that the process $U: \mathbb{R}_{d}^{2} \times V \rightarrow V$ satisfies the pullback $\widehat{D}_{0, V^{-}}$ flattening property. In fact, we will prove that $U$ satisfies the pullback $\widehat{D}$-flattening property for any $\widehat{D} \in \mathcal{D}_{\mu}^{H}$.

Analogously to Lemma 4.6, we have the following result.
Lemma 5.3. If $f \in L_{\mathrm{loc}}^{2}(\mathbb{R} ; H)$ satisfies (34), then, for any $t \in \mathbb{R}$,

$$
\lim _{\rho \rightarrow \infty} e^{-\rho t} \int_{-\infty}^{t} e^{\rho s}|f(s)|^{2} d s=0
$$

Proposition 4. Under the assumptions of Lemma 5.1, for any $\varepsilon>0$ and $t \in \mathbb{R}$, there exists $m=m(\varepsilon, t) \in \mathbb{N}$ such that for any $\widehat{D} \in \mathcal{D}_{\mu}^{H}$, the projection $P_{m}: V \rightarrow$ $V_{m}:=\operatorname{span}\left[w_{1}, \ldots, w_{m}\right]$ satisfies the following properties:

$$
\left\{P_{m} U(t, \tau) D(\tau): \tau \leq \tau_{1}(\widehat{D}, t)\right\} \text { is bounded in } V
$$

and

$$
\left\|\left(I-P_{m}\right) U(t, \tau) u_{\tau}\right\|<\varepsilon \quad \text { for any } \tau \leq \tau_{1}(\widehat{D}, t), u_{\tau} \in D(\tau)
$$

where $\tau_{1}(\widehat{D}, t)$ is given in Lemma 4.4.
In particular, the process $U$ on $V$ satisfies the pullback $\widehat{D}$-flattening property for any $\widehat{D} \in \mathcal{D}_{\mu}^{H}$.
Proof. Let $\varepsilon>0, t \in \mathbb{R}$, and $\widehat{D} \in \mathcal{D}_{\mu}^{H}$ be fixed.
Since $\left\{w_{j}\right\}_{j \geq 1}$ is a special basis, $P_{m}$ is non-expansive in $V$. From this and (36), we deduce the boundedness in $V$ of the set $\left\{P_{m} U(t, \tau) D(\tau): \tau \leq \tau_{1}(\widehat{D}, t)\right\}$, for all $m \geq 1$.

On the other hand, let us fix $\tau \leq \tau_{1}(\widehat{D}, t), u_{\tau} \in D(\tau)$, and let us define again $u(r)=U(r, \tau) u_{\tau}$ and $q_{m}(r)=u(r)-P_{m} u(r)$.

Then, by (5) and Lemma 5.1, for each $m \geq 1$ one has

$$
\begin{aligned}
\frac{1}{2} \frac{d}{d r}\left\|q_{m}(r)\right\|^{2}+\nu\left|A q_{m}(r)\right|^{2} & =-b\left(u(r), u(r), A q_{m}(r)\right)+\left(f(r), A q_{m}(r)\right) \\
& \leq \frac{\nu}{2}\left|A q_{m}(r)\right|^{2}+\frac{1}{\nu}|f(r)|^{2}+\frac{C_{1}^{2}}{\nu} R_{1}(t) R_{2}^{2}(t)|A u(r)|
\end{aligned}
$$

a.e. $t-1<r<t$.

Consequently, as $\left|A q_{m}(r)\right|^{2} \geq \lambda_{m+1}\left\|q_{m}(r)\right\|^{2}$, from above we deduce that

$$
\frac{d}{d r}\left\|q_{m}(r)\right\|^{2}+\nu \lambda_{m+1}\left\|q_{m}(r)\right\|^{2} \leq 2 \nu^{-1}|f(r)|^{2}+2 C_{1}^{2} \nu^{-1} R_{1}(t) R_{2}^{2}(t)|A u(r)|
$$

a.e. $t-1<r<t$.

Thus, multiplying this last inequality by $e^{\nu \lambda_{m+1} r}$, integrating from $t-1$ to $t$, and taking into account Lemma 5.1, we obtain

$$
\begin{aligned}
e^{\nu \lambda_{m+1} t}\left\|q_{m}(t)\right\|^{2} \leq & e^{\nu \lambda_{m+1}(t-1)}\left\|q_{m}(t-1)\right\|^{2}+2 \nu^{-1} \int_{t-1}^{t} e^{\nu \lambda_{m+1} r}|f(r)|^{2} d r \\
& +2 C_{1}^{2} \nu^{-1} R_{1}(t) R_{2}^{2}(t) \int_{t-1}^{t} e^{\nu \lambda_{m+1} r}|A u(r)| d r \\
\leq & e^{\nu \lambda_{m+1}(t-1)}\|u(t-1)\|^{2}+2 \nu^{-1} \int_{t-1}^{t} e^{\nu \lambda_{m+1} r}|f(r)|^{2} d r \\
& +2 C_{1}^{2} \nu^{-1} R_{1}(t) R_{2}^{2}(t)\left(\int_{t-1}^{t} e^{2 \nu \lambda_{m+1} r} d r\right)^{1 / 2}\left(\int_{t-1}^{t}|A u(r)|^{2} d r\right)^{1 / 2} \\
\leq & e^{\nu \lambda_{m+1}(t-1)} R_{2}^{2}(t)+2 \nu^{-1} \int_{t-1}^{t} e^{\nu \lambda_{m+1} r}|f(r)|^{2} d r \\
& +2 C_{1}^{2} \nu^{-3 / 2} R_{1}(t) R_{2}^{2}(t) R_{3}(t)\left(2 \nu \lambda_{m+1}\right)^{-1 / 2} e^{\nu \lambda_{m+1} t}
\end{aligned}
$$

Therefore, from Lemma 5.3 and since $\lambda_{m} \rightarrow \infty$ as $m \rightarrow \infty$, we conclude that there exists $m=m(\varepsilon, t) \in \mathbb{N}$ such that $\left\|\left(I-P_{m}\right) U(t, \tau) u_{\tau}\right\|<\varepsilon$ for all $\tau \leq \tau_{1}(\widehat{D}, t)$, $u_{\tau} \in D(\tau)$.

As a consequence of the above result and Proposition 1, we obtain the asymptotic compactness in the $V$ norm. It is worth to point out that in this way the proof is much shorter than [13, Lemma 4.13].

Lemma 5.4. Under the assumptions of Lemma 5.1, the process $U$ on $V$ is pullback $\mathcal{D}_{\mu}^{H, V}$-asymptotically compact.

From the previous results, we obtain the existence of minimal pullback attractors for the process $U$ on $V$ (see [13, Theorem 4.14]).

Theorem 5.5. Suppose that $f \in L_{\mathrm{loc}}^{2}(\mathbb{R} ; H)$ satisfies the condition (34). Then, there exist the minimal pullback $\mathcal{D}_{F}^{V}$-attractor $\mathcal{A}_{\mathcal{D}_{F}^{V}}$ and the minimal pullback $\mathcal{D}_{\mu}^{H, V_{-}}$ attractor $\mathcal{A}_{\mathcal{D}_{\mu}^{H, V}}$ for the process $U$ on $V$ defined by (9), and the following relation holds:

$$
\mathcal{A}_{\mathcal{D}_{F}^{V}}(t) \subset \mathcal{A}_{\mathcal{D}_{F}^{H}}(t) \subset \mathcal{A}_{\mathcal{D}_{\mu}^{H}}(t)=\mathcal{A}_{\mathcal{D}_{\mu}^{H, V}}(t) \quad \forall t \in \mathbb{R} .
$$

In particular, for any family $\widehat{D} \in \mathcal{D}_{\mu}^{H}$, the following pullback attraction result in $V$ holds:

$$
\lim _{\tau \rightarrow-\infty} \operatorname{dist}_{V}\left(U(t, \tau) D(\tau), \mathcal{A}_{\mathcal{D}_{\mu}^{H}}(t)\right)=0 \quad \forall t \in \mathbb{R}
$$

Finally, if moreover $f$ satisfies

$$
\begin{equation*}
\sup _{s \leq 0}\left(e^{-\mu s} \int_{-\infty}^{s} e^{\mu \theta}|f(\theta)|^{2} d \theta\right)<\infty \tag{40}
\end{equation*}
$$

then

$$
\begin{equation*}
\mathcal{A}_{\mathcal{D}_{F}^{V}}(t)=\mathcal{A}_{\mathcal{D}_{F}^{H}}(t)=\mathcal{A}_{\mathcal{D}_{\mu}^{H}}(t)=\mathcal{A}_{\mathcal{D}_{\mu}^{H, V}}(t) \quad \forall t \in \mathbb{R}, \tag{41}
\end{equation*}
$$

and for any bounded subset $B$ of $H$,

$$
\lim _{\tau \rightarrow-\infty} \operatorname{dist}_{V}\left(U(t, \tau) B, \mathcal{A}_{\mathcal{D}_{F}^{H}}(t)\right)=0 \quad \forall t \in \mathbb{R}
$$

Observe that if $f \in L_{\mathrm{loc}}^{2}(\mathbb{R} ; H)$ satisfies the condition (34), then it also satisfies

$$
\int_{-\infty}^{0} e^{\sigma s}|f(s)|^{2} d s<\infty \quad \forall \sigma \in\left(\mu, 2 \nu \lambda_{1}\right)
$$

Thus, for any $\sigma \in\left(\mu, 2 \nu \lambda_{1}\right)$ there exists the corresponding minimal pullback $\mathcal{D}_{\sigma}^{H_{-}}$ attractor $\mathcal{A}_{\mathcal{D}_{\sigma}^{H}}$.

By Theorem 3.6, since $\mathcal{D}_{\mu}^{H} \subset \mathcal{D}_{\sigma}^{H}$, it is evident that, for any $t \in \mathbb{R}$,

$$
\mathcal{A}_{\mathcal{D}_{\mu}^{H}}(t) \subset \mathcal{A}_{\mathcal{D}_{\sigma}^{H}}(t) \quad \forall \sigma \in\left(\mu, 2 \nu \lambda_{1}\right)
$$

Moreover, if $f$ satisfies (40), then, by (41),

$$
\mathcal{A}_{\mathcal{D}_{F}^{H}}(t)=\mathcal{A}_{\mathcal{D}_{\mu}^{H}}(t)=\mathcal{A}_{\mathcal{D}_{\sigma}^{H}}(t) \quad \forall t \in \mathbb{R}, \sigma \in\left(\mu, 2 \nu \lambda_{1}\right) .
$$

In light of the fact that our analysis in $H$ required a similar amount of work to obtain asymptotic compactness or the flattening property, one might ask if one could 'simplify' the direct proof of asymptotic compactness in $V$ from [13] by using some ideas from the above 'flattening' analysis. It then becomes apparent that the idea of 'direct' proof in this case simply means trying to prove asymptotic compactness with resorting to a splitting of the solution into high and low modes; this serves to emphasise that the 'flattening property' can more rightly be thought of as a technique (splitting) that is always available should we require it.
5.1. Compactness of the process in $V$ via semigroups. Finally we show that in $V$, too, a little more regularity of $f$ yields the existence of a compact pullback absorbing family. To this end we assume that

$$
f \in L_{\mathrm{loc}}^{p}(\mathbb{R} ; H) \quad \text { for some } p>2
$$

With this assumption we show that there is a bounded absorbing family in $D\left(A^{1 / 2+\delta}\right)$ for an appropriately chosen $\delta>0$.

Theorem 5.6. Suppose that $f \in L_{\mathrm{loc}}^{p}(\mathbb{R} ; H)$ for some $p>2$ and that

$$
\int_{-\infty}^{0} e^{\mu s}|f(s)|^{2} d s<\infty \quad \text { for some } \mu \in\left(0,2 \nu \lambda_{1}\right)
$$

Fix $\delta<\frac{1}{2}-\frac{1}{p}$. Then, for any $t \in \mathbb{R}$ and $\widehat{D} \in \mathcal{D}_{\mu}^{H}$, there exists $\tau_{1}(\widehat{D}, t)$ (the one given in Lemma 4.4), such that for any $\tau \leq \tau_{1}(\widehat{D}, t)$ and any $u_{\tau} \in D(\tau)$,

$$
\left|A^{1 / 2+\delta} u\left(t ; \tau, u_{\tau}\right)\right| \leq R_{\delta}(t)
$$

Proof. The analysis in $V$ is significantly simpler than in $H$. Indeed, for any $\epsilon>0$ the nonlinear term maps $V$ into $D\left(A^{-\epsilon}\right)$ : taking the inner product of $B(u)$ with $w \in D\left(A^{\epsilon}\right)$ we obtain

$$
\begin{aligned}
|\langle B(u), w\rangle| & \leq\|u\|_{L^{1 / \epsilon}}\|\nabla u\|_{L^{2}}\|w\|_{L^{2 /(1-2 \epsilon)}} \\
& \leq \tilde{c}_{\epsilon}\|u\|^{2}\|w\|_{L^{2 /(1-2 \epsilon)}} \\
& \leq \tilde{c}_{\epsilon}\|u\|^{2}\|w\|_{\epsilon}
\end{aligned}
$$

since $D\left(A^{s}\right) \subset L^{2 /(1-2 s)}$. Thus

$$
\|B(u)\|_{-\epsilon} \leq \tilde{c}_{\epsilon}\|u\|^{2}
$$

Given a solution $u(t)=u\left(t ; \tau, u_{\tau}\right)$ we write

$$
u(t)=e^{-A} u(t-1)+\int_{t-1}^{t} e^{-A(t-s)}(B(u(s))+f(s)) d s
$$

Take the norm in $D\left(A^{1 / 2+\delta}\right)$, using (26) and choosing $\epsilon$ so that $\delta+\epsilon<1 / 2$, we obtain

$$
\begin{aligned}
\left|A^{1 / 2+\delta} u(t)\right| \leq & c_{\delta}\|u(t-1)\|+\tilde{c}_{\epsilon} c_{1 / 2+\delta+\epsilon} \int_{t-1}^{t}(t-s)^{-(1 / 2+\delta+\epsilon)}\|u(s)\|^{2} d s \\
& +c_{1 / 2+\delta} \int_{t-1}^{t}(t-s)^{-(1 / 2+\delta)}|f(s)| d s \\
\leq & c_{\delta} R_{2}(t)+\frac{\tilde{c}_{\epsilon} c_{1 / 2+\delta+\epsilon}}{1 / 2-\delta-\epsilon} R_{2}^{2}(t)+C_{p, \delta}\left(\int_{t-1}^{t}|f(s)|^{p} d s\right)^{1 / p}=: R_{\delta}(t)
\end{aligned}
$$

the first term is bounded using Lemma 5.1; the second since $(t-s)^{-(1 / 2+\delta+\epsilon)}$ is integrable and $\|u(s)\|^{2} \leq R_{2}^{2}(t)$ uniformly for $s \in[t-1, t]$ (Lemma 5.1 again); and for the third term we can argue as in the proof of Theorem 4.8 using Hölder's inequality since $\delta<\frac{1}{2}-\frac{1}{p}$.

We note in particular that in the autonomous case this gives a very quick method of proving the existence of a compact absorbing set in $V$ when we assume only $f \in H$. As in the more complicated case in $H$, the higher regularity of $f$ is the same as would be required to obtain a similar result for the linear problem $u_{t}+A u=f(t)$.

Conclusion. We have shown the existence of pullback attractors in $H$ and $V$ under minimal regularity assumptions on the forcing $f$, proving asymptotic compactness of the dynamical process via the Fourier splitting method, i.e. a proof of 'Condition (C)'/'the flattening property'. With a little additional regularity we have been able to use the semigroup approach to prove the existence of a compact pullback absorbing family in both cases.

It is interesting that in order to obtain the compact pullback absorbing family we require the same regularity of $f$ as we would in the purely linear problem. One can see that this is to be expected if we consider solutions given by the variation of constants formula

$$
u(t)=e^{-A(t-s)} u(s)+\int_{s}^{t} e^{-A(t-r)}[B(u(r))+f(r)] d r
$$

noting that the expression

$$
U(t, s):=e^{-A(t-s)} u(s)+\int_{s}^{t} e^{-A(t-r)} f(r) d r
$$

is simply the solution of the linear equation

$$
v_{t}+A v=f(t), \quad v(s)=u(s)
$$

at time $t$. So we could write the following variation on the variation-of-constants formula,

$$
u(t)=U(t, s)+\int_{s}^{t} e^{-A(t-r)} B(u(r)) d r
$$

For the analysis in $H$, the key step was the estimate (31), which we can write as

$$
\begin{aligned}
X(s) \leq & s^{\epsilon}\left|A^{\epsilon} U(s+\sigma, \sigma)\right| \\
& +P(\sigma, t) s^{\epsilon}\left(\int_{0}^{s}(s-r)^{-(1-\epsilon) /(1-\epsilon / 2)} r^{-3 \epsilon /(2-\epsilon)} X(r)^{3 /(2-\epsilon)} d r\right)^{1-\epsilon / 2}
\end{aligned}
$$

Conclusion of the argument requires a bound on $\left|A^{\epsilon} U(s+\sigma, \sigma)\right|$ uniform for $\sigma \in$ $[t-1, t], s \in[0, t-\sigma]$, i.e. relies on solutions of the linear equation.

Similarly, if we estimate $u$ in $D\left(A^{1 / 2+\delta}\right)$ as in Section 5.1 then we obtain

$$
\begin{aligned}
\left|A^{1 / 2+\delta} u(t)\right| & \leq\left|A^{1 / 2+\delta} U(t, t-1)\right|+\tilde{c}_{\epsilon} c_{1 / 2+\delta+\epsilon} \int_{t-1}^{t}(t-s)^{-(1 / 2+\delta+\epsilon)}\|u(s)\|^{2} d s \\
& \leq\left|A^{1 / 2+\delta} v(t)\right|+\frac{\tilde{c}_{\epsilon} c_{1 / 2+\delta+\epsilon}}{1 / 2-\delta-\epsilon} R_{2}^{2}(t)
\end{aligned}
$$

and the key point is again an estimate on $U$, i.e. smoothness for the linear equation.
Acknowledgments. While still working on this paper among many other projects, our coauthor Prof. José Real died in January of this year. This work is dedicated to his memory, with our deepest and most sincere admiration, gratitude, and love. He was P.M.-R. and J.G.-L.'s PhD-advisor, a clever mathematician with a sharp view on problems, a generous and wonderful colleague, and an even better friend. He passed away too soon, being only 60 years old. We miss him deeply, but he will stay forever in our hearts.

This work has been partially supported by Ministerio de Ciencia e Innovación (Spain) under project MTM2011-22411. J.G.-L. is a fellow of Programa de FPU del Ministerio de Educación (Spain), and thanks James Robinson and Alejandro Vidal-López for their kind hospitality during her stay at the University of Warwick in the Spring of 2012 while finishing this project. J.C.R. is supported by an EPSRC Leadership Fellowship EP/G007470/1.

## REFERENCES

[1] (1694278) J. M. Arrieta and A. N. Carvalho, Abstract parabolic problems with critical nonlinearities and applications to Navier-Stokes and heat equations, Trans. Amer. Math. Soc. 352 (2000), 285-310.
[2] (2191992) T. Caraballo, G. Łukaszewicz, and J. Real, Pullback attractors for asymptotically compact non-autonomous dynamical systems, Nonlinear Anal. 64 (2006), 484-498.
[3] (2196010) T. Caraballo, G. Łukaszewicz, and J. Real, Pullback attractors for non-autonomous 2D-Navier-Stokes equations in some unbounded domains, C. R. Math. Acad. Sci. Paris 342 (2006), 263-268.
[4] (2976449) A. N. Carvalho, J. A. Langa, and J. C. Robinson, Attractors for InfiniteDimensional Non-Autonomous Dynamical Systems, Springer, 2012.
[5] (0138894) L. Cattabriga, Su un problema al contorno relativo al sistema di equazioni di Stokes, Rend. Sem. Mat. Univ. Padova 31 (1961), 308-340.
[6] (0952900) S.-N. Chow and K. Lu, Invariant manifolds for flows in Banach spaces, J. Differential Equations 74 (1988), 285-317.
[7] (1180685) S.-N. Chow, K. Lu, and G. R. Sell, Smoothness of inertial manifolds, J. Math. Anal. Appl. 169 (1992), 283-312.
[8] (0732571) C. Foias, O. P. Manley, R. Temam, and Y. M. Trève, Asymptotic analysis of the Navier-Stokes equations, Phys. D 9 (1983), 157-188.
[9] (0934703) C. Foias, O. Manley, and R. Temam, Modelling of the interaction of small and large eddies in two-dimensional turbulent flows, RAIRO Modél. Math. Anal. Numér. 22 (1988), 93-118.
[10] (0943945) C. Foias, G. R. Sell, and R. Temam, Inertial manifolds for nonlinear evolutionary equations, J. Differential Equations 73 (1988), 309-353.
[11] (0166499) H. Fujita and T. Kato, On the Navier-Stokes initial value problem. I, Arch. Rational Mech. Anal. 16 (1964), 269-315.
[12] (2810726) J. García-Luengo, P. Marín-Rubio, and J. Real, $H^{2}$-boundedness of the pullback attractors for non-autonomous 2D Navier-Stokes equations in bounded domains, Nonlinear Anal. 74 (2011), 4882-4887.
[13] (2881040) J. García-Luengo, P. Marín-Rubio, and J. Real, Pullback attractors in $V$ for nonautonomous 2D-Navier-Stokes equations and their tempered behaviour, J. Differential Equations 252 (2012), 4333-4356.
[14] J. García-Luengo, P. Marín-Rubio, and J. Real, Pullback attractors for 2D Navier-Stokes equations with delays and their regularity, Adv. Nonlinear Stud. To appear.
[15] (0610244) D. Henry, Geometric Theory of Semilinear Parabolic Equations, Lecture Notes in Mathematics, 840. Springer-Verlag, Berlin-New York, 1981.
[16] (1254122) D. A. Jones and E. S. Titi, Upper bounds on the number of determining modes, nodes, and volume elements for the Navier-Stokes equations, Indiana Univ. Math. J. 42 (1993), 875-887.
[17] (2281716) P. E. Kloeden and J. A. Langa, Flattening, squeezing and the existence of random attractors, Proc. R. Soc. Lond. Ser. A Math. Phys. Eng. Sci. 463 (2007), 163-181.
[18] (2341814) P. E. Kloeden, J. A. Langa, and J. Real, Pullback $V$-attractors of the 3-dimensional globally modified Navier-Stokes equations, Commun. Pure Appl. Anal. 6 (2007), 937-955.
[19] (0259693) J. L. Lions, Quelques Méthodes de Résolution des Problèmes aux Limites Non Linéaires, Dunod, 1969.
[20] (1948459) Q. Ma, S. Wang, and C. Zhong, Necessary and sufficient conditions for the existence of global attractors for semigroups and applications, Indiana Univ. Math. J. 51 (2002), 15411559.
[21] (2536301) P. Marín-Rubio and J. Real, On the relation between two different concepts of pullback attractors for non-autonomous dynamical systems, Nonlinear Anal. 71 (2009), 39563963.
[22] (2600726) P. Marín-Rubio and J. Real, Pullback attractors for 2D-Navier-Stokes equations with delays in continuous and sub-linear operators, Discrete Contin. Dyn. Syst. 26 (2010), 989-1006.
[23] (1881888) J. C. Robinson, Infinite-Dimensional Dynamical Systems, Cambridge University Press, 2001.
[24] (1491614) R. Rosa, The global attractor for the 2D Navier-Stokes flow on some unbounded domains, Nonlinear Anal. 32 (1998), 71-85.
[25] (0603444) R. Temam, Navier-Stokes Equations, Theory and Numerical Analysis, 2nd. ed., North Holland, Amsterdam, 1979.
[26] (0953967) R. Temam, Infinite-Dimensional Dynamical Systems in Mechanics and Physics, Springer, New York, 1988.
E-mail address: luengo@us.es
E-mail address: pmr@us.es
E-mail address: j.c.robinson@warwick.ac.uk


[^0]:    2000 Mathematics Subject Classification. 35B41, 35B65, 35Q30.
    Key words and phrases. 2D Navier-Stokes equations; pullback attractors; pullback flattening property; compact absorbing set.

    Joseé Real died on January 27th, 2012. J.G.-L., P.M.-R., and J.C.R. would like to dedicate this paper to his memory.

[^1]:    ${ }^{1}$ Note that in fact $\delta(s)$ is simply a bound on $s^{\epsilon} U(s+\sigma, \sigma)$ in $D\left(A^{\epsilon}\right)$, where $U(s, \sigma)$ is a solution of the linear equation $u_{t}+A u=f(t)$ with initial data $u(\sigma)=u_{\sigma}(0)$; this where we require the additional regularity for $f$, so it has nothing to do with the nature of the nonlinear term. We return briefly to this issue in the Conclusion.

