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Abstract

We prove the existence of tempered and non-tempered pullback attractors for two
dimensional Navier-Stokes equations on unbounded domains satisfying Poincaré in-
equality, for the case in which a forcing term involving memory effects appears. Our
proof uses an energy method and is valid for the autonomous and non-autonomous
cases.
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1 Introduction

Navier-Stokes equations have received very much attention over the last decades
due to their importance in the understanding of fluid motion and turbulence.

No doubt at all, the asymptotic behaviour of general dynamical systems, and

particularly for the NS equations, is an interesting and challenging problem,

since it can provide useful information on the future evolution of the system

(see [5-7,9,11,18,19] amongst others).

Very recently, in [2-4] there started the research involving Navier-Stokes mod-
els in which the forcing term contains some hereditary features. These situa-
tions may appear, for instance, when we want to control the system by apply-
ing a force which takes into account not only the present state of the system
but the history of the solutions.
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After establishing some sufficient conditions ensuring the exponential behaviour
of solutions to a 2DNavier-Stokes delay model (essentially when the viscosity

is large, and every solution converges towards the unique stationary solution,

cf. [3] ), the attractor is the next interesting concept to study under more

relaxed assumptions.

More precisely, when the viscosity is small one can expect something similar
to what happens in the non-delay framework, i.e., the existence of a compact
invariant attracting set (a global attractor for the associated semigroup). But
on this framework, it is necessary to be careful with the analysis, concretely
with the phase space in order to consider the associated semigroup. In fact,
the dynamical system needs to be defined in a phase space of trajectories.

Although for some particular cases, the resulting abstract equation becomes
autonomous (e.g. for constant delays) and the standard techniques for au-
tonomous dynamical systems can be adapted to solve the problem, most cases
need a non-autonomous model to describe the system and, consequently, a
non-autonomous technique is necessary to handle the problem. Concretely, in
[4] the authors study the existence of pullback attractors for non-autonomous
systems (although other options are also valid, as kernel sections or skew-
product formalism).

However, a crucial point in this last work is that the process is compact (the
boundedness of the domain plays a crucial role for compact Sobolev embed-
ding). Autonomous and non-autonomous problems without the compactness
property and in a non-delay framework have been treated, for instance, in
[14,13,1]. Existence, uniqueness, and exponential stability of the stationary
solution in the case of some unbounded domains and with presence of delays
was studied in [8].

The purpose of this paper is to extend the above results on attractors to the
case where the domain (2 is not necessarily bounded, under more relaxed con-
ditions than in [8], by the way of proving an asymptotic compactness property.
Namely, we extend some of the results in [4] to the case of unbounded domains
satisfying Poincaré inequality. In our proof there is no need of regularity of the
boundary of €2. A crucial point is that we make use of the tempered frame-
work, which also allows us to ensure existence and some nice properties on
the attractor for the non-tempered case. Both situations have an immediate
translation into the autonomous case.

The contents of the rest of the paper are as follows. In Section 2 we will pose
the statement of the problem. Section 3 is devoted to recall some useful results
on dynamical systems and attractor theory, pointing out specially the benefit
of tempered framework. In Section 4 the construction of the process and the
main results are given. Namely, these are continuity properties of the process,



existence of an absorbing set, and asymptotic compactness in a suitable uni-
verse, to conclude with the existence of tempered and non-tempered pullback
attractors.

2 Statement of the problem

Let 2 C R? be an open set with boundary I'. We do not suppose that I is
regular, and €2 is not necessarily bounded, but satisfies a Poincaré inequality,
i.e., there exists A\; > 0 such that

1
/Q|¢de < )\I/QIV¢|2dx, for all ¢ € HY(Q). (1)

We consider the following functional Navier-Stokes problem:

ZTZ — vAu + Zzzzl Uzgg = f(t) — Vp+ g(t,ut) in (7—’ —|—OO) x Q,

divu =0 in (7,7) x Q,

u=0 on (1,4+00) x I,

u(t,x) =ul(z), z€Q,

u(t,z) =t —1,2), te(r—h,7) x€,

where v > 0 is the kinematic viscosity, u is the velocity field of the fluid, p the
pressure, 7 € R the initial time, ug the initial velocity field, f a nondelayed
external force field, g another external force with some hereditary character-
istics and ¢ the initial datum in the interval of time (—h,0), where h is a
fixed positive number. We denote by u; the function defined on (—h,0) by the
relation u(s) = u(t + s), s € (—h,0).

To set our problem in the abstract framework, we consider the usual abstract
spaces:

V= {ue (@) divu =0},

H = the closure of V in (L*(Q))? with the norm |-|, and inner product (-, )
where for u,v € (L?(2))?,

(u,v) = é/ﬁuj(m)vj(x)dx,

V' = the closure of V in (H}(Q))? with the norm ||-|| associated to the inner



product ((+,-)), where for u,v € (H}(Q2))?,

2 ou: Ov;
wwzzégam

ij=1

It follows that V' C H = H' C V', where the injections are dense and con-
tinuous. We will use ||-||, for the norm in V' and (-, -) for the duality (V', V).
Now we define A : V' — V' by (Au,v) = ((u,v)), and the trilinear form b on
V xV xV by

2 .
b(u,v,w) = Z / uigv]wjdx u,v,w € V.

2

Let us denote B : V x V' — V' the operator given by (B(u,v),w) = b(u, v, w),
for all u,v,w € V, and B(u) = B(u,u).

We remember that
b(u,v,w) = —b(u,w,v), for all u,v,w €V,

and in particular
b(u,v,v) =0, for all u,v € V.

The following inequality holds (see [12]):

b(w, v, w)| < 27Y2ul||ul|||v||, for all u,v € V.

We denote Cr = C°([—h,0]; H), and L% = L*(—=h,0; X) for X = H, V, V"

Now, we establish suitable hypotheses on the term containing the delay. Let
g: R x Oy — (L*(Q))? satisfy the following assumptions:

(I) for all £ € Cy, the function t € R — g(¢t,&) € (L*(Q2))? is measurable,
(IT) g(t,0) =0, for all t € R,
(III) there exists L, > 0 such that for all ¢ € R, and for all £, € Ch,

l9(t, ) — gt )| < Lyll§ = nlloy,

(IV) there exists C; > 0 such that for all 7 < ¢, and for all u,v € C°([r—h, t]; H),
t t
[ las u) = gls,v)fds < €2 [ Ju(s) —v(s) Pds.

Observe that (I)-(III) imply that given u € C°([r — h,T]; H), the function
Gu it € [1,T] — (L*(2))? defined by g, (t) = g(t,u;) Vt € [7,T], is measurable



and, in fact, belongs to L>=(7, T; (L*(€2))?). Then, thanks to (IV), the mapping
G:ueC'r—h,T);H) — g, € L*(7,T; (L*(Q))?)

has a unique extension to a mapping G which is uniformly continuous from
L*(t—h,T; H) into L*(7, T; (L*(£2))?). From now on, we will denote g(t, u;) =
G(u)(t) for each u € L*(t — h,T; H), and thus property (IV) will also hold for
all u,v € L*(r — h,T; H).

We will suppose that g also satisfies:

(V) if O is a bounded open subset of 2, and the sequence {v™} C L*(7—h,T; H)
converges to v strongly in L?(7 — h, T; (L*(0))?), with v € L*(r — h,T; H),
then g(-,v™) converges weakly to g(-,v.) in L*(7,T; (L*(O))?).

Let us assume now that ug € H, ¢ € LY, f € L} (R; V'), and g : R x Oy —
(L?(2))? satisfies hypotheses (I)-(V). Examples of such operators g can be
found in [8, Sec.3].

For each 7 € R we consider the problem:

To find uw € L3(t — h, T; H)N L*(7,T; V)N L*>°(7,T; H) ¥T > T,
%u(t) + vAu(t) + B(u(t)) = f(t) + g(t,us) in D'(1,+00; V'), (2)
uw(0) =u’, u(t)=¢(t—r71), foraa. te(r—h,1).

The following result can be proved in the same manner as the existence and
uniqueness theorem proved in [8]:

Theorem 1 Letu’ € H, ¢ € L*(—h,0; H), f € L} (R; V"), and assume that
g: R x Cy — (L*Q))?* satisfies hypotheses (I)-(V). Then, for each T € R,
there exists a unique solution of (2), denoted u(t,T,u°, &), which, in addition,
belongs to C°([r,+o0); H).

3 Preliminaries on attractors

Our goal is to study the asymptotic behaviour for solutions of the problem (2).
The possibly unbounded character of the domain and the lack of regularity
of its boundary do not allow us to apply directly the techniques of compact
semiflows and semiprocesses for this problem. Here we recall briefly some of
the essential concepts and results in order to state existence of attractor for
the dynamical system associated to (2) (see also [1,7,15] ).



We make the exposition for non-autonomous dynamical systems, so the au-
tonomous case (which has neither been studied to our knowledge) will be a
particular case also valid from our treatment.

In order to start our discussion for the theory of pullback attractors for nonau-
tonomous dynamical systems, we need to modify the concept of semiflow, since
the initial time is just as important as the final time.

Instead of a family of one time-dependent maps S(t), we need to use a process
(also called a two-parameter semigroup) on a metric space (X, d). This is a
family of continuous mappings S(t,7) : X — X, ¢ > 7, with the properties
S(t,t)l’ =T, and S(tg,tl)S(tl,to) = S(tg,to) for all t() S tl S t2.

The main ingredients to obtain an attractor without clear compactness con-
ditions are the following:

Let us denote P(X) the family of all nonempty subsets of X, and suppose D
is a nonempty class of parameterized sets D = {D(t) : t € R} C P(X).

Definition 2 The process S(t, 7') 15 said to be pullback D—asymptotically
compact if for any t € R, any D e D, any sequence 1, — —o00, and any
sequence T, € D(1,), the sequence {S(t,Tn)xn} is relatively compact in X.

Let us denote by dist(Cy, Cy) the Hausdorff semidistance between Cy and Cj,
i.e.

dist(Cy, Cy) = sup inf d(z,y) for C1,Cy C X.

zeC YEC?

The property given in Definition 2 is enough to prove in a standard way the
following result:

Proposition 3 Let us assume that the process S(t,T) is pullback D— asymptotically
compact. For each De D, we define the omega-limit ofD at time t as the set
given by

A, D)= (U S(t,s,D(s))) .

T7<t \s<T

This set is a non-empty compact subset of X, it attracts D in the pullback
sense, 1.e.:

lim dist(S(¢, 7, D(7)), A(t, D)) = 0,

T——00

and it is invariant for S, i.e.:
S(t,7,A(r,D)) = A(t,D)  Vt>r.

Definition 4 It is said that B = {B(t) : t € = R} € D is pullback D—absorbing
for the process S if for any t € R and any De D, there ezists a Ty(t, D) <t



such that

—

S(t,7)D(t) C B(t) forall ™ < 7o(t, D).

Joining the concepts given in Definitions 2 and 4 we have the following result

(cf. [1]):

Theorem 5 Let us suppose that the process S is pullback D—asymptotically
compact, and that B = {B(t) : t € R} € D is a family of pullback D—absorbing
sets for S. Then, the family A= {A(t) : t € R} C P(X) defined by

A(t) = A(B,t), teR, (3)
has the following properties:

(1) the set A(t) is compact for any t € R,
(2) A is pullback D—attracting, i.e.

lim dist(S(¢,7)D(7), A(t)) =0 for all D € D,

(3) A is invariant, i.e.
S(t,7)A(T) = A(t) forallT <t,

(4) and
Aty = |J A(D,t) forteR.

~

DeD

The family A, called the global pullback D—attractor for the process S, is
minimal in the sense that if C = {C(t) : t € R} C P(X) is a family of
closed sets such that

lim dist(S(t,7)B(r),C(t)) = 0,

T——00

then A(t) C C(t).

Remark 6 (i) If we assume that B(t) is closed for allt € R, and the family
D is inclusion-closed (i.e. if D € D, and D' = {D'(t) : t € R} C P(X) with
D'(t) € D(t) for allt, then D' € D), then the pullback D—attractor A belongs
to D, and it is the unique family in D satisfying properties (1)—(3) above.

(ii) An important feature in the above result is that the attractor, as properly
claimed in the statement, is compact and invariant.

Without the assumption of existence of a pullback D—absorbing family for S,
from Proposition 3 one is only able to show that A(t) = Upep A(t, D) is a



closed set, that attracts all elements from D, but it is only positively invari-
ant, i.e. A(t) C S(t, 7, A(1)). To prove the other inclusion, a compactness
assumption on A(T) would suffice.

This last assumption holds in the framework of the theorem, and also if one
considers a subclass € C D as universe, which will be used below to show the
existence of different kind of attractors. (cf. Corollary 21).

4 Construction of the process and main result

In order to apply the theory of the previous section, we need to construct a
process associated to problem (2).

We consider the Hilbert space M% = H x L% with the norm

0
1, @3, = ' + [ Jp(s)Pds.

Taking into account Theorem 1, we can consider the family of mappings
S(t,T) : M — M}, given by

S(t, 1) (u’, @) = (u(t,T, u’, o), u(-, 7, uo,g0)> , (W) e My, t>T. (4)

For technical reasons it will also be convenient to consider the Hilbert space
M = H x L} with the norm

0
1(u®, )32 = [u°f? +[h le(s)]1*ds.

Remark 7 Observe that when the elapsed time t — T is bigger than h, S(t, 1)
maps M3, into M.

To check we have a properly continuous process, we give firstly the following
result:

Lemma 8 Let (u°, ), (v°,) € M%, be two couples of initial data for problem
(2). Under the assumptions of Theorem 1, denote u(-) = u(-,7,u’ ¢) and
v(-) = v(-,7,0°,%) the corresponding solutions to (2). Then,

()=o) < (= o' + llp = w15 ) e ([ (oo lus) P+ G2+ 1)ds ), we 2,
(5)
and

v [ luts) = ws) Pds < (1 = + g — i) % (6)



t 1 -
X [1 + (/ (;HU(S)H? + C’; + 1)ds> exp </ (;HU(S)HQ 4 092 i 1)ds>} Vs T
Proof. Writing the equation for the difference of u and v we have

jt(u —v) +vA(u —v) + B(u) — B(v) = g(t,u) — g(t,v).

Let us denote w = u — v. Then, for any t > 7

5w +vllw®)]* + (B(u(t) — Bu(t)), w(t)) = (g(t, u) — g(t, ve), w(t)).

Using that (B(u) — B(v), w) = b(w, u, w), and the estimate (non-optimal but
more clear) |b(w,u,w)| < |w]||ul|||w]|, one has

O(flﬁlw(t)!2 + 2 w(®)|* < 2lw(®)[lu®)|[lw@)]

+2lg(t, we) = g(t, vr)|[w(t)]. (7)

Young inequality gives

1
2fw[fuflllw]l < Zfwl|lul® + 2vflw]*  and

1
2lg(t,w) = gt w)l[w(t)] < F5lg(t, w) = g(t, v)[* + Cglwl.
g

Putting this in (7) and integrating in |7, t] we obtain

w(t)P-lu(r)P < [ ( )P llu(s >H2+02!9(8 us>—g<s,vs>|2+05|w<s>'2> o

Taking into account (IV) one has

[ lots ) = gs,vPas <2 [ Juts) — ofs) s

t
= C2lle = vlE +C2 [ fu(s)ds.
Now we deduce

w0 < [0 0P lp =l + [ (oo lus) P+ 2+ 1) fu()Pds, o = 7
@

Applying Gronwall lemma we obtain (5). Now, using (5) in (7) we deduce (6).
]

We are now able to establish, as an immediate consequence, the following
result.



Theorem 9 Under the assumptions of Theorem 1, the family of maps S(-,-)
defined in (4) is a process in M%. In fact, S(t,7) : M} — M3 is locally
Lipschitz continuous, i.e. for any t > 7 and any bounded set B C M%, there
exists a constant L(B,t,7) > 0 such that for any couple (u°, ®), (v°,%) € B

1S(t, 7)(u’, 0) = S(t.7) (0", )z, < L(B, £, 7)l[(u’, 8) — (0°,9) || sz,

Remark 10 Although it will not be useful here, let us observe that from esti-
mates in Lemma 8 we can also conclude that S defines a continuous process
on Cg.

We will also need the following continuity result for S in a weak sense.

Proposition 11 Let us suppose that conditions from Theorem 1 hold. Then,
for any sequence such that

(u™™, ¢*™) — (u°, ¢°) weakly in M2 (9)
and g0 0
d(i == weakly in L3, (10)

the following convergences hold for any t > 7 and any open bounded subset

(t, 7, u’, ¢°) weakly in H,
(-, 7, u’, ¢%) weakly in L*(1 — h,t; V),
(-, 7, u”, @°) weakly in L%,

u
u
Ut

u(-, 7, u’, ¢°) strongly in L*(t — h,t; (L*(O))?).
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Proof. Let us fix t > 7 and a bounded open subset O C 2. Denote for short
u(+) = u(-, 7, u®", ¢%"), and u(-) = u(-, 7,u% ¢°) the corresponding solutions
to problem (2). Observe that by Lemma 8 one has uniform bounds of v" and u
in L°°(7,t; H) and L*(7,t; V). Observe that u™ belongs to C([r,t]; H), so there
exists £ € H and v € L?(r,t; V) such that, for a subsequence {u"'} C {u"},

u™ (t) — & weakly in H

and

u” — v weakly in L*(1,t; V).
Observe also that analogously to [14,16,8] we have that ¢°"|o is relatively
compact in the strong topology of L*(—h,0; (L?(0))?).

Proceeding similarly to the existence theorem in [8] we see that & = u(t) (in
order to prove it, take a continuous differentiable function ¢ with ¢ (t) # 0,
and compare the obtained equalities). This proves (11).

10



Property (12) comes from the fact that u™ — v weakly in L?(7,¢; V) and the
uniqueness of solution corresponding to initial data (u°, ¢°). Therefore, v = u
over (7,t). Now, (13) is a trivial consequence of (12). Reasoning as in Lemma
2.4 in [8] we can also obtain that from {u™} we can extract a subsequence
{u™"} satisfying (14). Finally, that (11)-(14) hold for the whole sequence can
be seen by a contradiction argument taking into account the uniqueness of w.
|

4.1  Emistence of a bounded absorbing set

In order to obtain a bounded absorbing set for the dynamical system S in an
adequate universe, we have the following result.

Proposition 12 Let us suppose that assumptions in Theorem 1 and the in-
equality vA; > C, hold. Assume also that there exists a value m € (0,2vA; — 2C,)
such that for every u € L*(7 — h,t; H),

¢
/ ™ |g(s, u,)*ds < C’;/ ™ |u(s)|*ds, for anyt > 7. (15)

t
T7—h
Then, if we fix 5 € (0,2v — ZCgAl_l —mA7Y), and we denote

n =20 —20,\ " —mA\ " — B> 0, (16)

we have the inequality

t
ult, 7,0, @)% +me [ e ju(s, 7,0, ¢)]2ds
t
<™ (1 2C) [|(u®, )32, + 5_16_””/ ™| f(s)|[Zds (17)
for allt > 7 and any (u°, ¢) € M%.

Proof. Let us denote u(t) = u(t, 7,u°, ¢). From the equation satisfied by u(t)
we have

(e u(0)?) = me ) = 20 u(t) P

dt
+2e™(f(t), u(t)) + 2¢™ (g(t, we), u(t)).
By Young inequality, with constant 3 to be fixed later on,

2e™(f(t),u(t)) < B~ ™SO + ™ Bllu®)],

11



and then, if we integrate in [, ], we obtain

m

lu(t) e u(r)? + (- 20+ 8) [ e lul)s
st [ Lo £(s)||2ds + 2 / "o (g (s, ua), uls))ds.

Observe that thanks to (15) the last term can be majorized by

1/2

2 /Tt e (g(s,us), u(s))ds <2 </Tt e™g(s, us)\2d5>1/2 (/Tt ems\u(s)|2ds)
<2C, /Tth ™ |u(s)|*ds

t
<20, |8l +2C, [ e lu(s)ds,
Therefore, we conclude that

™ u(t)]* <e™ |u(r)[* +2Cee™ ||gl|7;,
+(mart =2+ 420,07 [ " u(s)||2ds
w7 [ (o)) 2ds,
whence the result follows. m
As a consequence of Proposition 12, we obtain the following estimate.

Corollary 13 Let us assume all the assumptions and notations in Proposition
12. Then, for any r > 0 and any 7 <t —r, we have

t
n | lluls 7, @)|*ds <e™ 70 (1v 2C) | (u, 9)Il3g
¢
#5710 [ £ (s) s (18)
for any (u°, ) € M%, where n is given by (16)

Proof. Let us fix r > 0, 7 < t —r, (u’,¢) € M}, and denote u(-) =
u(-, 7,u’, 9).

From (17) we obtain in particular that

0 [ e u(e)Pds < e (1 26,) [, 0) 3 + 57 [ eI, (19)

12



But,as 7 <t —r,

t t
[ emlu)Pds> [ e u(s)|*ds
t
> om0 [ flu(s)]ds,
t—r

and consequently we obtain (18). =

From now on, we will assume all the assumptions in Proposition 12, and
moreover that f satisfies

t
/ ™| f(s)|2ds < +00 for all t € R. (20)

We now define the universe D,,, of tempered set we will use.

Definition 14 Let R,, be the set of all functions r : R — (0,+00) such that

Jim e™r?(t) = 0.
We will denote by Dy, the class of all families D = {D(t) : t € R} € P(M2)
such that D(t) C EM?{(O,Tﬁ(t)), Jor some r5 € R, where BM?{( ,r5(1))
denotes the closed ball in Mg centered at zero with radius r(t).

Observe that D,, is inclusion-closed. Now, we can state the main result in this
section, about the existence of an adequate D,,-pullback absorbing set for the
process S(-,-) defined by (4). Although it is immediate from Proposition 12
that the family By, = {B (0, R () }ier, with

~ t
B2(0) = 57 (14 hem®) et [ e f(s)]2ds + 1,

verifies such condition, we will need, namely to apply Proposition 11, to obtain
a different D,,-pullback absorbing set.

Proposition 15 Under the assumptions and notation of Proposition 12, sup-
pose that f satisfies (20), and define

) =37t [ e g,

Then, the family B,, given by

_pmt)} teR,

(21)

Bm<t>={<v0,w>eMaz 1620 ase < R H

13



with Ry, (t) > 0 and py,(t) > 0 defined respectively by

R () =1+ (L 77" )ra(1),
t
PR =4 [ lf(s)]ds
40, () (1 4+ CIAT? + (1)) + 1,

is pullback Dy, —absorbing for the process S(-,-) defined by (4).
Proof. Observe that for any ¢t € R,
Bn(t) € {(0°9) € Mi 0% )|} < R},

with
lim R (t)e™ =0,

and therefore ém €D,,.

Let us fix t € R. The first part of the claim, that concerns the asymptotic
estimate using R,, (), can be proved as follows.

From Corollary 13, taking r = h, we obtain that for any 7 <t — h, we have

7, ) I3, <7470 (1v 26, I, 0) 3
t
gm0 [ e ()2 (22)

for any (u°, ¢) € M%.

From this inequality, (17) and the definition of R,,(t), we obtain

1S(t, ) (W, )32 < (1+n~"e™)e™ 0 (1 v 2C) [|(u®, 9)|[3, + Ro(t) — 1
(23)
for all 7 <t — h and any (u°, ¢) € M%.

Now, for the second part of the claim, that concerns the asymptotic estimate
using p,,(t), let us suppose that 7 < ¢ — 2h and denote u(t) = u(t,7,u°, ¢).
From the equation satisfied by u, we immediately have

du(s)
ds

<vfu(s)l + 1Bu(s))ll« + £ ()« + llg(s, us)ll+

<vlul)| + lu)llul + £l + A 2lgls,u)l, s>

14



Therefore,

/t
t—h

2

PN s < [ (@2hu()? + atu()Plus) P

ds

4] £ ()12 + 477 (s, ue)[?) ds. (24)
Observe that by (II) and (IV),
t t
| gts,u)Pds < €2 [0 Jlu(s) s,
t—h t—2h

and thus, by (24) we have

/t
t—h

du(s)
ds

2 t t
ds<d [ If@)IEds+4 [ Juls)Flu(s)|ds

t
02+ CN) [ us)]Pds (25)
t—2h
Now observe that by (17), for all s € [t — h,t] one has

[u(s)|? <™ (1v 2C)) (W, 9) |33, + 61 / || f(r)|[2dr
<M (1 20, [[(u, 6) 2 + €™ (8) (26)
Also, by Corollary 13 with » = 2h, we have

t
[ Tl [Pds < g7l (1v 2,) [0, )3 + 7' rn(0): (27)

Thus, if we denote
Ot 7,0, ¢) = e (1 2C,) (4, 0) 23 + ™ rin(),

we deduce from (22), (25), (26) and (27) that

2

d
’|dsut(87 T, UO’ ¢)

<dn'C(t, T, u’, ¢) [ (VP + CIAT?) + C(t, 7,u°, ¢))
Lfl,

CYRICIRE (28)

for all 7 <t —2h and any (u’, ¢) € M%.
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Now, it is easy to see from (23), (28) and the definition of D,,, that the family
B,,, given by (21) is pullback D,,—absorbing for the process S(-,-). ®

4.2 Asymptotic compactness

In this section we prove, under an additional assumption on g, that the pro-
cess S is pullback D,,—asymptotically compact. We will assume that g also
satisfies:

do™ 0
¢ — d(b weakly in L%, then

(VI) If (u®", ¢") — (u°, ¢) weakly in M2 and —— P ;

b

lim (g(s,us(-,a,ﬂo’",gﬁ”)),u(s, a, ", q@”)) ds

n—-4o0o

_/ g(s,us(-, 0,7, 9)), u(s, 0,7, §)) ds

for any a < b.

Remark 16 In our framework, condition (V1) is satisfied for instance if g
acts on a bounded set, that is, it contains as a multiplicative term the charac-
teristic function xo, with O a bounded set of 2.

For example, when the function g is defined by g(t,&)(x) = xo(x)G(&(—p(t)(x))),
for a suitable differentiable delay function p and a globally Lipschitz contin-
uous mapping G : R2— R?, all the assumptions above hold (see [2] for more
details and examples).

We will make use of the next simple auxiliary result:

Lemma 17 Suppose thatv™ converges to zero weakly in L*(a, b; V') and strongly
in L*(a,b;V'). Then, it also converges strongly to zero in L*(a,b; H).

Proof. It is immediate, taking into account that
[ b Gs)Pds = [ 10m(5), 07 (5D < el ol
|

Proposition 18 Suppose the assumptions in Proposition 15 and that g sat-
isfies (VI). Then, the process S defined by (4) is pullback D,,—asymptotically
compact.

Proof. Let t € R, De D,,, a sequence 7, — —o0, and a sequence (u®", ¢") €
D(7,), be fixed. We must prove that the sequence

S(t, ) (W™, 0") = (ult, T, (W™, 0")), e, s (W, 07)))

16



is relatively compact in M%. We proceed in two steps.

Step 1: We check similarly to [1] the asymptotic compactness in the first com-
ponent of S.

By Proposition 15 we know that B,, defined by (21) is pullback D,,—absorbing
for S(-,-) : Mg — MF. So, for each integer k > 0 there exists 75(k) <t —k
such that

S(t —k,7)D(1) C Bn(t — k), V7 < 75(k). (29)

From (29) and a diagonal argument, we can extract a subsequence { (u®"™, ¢" )} C
{(u®", ¢™)} such that for each integer k

St —k, ) (™™, ¢™) = (w*, %)  weakly in M2, (30)
iu (8, T ) (U0, ™) — il/}k weakly in Mg, (31)
ds R\ In ’ ds Ve

with each (w*,¢*) € B,,(t — k).

Now, we may apply Proposition 11 on each fixed interval [t — k,t] to deduce
that

(w°, %) = M2 — weak lim S(t,7,)(u®™, ")

n/—+o0o

= M2 —weak lim S(t,t—k)S(t —k, ) (u®", ¢™)

n’—4o00
=S(t, t — k)[M} — weak llirJIrl S(t — k, ) (u®™, ¢™)]

From (30) with £ = 0 we obtain in particular that

/

[} < lim inf Jut, 7, u®, 6)]. (33)
We will prove now that lim sup,,_ , o [u(t, 7, u®™, ¢™)| < [w°|, and therefore
conclude (with the weak limit) that the limit is in the strong topology of H.

After that, we will use it to prove that (30) holds (for another subsequence)
also in the strong sense and not only in a weak sense.

Following [14,1] we will denote here
[l = vljul® = 2 ful,

which, taking into account that m < 2v )y, is a Hilbert norm in V' equivalent
to [Jull.

17



From (2) we deduce that for an arbitrary solution u(-, 7,a", ¢) one has

lu(t, 7, 7%, @)|? =™V |a0) + 2 /t em(s’t){<f(s), u(s, 7,a", ¢)) (34)
+g(s, us(-, 7,70, 0)), uls, 7,7, 6)) — [u(s, 7.7, §)]* }ds.

Consider any fixed value k and so for all 7, <t — k, applying (34), one has

[u(t, T, u®™ ") = u(t, t — ky S(t— Ky 7 ) (O™, ) 2 (35)

:e_mk|u(t — k. T, uo’"/, o")?

I / e (s) uls,t — kSt — k) (W 6"
t—k

/

)))ds

t ’ /
+2/ em(s*t) (9(57 us('a t— ka S(t — k, Tn/)(UO,n ,¢n )))7
t—k
u(s,t— k, S(t =k, m ) 6")))ds

)] ds.

t /
-2 em(s=t) [u(s,t — K, S(t —k, 1) ("™, ¢"
t—k

/

Since S(t — k, 7, ) (™, ¢"') € B, (t — k) for all 7, < 75(k) for all k > 0, we
have that

limsup | (¢ — b, 7 ) (@0, ") [3ps < B2t — k), Yk 0. (36)

n/—4o00

On other hand, by (30), (31) and Proposition 11 we deduce that

u(-, t—k, S(t—k, 7 ) (U™, ¢™)) = u(-, t—k,w* ¢*)  weakly in L2(t — k,t; V).

(37)
As et f(.) € L3t — k,t; V'), we deduce that
t ’ ’
lim T f(s), uls,t — k, S(t — k, 7o) (W™, ¢™)))ds
n/—-+oo Jt—k
t
= | e"TI(f(s) uls, t — k,wt gh))ds. (38)

t—k
As (ftt_k emls=1) [v(s)]st) defines an equivalent norm in L2(t — k,t; V), we
deduce from (37) that

¢
/ eV u(s, t — k,wh Y*))?ds
t—k

t / /
<liminf [ ™D u(s, t —k, S(t — k, 7 ) (™", ¢™))]ds. (39)

n'—4o00 Jt—k

18



Finally, taking into account condition (VI) we obtain that

t / !
lim ™0 (g(s,ua(c t =k, S(E— k7o) (WO, 6™))),

n'—4o00 Jt—k

u(s, t =k, S(t = k, 7)) (u®, ¢™))) ds

t
_ om(s—1) (g(s, us(-,t — k, wk’ wk))’ u(s,t — k, wk, wkn ds.

t—k

This equality, jointly with (35), (36), (38) and (39), give us that

limsup [u(t, 7, u®", )|
n/——+o0

t
<e R (t—k)+2 | @"CTO(f(s) uls, t — k,wb, ¢F))ds
t—k

t
+2/ em(sft) (9(87 Us(',t _ k’ U}k, wk))’ u(57t - ]{3, wk, r(/}k)> ds
t—k

t
-2 e D u(s, t — k,w*, ¢*))?ds. (40)
t—k

Now, if we write equality (34) for u(t,t — k,w*, %) = w® (remind (32)) we
obtain

|w0|2 — |wk|2€—mk
t
2 [ e f(s), uls,t — k,wt,0b)
t—k
+(g(87 us('>t - ka wka wk))a U<S,t - ka wk7 ¢k))
—[u(s,t — k,wk,wk)]z}ds. (41)
Comparing (40) and (41) we deduce

lim sup [u(t, 7, 60, 672 < e R (£ — k) — |k 2 + [,
n/—+o00

and then, taking into account that

lim e ™ R%(t — k) =0,

k—-+o00

we obtain

lim sup [ut, 7, 1w, 672 < |2
n’——+o0

From this inequality, jointly with (33) and the weak convergence of u(t, 7., u%™ , ¢™)
to w® we deduce that

w(t, T, u™ ¢") — w®  strongly in H.
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Step 2: Now, we prove the asymptotic compactness in the second component of
S. More exactly, having in mind (30), we will prove that {u,(-, T, u®™, ¢™ )},
has a subsequence that converges in L% to °.

Let us denote {#; : j > 0} the sequence of all rational numbers from the
interval [—h, 0]. Observe that reasoning as in Step 1, through a diagonal argu-
ment, we can obtain a subsequence, that we will continue denoting (uo’”/, gb”/),
such that 7, <t — 2h and for all j there exists W’/ € H such that

lim  u(t + 60;, 7, u®"  ¢") = @’ in H. (42)

n’—+oo

We simply check now an equicontinuity property for the solutions {u(-, 7,,,, u®"™ , ¢ )}
in the interval [t — h,?].

Denote u”™ () = u(-, 7, u®™, ¢™). Then, for any pair t,,t, € [t — h,t] with
t; <ty we have the equality in V' :

u™ (L) — u” (ty) = /t2 (—uAu"l(s) — B(u"(s)) + f(s) + g(s,u?/)) ds.

t1

Therefore,

™ (t2) —u™ ()] (43)
</ vl ()] + Ja™ ()|l ()] + £ )l + lg(s,wl)] ) ds

Now it is easy to deduce from (II) and (IV) that

t2 n —1/2 t2 n
gt lds <072 [ Jg(s, wlds
1

1

— t2 /
< CoAT 2 (b — 1)1 (/tl_h ' (9)ds
1y e[ n 2 12
<O - ([ s)lPas)

1/2

Similarly, one has

/tt 1F(s)]lds < (t2 — )2 (/tih Hf(s)y|§ds>l/2,

to , 1/2 to , 9 1/2
[l @lds < (62— ) ([ (5) s

and

2 n’ n’ 1/2 n' 2 n' 2 12
[ @l @llds < (62 = 1) sup @) ([ (5))Pds)

[t—h.t]
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From these inequalities and (43) we deduce

1/2

o (t) =l < = 0 ([ W) (44

, t , 1/2
rrt s 0]+ A (1 I eFas) ]

[t—h.t]
for all t1,t9 € [t — ]’L,t] with t; < tq.

Now, observe that from (17) we obtain in particular

[ (P <m0 (L 2G,) [0 67 3
w67t [ em f(s)]2as
< et (v 26y) (W, 67 Iy (15)
Al R IO

for all r € [t — h, t].

Analogously, we obtain from Corollary 13

t / _ n' n
n [ ()P < et (v 26, [ 67 3

t

#6710 [ e f(s)) 2. (46)

Taking into account that the sequence e™™'[|(u®", ¢")||2,. is in particular
H

bounded, we deduce from (44), (45) and (46), the equicontinuity in C([t —
h,t]; V') of the sequence {u™}.

Similarly to the Ascoli-Arzela Theorem we can obtain now pointwise conver-
gence: in order to show that for any r € [t — h, t]\Q the sequence {u™ (r)} is
a Cauchy sequence, observe that

[l (r) = ™ ()| < ™ (r) = a® (+ 0« + u™ (t+ ;) — ™ (t+ ;)]
Hlu™ (4 05) — ™ (r)]]. (47)
The first and third terms in the right hand side can be as small as wished by

the equicontinuity property provided 6; is suitably choosen. The second term
provides a Cauchy sequence, for this fixed ¢ 4 6;, thanks to (42).
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Thus, we have obtained that for all r € [t — h, t] there exists

Vi — n’lirfoo u™ (1) =: v(r).
Then, taking into account that by (45) and the continuous injection of H into
V', the sequence {u"} is uniformly bounded in C([t — h,t]; V'), we can ensure
by the Lebesgue Theorem that u™ converges to v stronlgy in L?(t — h,t; V" )
ie.,
Uy (-, T, ™ ™) — w(t + ) strongly in L2,

Recalling the weak convergence (30), we obtain
(-, T, u®™ @) — @0 strongly in L2, (48)
The proof finishes taking into account (30), (48), and Lemma 17. m

Remark 19 Indeed, the convergence (48) in the above proof holds in C([—h,0]; V')
(to see this, observe that v is continuous, this is not difficult to check; and so
the equality v(t + ) = ¢° does hold pointwise, and not only a.e.).

Finally, we summarize the conclusions of the above sections and Theorem 5 in
our main result: the existence of tempered pullback attractor in the universe
D, defined by (14).

Theorem 20 Let f € L} (R; V'), and g : R x Cy — (L*(Q))?* satisfying hy-

potheses (1)-(VI). Assume that v\ > C,, and there exists m € (0,2v\; — 2Cy)
such that (15) and (20) are satisfied.

Then, there ezists a unique global pullback D,,— attractor for the process S(-,-)
belonging to D,,.

Taking into account Remark 6, we can establish the following interesting by-
product:

Corollary 21 Under the assumptions of Theorem 20, and denoting € = {D :
D bounded in R?}, there also exists a global pullback attractor for problem (2),
in the sense given in Theorem 5. Namely, Ag(t) = Upes A(D,t) is compact
for any t € R, invariant, S(t,7)Ac(T) = Ag(t) for all T < t, and attracts
bounded sets in the pullback sense:

lim dist(S(t,7)D, Ag(t)) =0 for all D € €.
Remark 22 The above results can be immediately particularized to the au-
tonomous case (i.e. without explicit dependence on time of f and g) since
then global and pullback attractors are equivalent. Actually, (20) holds triv-
tally when f is independent of time.
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