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TOMÁS CARABALLO, PETER E. KLOEDEN, AND JOSÉ REAL

Abstract. The existence of a pullback (and also a uniform forward) attractor is proved for a
damped wave equation containing a delay forcing term which, in particular, covers the models
of Sine-Gordon type. The result follows from the existence of a compact set which is uniformly
attracting for the two-parameter semigroup associated to the model.

1. Introduction

We aim to show in this paper how the theory of pullback attractors can be useful in the anal-
ysis of the asymptotic behaviour of damped wave equations subject to some kind of hereditary
characteristics.
For partial differential equations with constant delay, the standard theory of global attractors can
be successfully applied to handle this problem (see, Hale [9], Chueshov [6], etc ). However, when
the hereditary characteristics are described by terms containing variable or distributed delays,
the problem becomes nonautonomous. Although nonautonomous equations can be studied from
several points of view (theory of skew product flows [16], kernel sections [5]), we will use the
theory of pullback attractors for two-parameter semigroups or processes for several reasons. In
particular, it allows us to obtain results for a wide class of delayed terms in a unified way without
requiring compactness of the base space as in the skew product formalism or even the formulation
of such a base space (see [4]).
In [3], it has been developed a program to prove that 2D-Navier-Stokes models with external
forces containing bounded delays have pullback and forward attractors. The analysis there does
not work in the present situation, as also happens in the non-delay case, since the hyperbolic
structure of the equation only enables one to prove the existence of a compact attracting set
instead of a compact absorbing set. This is not a consequence of the delay term, but rather of
the hyperbolic nature of the equation (see [18]). The delay term considered here, however, is
responsible of the nonautonomous character of the problem.
To show how the technique works, we will consider a model with a general functional term as
an external force which, in particular, includes the models of Sine-Gordon type with delayed
forcing term. Such equations, in which the nonlinearity is of the form sin u, occur frequently in
applications, and the technical steps needed to handle it are typical of other types of nonlinear
terms (although it is complicated to handle a general nonlinearity which include them all). Since
our primary aim is to investigate the effect of the delay, we restrict attention to globally Lipschitz
nonlinearities like this representative one (see Section 3.4 for more details).
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In Section 2 we set our problem in a suitable nonautonomous framework, and recall some nec-
essary concepts and results from the theory of pullback attractors. The existence of a pullback
and a forward attractor is established in Section 3. Finally we include some technical but useful
results in an Appendix.

2. Statement of the problem and preliminaries

2.1. The model. Let Ω ⊂ Rn, n ≥ 1, be an open and bounded subset with smooth boundary
∂Ω = Γ, and consider the following problem

(1)





∂2u

∂t2
+ α

∂u

∂t
−∆u = f + h(t, ut), t > τ

u|Γ = 0, t ≥ τ − r,
u(x, t) = φ(x, t− τ), x ∈ Ω, t ∈ [τ − r, τ ],

∂u

∂t
(x, t) =

∂φ

∂t
(x, t− τ), x ∈ Ω, t ∈ [τ − r, τ ],

where f + h(t, ut) is the source intensity which may depend on the history of the solution, α is a
positive constant, φ is the initial datum on the interval [τ − r, τ ] where r > 0, and ut is defined
for θ ∈ [−r, 0] as ut(θ) = u(t + θ).
This problem can be set in an abstract framework by setting H = L2(Ω) and V = H1

0 (Ω), which
are Hilbert spaces for the usual inner products and associated norms given by

(u, v) =
∫

Ω

u(x)v(x)dx, |u| = (
∫

Ω

|u(x)|2dx)1/2, u, v ∈ H,

((u, v)) =
n∑

i=1

(Diu,Div), ||u|| = (
n∑

i=1

∫

Ω

|Diu|2dx)1/2, u, v ∈ V.

Due to the continuous and dense injection V ⊂ H, identifying H with its dual H ′, and denoting
by A : V −→ V ′ the unbounded linear operator given by

〈Au, v〉 = ((u, v)) , u, v ∈ V,

it follows that Au = −∆u for any u ∈ D(A), where D(A) = {u ∈ V : Au ∈ H} = H1
0 (Ω)

⋂
H2(Ω).

We denote by λ1 the first eigenvalue of A. Recall that D(A) is also a Hilbert space for the norm
‖u‖D(A) = |Au|, u ∈ D(A).
Our problem can be written as a second order differential equation in H :

(2)





u′′ + αu′ + Au = f + h(t, ut), t > 0,
u(t) = φ(t− τ), t ∈ [τ − r, τ ],
u′(t) = φ′(t− τ), t ∈ [τ − r, τ ].

In general, if (X, ‖·‖X) is a Banach space, we denote by CX the space C0([−r, 0];X) with the
sup-norm, i.e., ‖φ‖CX

= supθ∈[−r,0] ‖φ(θ)‖X , for φ ∈ CX .

Given another Banach space (Y, ‖·‖Y ) such that the injection X ⊂ Y is continuous, we denote
by CX,Y the Banach space CX ∩ C1([−r, 0];Y ) with the norm ‖·‖CX,Y

defined by

‖φ‖2CX,Y
= ‖φ‖2CX

+ ‖φ′‖2CY
, for φ ∈ CX,Y .

We will use the spaces CD(A), CV , CH , CV,H , and CD(A),V in our analysis. We make the following
hypotheses on the function h : R× CH → H.
(I) ∀ξ ∈ CH , t ∈ R→ h(t, ξ) ∈ H is continuous,
(II) ∀t ∈ R, h(t, 0) = 0,
(III) ∃Lh > 0 such that ∀ t ∈ R, ∀ ξ, η ∈ CH

|h(t, ξ)− h(t, η)| ≤ Lh ‖ξ − η‖CH
,
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(IV) ∃m0 ≥ 0, Ch > 0 such that ∀m ∈ [0,m0], τ ≤ t, u, v ∈ C0 ([τ − r, t]; H)
∫ t

τ

ems |h(s, us)− h(s, vs)|2 ds ≤ C2
h

∫ t

τ−r

ems |u(s)− v(s)|2 ds.

(V) h ∈ C1(R×CH ; H), and there exists C > 0 such that, for any (t, ξ) ∈ R×CH the Fréchet
derivative δh(t, ξ) ∈ L(R×CH ,H) satisfies

||δh(t, ξ)||L(R×CH ,H) ≤ C(1 + ||ξ||CH ).

Notice that condition (V) implies (I). However, we prefer to state both assumptions since some
of our results hold true by assuming only conditions (I)-(IV).
We have the following result.

Theorem 2.1. Assume that f ∈ L2
loc(R,H), φ ∈ CV,H and h satisfies (I)-(IV). Then, for

any τ ∈ R, there exists a unique solution u (·) = u(·; τ, φ) of the problem (2) such that u ∈
C0([τ−r,∞); V )∩C1([τ−r,∞); H). If in addition f ′ ∈ L2(τ, T ; H) for all T > 0, φ(0) ∈ CD(A),
φ′(0) ∈ CV , then

u ∈ C0([τ,∞); D(A)) ∩ C1([τ,∞); V ).

Proof. The existence is a consequence of a more general situation in [10] (see also [11] for a
stochastic version). The regularity assertion follows from [14] (see also Appendix). ¤

2.2. Preliminaries on pullback attractors. As the autonomous theory of attractors is not
suitable to handle our model, we will use the theory of pullback attractors instead.
In the case of nonautonomous differential equations the initial time is just as important as the
actual time, and the classical semigroup property of autonomous dynamical systems is no longer
available. This is why the recent theory of pullback attractors has proven very useful, even for
random dynamical systems (see [12], [13], [8]).
Instead of a family of one-parameter maps S(t) we need to use a two-parameter semigroup or
process U(t, τ) on the complete metric space X (which in our case will be CV,H or CD(A),V )
(cf. Sell [16]); U (t, τ)ψ denotes the value of the solution at time t which was equal to the initial
value ψ at time τ .
The semigroup property is replaced by the process composition property

(3) U(t, τ)U(τ, r) = U(t, r) for all t ≥ τ ≥ r,

and, obviously, the initial condition implies U(τ, τ) =Id.
As in the standard theory of attractors, we seek an invariant attracting set. However, since the
equation is nonautonomous this set also depends on time.

Definition 2.2. Let U be a two-parameter semigroup on a complete metric space X. A family
of compact sets {A(t)}t∈R is said to be a (global) pullback attractor for U if, for all τ ∈ R, it
satisfies
(i) U(t, τ)A(τ) = A(t) for all t ≥ τ , and
(ii) lims→∞ distX(U(t, t− s)D,A(t)) = 0, for all bounded D ⊂ X, and all t ∈ R.
The pullback attractor is said to be uniform if the attraction property is uniform in time, i.e.

lim
s→∞

sup
t∈R

distX(U(t, t− s)D,A(t)) = 0, for all bounded D ⊂ X.

In the definitions, distX(A,B) is the Hausdorff semidistance between A and B, defined as

distX(A,B) = sup
a∈A

inf
b∈B

dX(a, b), for A,B ⊆ X.

The notion of an attractor is closely related to those of pullback absorbing and attracting sets.
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Definition 2.3. The family {B(t)}t∈R is said to be
(a) pullback absorbing with respect to the process U, if for all t ∈ R and all bounded D ⊂ X,
there exists TD(t) > 0 such that for all s ≥ TD(t)

U(t, t− s)D ⊂ B(t);

(b) pullback attracting with respect to the process U, if for all t ∈ R, all bounded D ⊂ X and all
ε > 0, there exists Tε,D(t) > 0 such that for all s ≥ Tε,D(t)

distX(U(t, t− s)D, B(t)) < ε;

(c) pullback uniformly absorbing (resp. uniformly attracting) if TD(t) in part (a) (resp. Tε,D(t)
in part (b)) does not depend on the time t.

Related to these concepts we also have the notion of forward attracting sets.

Definition 2.4. A family of sets {B(t)}t∈R is said to be forward attracting for U if, for all
τ ∈ R, it satisfies limt→∞ distX(U(t, τ)D, B(t)) = 0, for all bounded D ⊂ X.
The forward attraction is said to be uniform if

lim
t→∞

sup
τ∈R

distX(U(t + τ, τ)D, B(t + τ)) = 0, for all bounded D ⊂ X.

Remark 2.5. The previous definitions make also sense even if the family of operators U(·, ·)
does not satisfy the properties of a two-parameter semigroup.

The existence of compact absorbing or attracting sets is crucial in order to prove the existence
of pullback attractors. Due to the hyperbolicity of the equation, we will need the existence of
compact attracting sets instead of absorbing ones. In the next theorem we collect some sufficient
conditions ensuring these facts (see Crauel and Flandoli [7], Schmalfuss [15] or Crauel et al. [8]).

Theorem 2.6. Let U(t, τ) be a two-parameter process, and suppose U(t, τ) : X → X is contin-
uous for all t ≥ τ . If there exists a family of compact pullback attracting sets {B(t)}t∈R, then
there exists a pullback attractor {A(t)}t∈R, such that A(t) ⊂ B(t) for all t ∈ R, and which is
given by

A(t) =
⋃

D⊂X
bounded

ΛD(t), where ΛD(t) =
⋂

n∈N

⋃

s≥n

U(t, t− s)D.

Remark 2.7. The uniqueness of the pullback attractor, as defined above, does not hold in general
(see [1]). However, the one given in the preceding theorem is minimal with respect to set inclusion
(see Crauel and Flandoli [7]). If we wish to guarantee uniqueness, we need to assume some
additional hypotheses on the attractor, for instance, that the attractor belongs to a certain class
of set valued functions (also called a universe), which are attracted by the attractor (see, e.g.,
Cheban et al. [4]). In particular, we may consider as a universe of attracted sets the family
of uniformly bounded sets, which is equivalent to assume that the family {A(t)}t∈R is uniformly
bounded (i.e there exists a bounded set B ⊂ X such that A(t) ⊂ B for all t ∈ R). A sufficient
condition ensuring this is that the family of compact attracting sets in Theorem 2.6 is also
uniformly bounded.

Remark 2.8. Notice that, when the attraction of {B(t)}t∈R in Theorem 2.6 is uniform, the
attractor need not be. On the other hand, if that family is given by a single set, i.e. B(t) = B,
for all t ∈ R, and the pullback attraction of this family is uniform, then this compact set B is also
uniformly forward attracting and, by means of the theory developed by Chepyzhov and Vishik [5],
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there exists a uniform forward attractor Af which contains all the component sets of the pullback
attractor. Moreover, it holds ⋃

t∈R
A(t) ⊂ Af ,

being the inclusion strict in general (see Chepyzhov and Vishik [5] for more details).

The following result will be useful in order to prove the existence of the attracting family of sets.

Proposition 2.9. Let U be a process in the normed linear space X, and suppose that U can be
written as

U(t, τ) = U1(t, τ) + U2(t, τ) for all t ≥ τ,

and let {B(t)}t∈R be a family of subsets of X such that

lim
s→∞

distX(U1(t, t− s)D, B(t)) = 0, for all t ∈ R, ∀D ⊂ X bounded

(resp. lim
s→∞

sup
t∈R

distX(U1(t, t− s)D,B(t)) = 0, ∀D ⊂ X bounded),

and

lim
s→∞

(
sup
y∈D

||U2(t, t− s)y||X
)

= 0, for all t ∈ R, ∀D ⊂ X bounded

(resp. lim
s→∞

sup
t∈R

(
sup
y∈D

||U2(t, t− s)y||X
)

= 0, ∀D ⊂ X bounded).

Then,

lim
s→∞

distX(U(t, t− s)D, B(t)) = 0, for all t ∈ R, ∀D ⊂ X bounded

(resp. lim
s→∞

sup
t∈R

distX(U(t, t− s)D, B(t)) = 0, ∀D ⊂ X bounded).

3. Existence of pullback and forward attractors

We will proceed as follows. First, we will construct the evolution process associated to our
problem. Then, we will prove the existence of a compact set which is uniformly attracting. As
a consequence, the existence of a pullback attractor can be ensured as well as a forward uniform
one.

3.1. The evolution process associated to the model. Consider our model (2) under the
assumptions in Theorem 2.1 but, for simplicity, we assume that f ∈ H (we will comment on
the time dependent situation later on). We can construct a two-parameter semigroup or process
U(·, ·) in CV,H as the family of mappings defined by U(t, τ)(φ) = ut(·; τ, φ) ∀t ≥ τ, φ ∈ CV,H .
Observe that when φ ∈ CD(A),V , Theorem 2.1 implies that ut(·; τ, φ) ∈ CD(A),V , which means
that we also have a process defined in the space CD(A),V .
From now on we will argue only for the first case. The evolution property (3) for the family
{U(t, τ) : t ≥ τ} follows from the uniqueness of solutions established in Theorem 2.1. The
continuity of each operator U(t, τ) is a consequence of the following result.

Lemma 3.1. Let φ, ψ ∈ CV,H be two initial data for our problem (2), and let τ ∈ R be an initial
time. Denote by u(·) = u(·; τ, φ) and v(·) = u(·; τ, ψ) the corresponding solutions to (2). Then,
there exists a constant γ > 0 which does not depend on the initial data and time, such that

(4) ||u(t)− v(t)||2 + |u′(t)− v′(t)|2 ≤ (
1 + λ−1

1 C2
hr

)
eγ(t−τ)||φ− ψ||2CV,H

∀t ≥ τ,

and

(5) ||ut − vt||2CV,H
≤ (

1 + λ−1
1 C2

hr
)
eγ(t−τ)||φ− ψ||2CV,H

∀t ≥ τ + r.
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Proof. Let us denote w (·) = u(·)− v (·) . Then, we have

w′′ + αw′ + Aw = h(t, ut)− h(t, vt),

1
2

d

dt
(||w||2 + |w′|2) + α|w′|2 = (h(t, ut)− h(t, vt), w′)

≤ |h(t, ut)− h(t, vt)||w′|
≤ 1

2 |w′|2 + 1
2 |h(t, ut)− h(t, vt)|2,

and thus

(6) d

dt
(||w||2 + |w′|2) ≤ |w′|2 + |h(t, ut)− h(t, vt)|2.

Taking into account condition (IV)
∫ t

τ

|h(s, us)− h(s, vs)|2ds ≤ C2
h

∫ t

τ−r

|u(s)− v(s)|2ds

≤ λ−1
1 C2

hr||φ− ψ||2CV
+ λ−1

1 C2
h

∫ t

τ

||w(s)||2ds,

from (6) we obtain by integrating over the interval [τ, t]

||w(t)||2 + |w′(t)|2 ≤ ||w(τ)||2 + |w′(τ)|2 + λ−1
1 C2

hr||φ− ψ||2CV

+
∫ t

τ

(
λ−1

1 C2
h||w(s)||2 + |w′(s)|2) ds

≤ (
1 + λ−1

1 C2
hr

) ||φ− ψ||2CV,H

+
∫ t

τ

(
λ−1

1 C2
h||w(s)||2 + |w′(s)|2) ds,

and, consequently,

||w(t)||2 + |w′(t)|2 ≤ (
1 + λ−1

1 C2
hr

) ||φ− ψ||2CV,H
+ γ

∫ t

τ

(||w(s)||2 + |w′(s)|2) ds,

where γ = max{1, λ−1
1 C2

h}. The Gronwall lemma implies now

||w(t)||2 + |w′(t)|2 ≤ (
1 + λ−1

1 C2
hr

) ||φ− ψ||2CV,H
eγ(t−τ) for all t ≥ τ.

If we consider t ≥ τ + r, then t + θ ≥ τ for any θ ∈ [−r, 0] and

||w(t + θ)||2 + |w′(t + θ)|2 ≤ (
1 + λ−1

1 C2
hr

) ||φ− ψ||2CV,H
eγ(t−τ+θ)

≤ (
1 + λ−1

1 C2
hr

) ||φ− ψ||2CV,H
eγ(t−τ).

Thus,
||wt||2CV,H

≤ (
1 + λ−1

1 C2
hr

) ||φ− ψ||2CV,H
eγ(t−τ), for t ≥ τ + r.

¤

Theorem 3.2. The mapping U(t, τ) : CV,H → CV,H is continuous for any t ≥ τ.

Proof. Let φ, ψ ∈ CV,H be two initial data for our problem (2), and let t ≥ τ. Denote by
u(·) = u(·; τ, φ) and v(·) = u(·; τ, ψ) the corresponding solutions to (2). Then, writing again
w = u− v we obtain the following.
If τ − r ≤ t ≤ τ, then w(t) = φ(t− τ)− ψ(t− τ) and

||w(t)||2 + |w′(t)|2 ≤ ||φ− ψ||2CV
+ ||φ′ − ψ′||2CH

≤ (
1 + λ−1

1 C2
hr

) ||φ− ψ||2CV,H
eγ(t−τ+r).
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Thus we have

||w(t)||2 + |w′(t)|2 ≤ (
1 + λ−1

1 C2
hr

) ||φ− ψ||2CV,H
eγ(t−τ+r) for t ≥ τ − r,

whence

||wt||2CV,H
≤ (

1 + λ−1
1 C2

hr
) ||φ− ψ||2CV,H

eγ(t−τ+r) for t ≥ τ,

which implies the continuity of U(t, τ) in its state variable. ¤

3.2. Existence of bounded absorbing sets in CV,H . We will consider in our computations
an equivalent norm in the space CV,H . For each ε ∈ R, the norm ||φ||2ε = ||φ||2CV

+ ||φ′ + εφ||2CH
,

φ ∈ CV,H , is equivalent to ‖·‖0 := ‖·‖CV,H
.

This allows us to obtain absorbing balls for the original norm by proving the existence of ab-
sorbing balls for this new norm for some suitable value of ε. Indeed, let us denote

Bε(0, ρ) = {φ ∈ CV,H : ||φ||ε < ρ}.

Noticing that for c1 = max{2, 1 + 2ε2λ−1
1 } it follows that

||φ||2CV,H
= ||φ||2CV

+ ||φ′ + εφ− εφ||2CH

≤ ||φ||2CV
+ 2||φ′ + εφ||2CH

+ 2ε2||φ||2CH

≤ (
1 + 2ε2λ−1

1

) ||φ||2CV
+ 2||φ′ + εφ||2CH≤ c1||φ||2ε,

we then have Bε(0, ρ) ⊂ B0

(
0, c

1/2
1 ρ

)
.

Theorem 3.3. Assume that Conditions (I)-(IV) hold with m0 > 0, and that f ∈ H. Suppose in
addition that 2

√
2λ
−1/2
1 Ch < min{α

4 , λ1
2α}. Then, there exists a family {B(t)}t∈R of bounded sets

in CV,H which is uniformly pullback (and forward) absorbing for the process U(·, ·). Moreover,
B(t) = B0 for all t ∈ R, where B0 is a bounded set in CV,H .

Proof. We first choose ε > 0 such that 2
√

2λ
−1/2
1 Ch < ε < min{α

4 , λ1
2α}. Let D ⊂ CV,H be a

bounded set, i.e. there exists d > 0 such that for any φ ∈ D it holds

||φ||2ε = ||φ||2CV
+ ||φ′ + εφ||2CH

≤ d2.

Now denote by u(·) = u(·; τ, φ) the solution of problem (2). Writing v = u′ + εu and taking into
account equality (28) in the Appendix, we have

1
2

d

dt
(|v|2 + ||u||2) + ε||u||2 + (α− ε)|v|2 − ε(α− ε)(u, v) = (f, v) + (h(t, ut), v).

Now, for α1 = ε
2 , we obtain

ε||u||2 + (α− ε)|v|2 − ε(α− ε)(u, v) ≥ ε||u||2 + (α− ε)|v|2 − ε(α−ε)√
λ1

||u|||v|
≥ ε||u||2 + 3α

4 |v|2 − εα√
λ1
||u|||v|

≥ ε||u||2 + 3α
4 |v|2 − ε

2 ||u||2 − εα2

2λ1
|v|2

≥ ε
2 ||u||2 + α

2 |v|2
≥ α1(||u||2 + |v|2).
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Thus,
d

dt
(||u||2 + |v|2) + 2α1(||u||2 + |v|2) ≤ 2|f ||v|+ 2|h(t, ut)||v|

≤ α1
2 |v|2 + α1

2 |v|2 + 2
α1
|h(t, ut)|2 + 2

α1
|f |2

≤ α1|v|2 + 2
α1
|h(t, ut)|2 + 2

α1
|f |2,

whence

d
dt (||u||2 + ||v||2) + α1(||u||2 + |v|2) ≤ 2

α1
|f |2 + 2

α1
|h(t, ut)|2.

As our assumptions ensure that −α1+ 2λ−1
1 C2

h

α1
< 0, we can then choose m ∈ (0,m0) small enough

such that m− α1 + 2λ−1
1 C2

h

α1
< 0. For this choice, we have

d

dt

[
emt

(||u||2 + |v|2)] = memt
(||u||2 + |v|2) + emt d

dt

[||u||2 + |v|2]

and

d

dt

[
emt

(||u||2 + |v|2)] ≤ (m− α1) emt
(||u||2 + |v|2) + 2emt

α1
|f |2 + 2emt

α1
|h(t, ut)|2.

By integrating over the interval [τ, t], we deduce

emt
(||u(t)||2 + |v(t)|2) ≤ emτ

(||u(τ)||2 + |v(τ)|2) +
∫ t

τ

2ems

α1
|f |2ds

+(m− α1)
∫ t

τ

ems
(||u (s) ||2 + |v (s) |2) ds

+
∫ t

τ

2ems

α1
|h(t, ut)|2ds

≤ emτ
(||u(τ)||2 + |v(τ)|2) + 2

α1m |f |2 (emt − emτ )

+ (m− α1)
∫ t

τ

ems
(||u (s) ||2 + |v (s) |2) ds

+ 2C2
hλ−1

1
α1

∫ t

τ−r

ems||u(s)||2ds

= emτ
(||u(τ)||2 + |v(τ)|2) + 2

α1m |f |2 (emt − emτ )

+ (m− α1)
∫ t

τ

ems
(||u (s) ||2 + |v (s) |2) ds

+ 2C2
hλ−1

1
α1

[∫ τ

τ−r

ems||φ(s)||2ds +
∫ t

τ

ems||u(s)||2ds

]

≤ emτd2
(
1 + 2λ−1

1 C2
hr

α1

)
+ 2

α1m |f |2 (emt − emτ )

+
(
m− α1 + 2λ−1

1 C2
h

α1

) ∫ t

τ

ems
(||u (s) ||2 + |v (s) |2) ds

≤ emτd2
(
1 + 2λ−1

1 C2
hr

α1

)
+ 2

α1m |f |2 (emt − emτ ) ,

and this implies, for t ≥ τ,

||u(t)||2 + |v(t)|2 ≤ emτe−mtd2

(
1 +

2λ−1
1 C2

hr

α1

)
+

2
α1m

|f |2 (
1− emτe−mt

)

≤ 2
α1m

|f |2 + emτe−mtd2

(
1 +

2λ−1
1 C2

hr

α1

)
.(7)
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If we denote

ρ2
0 =

4c1

α1m
|f |2, ρ̂2

0 = c1

(
1 +

2λ−1
1 C2

hr

α1

)
,

then (7) yields that

(8) ||u(t; τ, φ)||2 + |u′(t; τ, φ)|2 ≤ ρ2
0

2
+ ρ̂2

0d
2em(τ−t), ∀t ≥ τ,

and, in particular,

(9) ||u(t; τ, φ)||2 + |u′(t; τ, φ)|2 ≤ ρ2
0

2
+ ρ̂2

0d
2, ∀t ≥ τ.

Moreover, as u(t; τ, φ) = φ(t− τ) and u′(t; τ, φ) = φ′(t− τ) for t ∈ [τ − r, τ ], then Eq. (9) holds
true for t ≥ τ − r.
If we take now t ≥ τ + r, then for all θ ∈ [−r, 0] we have t + θ ≥ τ and so

(10) ||u(t + θ; τ, φ)||2 + |u′(t + θ; τ, φ)|2 ≤ ρ2
0

2
+ ρ̂2

0d
2emrem(τ−t),

or, in other words,

(11) ||U(t, τ)φ||2CV,H
≤ ρ2

0

2
+ ρ̂2

0d
2emrem(τ−t), ∀t ≥ τ + r, φ ∈ D.

Therefore, there exists TD ≥ r such that

(12) ||U(t, t− s)φ||2CV,H
≤ ρ2

0, ∀t ∈ R, s ≥ TD, φ ∈ D,

which means that the ball BCV,H
(0, ρ0) = B0 ⊂ CV,H is uniformly pullback absorbing for the

process U(·, ·) (but it is not compact yet). ¤

Remark 3.4. On the one hand, observe that if t0 ∈ R and t ≥ t0, then u(t + θ; t0 − s, φ) =
u(t + θ; t− (s + t− t0), φ) and u′(t + θ; t0− s, φ) = u′(t + θ; t− (s + t− t0), φ) with s + t− t0 ≥ s.
As a consequence of (12) we have

||U(t, t0 − s)φ||2CV,H
≤ ρ2

0, ∀t0 ∈ R, t ≥ t0, s ≥ TD, φ ∈ D,

or equivalently, we have ∀t0 ∈ R, t ≥ t0, θ ∈ [−r, 0], s ≥ TD, φ ∈ D,

(13) ||u(t + θ; t0 − s, φ)||2 + |u′(t + θ; t0 − s, φ)|2 ≤ ρ2
0.

On the other hand, Eq. (9) implies, ∀t0 ∈ R, s ∈ R, t ≥ t0 − s− r, φ ∈ D,

(14) ||u(t; t0 − s, φ)||2 + |u′(t; t0 − s, φ)|2 ≤ ρ2
0

2
+ ρ̂2

0d
2.

3.3. Existence of attracting sets in CV,H . Now we can prove the following result.

Theorem 3.5. In addition to the assumptions in Theorem 3.3, suppose that Condition (V)
holds. Then, there exists a compact set B2 ⊂ CV,H which is uniformly pullback attracting for the
process U(·, ·), and consequently, there exists the pullback attractor {A(t)}t∈R, and the uniform
forward one (in the sense of Chepyzhov and Vishik) Af ⊂ CV,H . Moreover, A(t) ⊂ CD(A),V for
all t ∈ R.

Proof. Let us fix ε as in the proof of Theorem 3.3. Let D ⊂ CV,H be a bounded set, i.e. there
exists d > 0 such that for any φ ∈ D it holds ||φ||2ε ≤ d2, and so, ||φ||2CV,H

≤ c1d
2.
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Denote, as usual, by u(·) = u(·; τ, φ) the solution of problem (2), and consider the following
problems.

(15)





v′′ + αv′ + Av = f + h(t, ut), t ≥ τ,
v(t) = 0, t ∈ [τ − r, τ ],
v′(t) = 0, t ∈ [τ − r, τ ],

(16)





w′′ + αw′ + Aw = 0, t ≥ τ,
w(t) = φ(t− τ), t ∈ [τ − r, τ ],
w′(t) = φ′(t− τ), t ∈ [τ − r, τ ].

From the uniqueness of solutions of problems (2), (15) and (16) it follows that

u(·) = v(·) + w(·), for all τ ∈ R, and all t ≥ τ − r.

Consequently, U(t, τ) can be written as

U(t, τ)(φ) = U1(t, τ)(φ) + U2(t, τ)(φ), ∀φ ∈ CV,H , t ≥ τ − r.

where U1(t, τ)(φ) = vt(·) = vt(·; τ, φ) and U2(t, τ)(φ) = wt(·) = wt(·; τ, φ) are the solutions of
(15) and (16) respectively.
First, thanks to (9), but with f = h = 0, it follows

(17) ||w(t; τ, φ)||2 + |w′(t; τ, φ)|2 ≤ c1d
2, ∀t ≥ τ, φ ∈ D,

and, by means of (10),

(18) ||wt(·; τ, φ)||2CV
+ ||w′t(·; τ, φ)||2CH

≤ c1d
2emrem(τ−t), ∀t ≥ τ + r, φ ∈ D.

Furthermore, for t0 ∈ R, t ≥ t0 and s ≥ TD ≥ r,

w(t; t0 − s, φ) = w(t; t− (s + t− t0), φ)

with s + t− t0 ≥ s ≥ TD ≥ r. Thus, Eq. (18) implies in particular

||w(t; t0 − s, φ)||2 ≤ c1d
2emrem(t0−s−t)

≤ c1d
2emre−ms, ∀t0 ∈ R, t ≥ t0, s ≥ TD, φ ∈ D.(19)

Then, (18) yields that

||U2(t, t− s)φ||2CV,H
≤ c1d

2emre−ms, ∀t ∈ R, s ≥ r, φ ∈ D,

whence

(20) lim
s→+∞

sup
t∈R

sup
φ∈D

||U2(t, t− s)φ||2CV,H
= 0.

Let us now proceed with the other term. Let us fix t0 ∈ R, s ≥ TD, φ ∈ D and denote

u(t) = u(t; t0 − s, φ), v(t) = v(t; t0 − s, φ), for t ≥ t0 − s− r,

and
F (t) = f + h(t, ut), for t ≥ t0 − s.

Then,
|F (t)| ≤ |f |+ Lh||ut||CH .

From (13) we obtain

(21) |F (t)| ≤ |f |+ Lhλ
−1/2
1 ρ0 = K1, ∀t ≥ t0,
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and, from (14),

|F (t)| ≤ |f |+ Lhλ
−1/2
1

(
ρ2
0

2
+ ρ̂2

0d
2

)1/2

≤ K1 + Lhλ
−1/2
1 ρ̂0d, ∀t ≥ t0 − s.(22)

Next, we deduce from the assumptions on h that

F ′(t) = 〈δh(t, ut), (1, u′t)〉 ,
and

|F ′(t)| ≤ C(1 + ||ut||CH )(1 + ||u′t||CH ).
Arguing as we did in order to obtain (21) and (22), we have from (13) and (14)

(23) |F ′(t)| ≤ C(1 + λ
−1/2
1 ρ0)(1 + ρ0) = K2, ∀t ≥ t0,

and

|F ′(t)| ≤ C

(
1 + λ

−1/2
1

(
ρ2
0

2
+ ρ̂2

0d
2

)1/2
)(

1 +
(

ρ2
0

2
+ ρ̂2

0d
2

)1/2
)

= K3(d), ∀t ≥ t0 − s.(24)

Let us denote y(t) = ||v′(t) + α
2 v(t)||2 + |Av(t) − F (t)|2 and make use of the estimates in

Theorem 3.9. On the one hand, for all t ≥ t0 − s,

d

dt
(y(t)) +

α

2
y(t) ≤ α|F (t)|2 +

4
α
|F ′(t)|2 +

α3

8
||v(t)||2

≤ α
(
K1 + Lhλ

−1/2
1 ρ̂0d

)2

+
4
α

K3(d)2 +
α3

8
||v(t)||2,

but, as (14) and (19) ensure

||v(t)||2 ≤ 2||u(t)||2 + 2||w(t)||2 ≤ ρ2
0 + 2ρ̂2

0d
2 + 2c1d

2,

if we denote by

K4(d) = α
(
K1 + Lhλ

−1/2
1 ρ̂0d

)2

+
4
α

K3(d)2 +
α3

8
(
ρ2
0 + 2ρ̂2

0d
2 + 2c1d

2
)
,

then, in particular,
y′(t) +

α

2
y(t) ≤ K4(d), ∀t ∈ [t0 − s, t0].

Noticing that y(t0 − s) = |F (t0 − s)|2, the Gronwall lemma leads us to

(25) y(t0) ≤ 2
α

K4(d) +
(
K1 + Lhλ

−1/2
1 ρ̂0d

)2

= K5(d).

On the other hand, if t ≥ t0, we deduce from (13) and (19)

||v(t)||2 ≤ 2||u(t)||2 + 2||w(t)||2 ≤ 2ρ2
0 + 2c1d

2emre−ms

,

and, from (21) and (23)

y′(t) +
α

2
y(t) ≤ αK1 +

4
α

K2 +
α3

8
||v(t)||2

≤ αK1 +
4
α

K2 +
α3

4
ρ2
0 +

α3

4
c1d

2emre−ms

= K6 + K7d
2e−ms, ∀t ≥ t0.
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Once again, the Gronwall lemma implies that

y(t) ≤ y(t0)e(α/2)(t0−t) +
2
α

K6 +
2
α

K7d
2e−ms

≤ K5(d)e(α/2)(t0−t) +
2
α

K6 +
2
α

K7d
2e−ms, ∀t ≥ t0.

Then, there exists T ′D ≥ TD such that, if s ≥ T ′D,

y(t) ≤ K5(d)e(α/2)(t0−t) +
3
α

K6, ∀t0 ∈ R, t ≥ t0.

Recalling that y(t) = y(t; t0 − s, φ), if we fix t ≥ t0, take s = T ′D and denote s̃ = t− t0 + T ′D we
have, provided t− t0 is large enough, that

y(t; t0 − T ′D, φ) = y(t; t− (t− t0 + T ′D), φ) = y(t; t− s̃, φ) ≤ 4
α

K6.

In conclusion, there exists T ′′D > 0 such that for all t ∈ R, and all s ≥ T ′D + T ′′D,

y(t; t− s, φ) ≤ 4
α

K6, ∀φ ∈ D.

Denoting T̂D = T ′D + T ′′D + r, we have for all φ ∈ D, t ∈ R, s ≥ T̂D

||v′(t; t− s, φ) +
α

2
v(t; t− s, φ)||2 + |Av(t; t− s, φ)− F (t; t− s, φ)|2 ≤ 4

α
K6,

where F (t; t− s, φ) = f + h(t, ut(·; t− s, φ)).
But, as for all φ ∈ D, t ∈ R and s ≥ TD it follows from (12) that ||v(t; t− s, φ)||2 ≤ ρ2

0 and

|F (t; t− s, φ)|2 ≤ K2
7 = 2|f |2 + 2L2

hλ−1
1 ρ2

0,

and, consequently, for all φ ∈ D, t ∈ R, s ≥ T̂D,

||v′(t; t− s, φ)||2 + |Av(t; t− s, φ)|2 ≤ 8
α

K6 +
α2

2
ρ2
0 + 4|f |2 + 4L2

hλ−1
1 ρ2

0,

and, by repeating once more the same argument previously used,

||vt(·; t− s, φ)||2CD(A),V
≤ ρ2

1 =
8
α

K6 +
α2

2
ρ2
0 + 4|f |2 + 4L2

hλ−1
1 ρ2

0,

for all φ ∈ D, t ∈ R, s ≥ T̂D.
This means that the ball B1 = BCD(A),V

(0, ρ1) is a bounded set in CD(A),V which, in addition,
is uniformly pullback absorbing for the family of operators U1(·, ·). As B1 is a bounded set in
CV,H , then there exists TB1 ≥ r such that

U1(t, t− s)B1 ⊂ B1, ∀t ∈ R, s ≥ TB1 ,

and, therefore, the bounded set B2 ⊂ CD(A),V given by

B2 =
⋃

t∈R

⋃

s≥TB1

U1(t, t− s)B1 ⊂ B1,

is uniformly pullback absorbing for U1(·, ·) in CV,H .
If we finally prove that B2 is a relatively compact subset of CV,H , then, thanks to (20), Propo-
sition 2.9 ensures that {B(t) ≡ B2}t∈R is a family of compact subsets in CV,H , which is also
uniformly pullback attracting for U(·, ·), and the proof will be complete.
To prove the compactness of B2 we will use the Ascoli-Arzelà theorem. To this end, we need
to check that B2 is equicontinuous (i.e., ∀ε > 0, ∃µ > 0, such that if |θ1 − θ2| ≤ µ then
||vt(θ1; t− s, φ)− vt(θ2; t− s, φ)||2 + |v′t(θ1; t− s, φ)− v′t(θ2; t− s, φ)| ≤ ε for all φ ∈ D, t ∈ R, s ≥
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TB1), and that for any θ ∈ [−r, 0] the set
⋃

t∈R
⋃

s≥TB1

⋃
φ∈B1 v(t + θ; t− s, φ) is precompact in

V , and
⋃

t∈R
⋃

s≥TB1

⋃
φ∈B1 v′(t + θ; t− s, φ) is precompact in H.

But, these two precompactness assertions hold, since both sets are bounded in D(A) and V
respectively, and the injections D(A) ⊂ V, and V ⊂ H are compact.
As for the equicontinuity, first notice that for any θ1, θ2 ∈ [−r, 0], θ1 < θ2,

||vt(θ1; t− s, φ)− vt(θ2; t− s, φ)|| ≤
∥∥∥∥∥
∫ t+θ2

t+θ1

v′(σ; t− s, φ)dσ

∥∥∥∥∥

≤
∫ t+θ2

t+θ1

||v′(σ; t− s, φ)||dσ

≤ |θ2 − θ1| sup
t+θ1≤σ≤t+θ2

||v′(σ; t− s, φ)||

≤ ρ1|θ2 − θ1|.

Next,

|v′t(θ1; t− s, φ)− v′t(θ2; t− s, φ)|

≤
∣∣∣∣∣α

∫ t+θ2

t+θ1

v′(σ; t− s, φ)dσ

∣∣∣∣∣ +

∣∣∣∣∣
∫ t+θ2

t+θ1

Av(σ; t− s, φ)dσ

∣∣∣∣∣ +

∣∣∣∣∣
∫ t+θ2

t+θ1

F (σ; t− s, φ)dσ

∣∣∣∣∣

≤ α

∫ t+θ2

t+θ1

|v′(σ; t− s, φ)|dσ +
∫ t+θ2

t+θ1

|Av(σ; t− s, φ)|dσ +
∫ t+θ2

t+θ1

|F (σ; t− s, φ)|dσ

≤ ((σ + 1)ρ1 + K7)|θ2 − θ1|,

which is the required equicontinuity. The proof is now complete. ¤

Remark 3.6. Although we have assumed in the previous section that the forcing term f is
autonomous and that the delay term satisfies some uniform (in time) global Lipschitz condition,
it is possible to obtain, at least, the existence of the pullback attractor (non-uniform now) for our
model. For instance, if we assume that f ∈ L2

loc(R;H), and satisfies

∫ t

−∞
ems|f(s)|2ds < +∞, for all t ∈ R, and m > 0,

then, it is possible to perform our analysis so that one can now prove the existence of a family
of compact attracting sets instead of a single compact set (see [3] for a similar discussion).

3.4. An application. Let us now show how our theory can be applied to the case in which the
model contains some sort of variable delay.
Assume that operator h is given by

h(t, ut) = h̃(ut(−ω(t)))− β sin ut(0) = h̃(u(t− ω(t)))− β sin u(t),

with β ∈ R, and h̃ : H → H satisfying that h̃(0) = 0, h̃ ∈ C1(H; H) where the Fréchet derivative
δh̃ is globally bounded, and ω ∈ C1(R), ω(t) ≥ 0 for all t ∈ R, r = supt∈R ω(t) ∈ (0, +∞), and
0 < ω∗ = supt∈R ω′(t) < 1. Then, it is easy to check that h satisfies assumptions (I)-(V) and,
consequently, there exist the pullback and uniform forward attractors for our model. Observe
that this situation corresponds to a model of Sine-Gordon type with delay forcing term. More
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precisely,




∂2u

∂t2
+ α

∂u

∂t
−∆u + β sin u = f + h̃(u(t− ω(t))), t > τ,

u|Γ = 0, t ≥ τ − r,
u(x, t) = φ(x, t− τ), x ∈ Ω, t ∈ [τ − r, τ ],

∂u

∂t
(x, t) =

∂φ

∂t
(x, t− τ), x ∈ Ω, t ∈ [τ − r, τ ].

Appendix

In our situation, i.e for H = L2(Ω), V = H1
0 (Ω)) and A = −∆ with domain H1

0 (Ω) ∩H2(Ω), it
follows that A ∈ L(V, V ′) is self adjoint and 〈Au, v〉 = ((u, v)).
Denote I = (a, b). We then have the following result, which is a particular version of a more
general one due to Strauss [17].

Theorem 3.7. Assume that u ∈ L∞(I;V ) ∩ W 1,∞(I;H) and u′′ + Au ∈ L2(I; H). Then,
u ∈ C0(Ī; V ) ∩ C1(Ī;H) and

(26)
d

dt

(〈Au, u〉+ |u′|2) = 2 (u′′ + Au, u′) in D′(I).

As a straightforward consequence, we have the following result.

Theorem 3.8. If u ∈ W 1,∞(I; V )∩W 2,∞(I; H) and u′′+Au ∈ W 1,2(I; H), then u ∈ C0(Ī;D(A))∩
C1(Ī; V ) ∩ C2(Ī; H), and Eq. (26) holds.

Proof. It is obvious that u ∈ C1(Ī; V ) ∩ C2(Ī; H). Moreover

(u′′ + Au)′ = u′′′ + Au′ = (u′)′′ + Au′ ∈ L2(I; H),

with u′ ∈ L∞(I; V ) ∩W 1,∞(I; H), and, by Theorem 3.7, u′ ∈ C0(Ī;V ) ∩ C1(Ī;H). ¤

The following result is crucial for our analysis.

Theorem 3.9. Suppose that u ∈ L∞(I; V ) ∩W 1,∞(I; H) satisfies

(27) u′′ + αu′ + Au = F in D′(I;V ′),

where F ∈ L2(I; H) and α > 0. Then
(a) u ∈ C0(Ī; V ) ∩ C1(Ī;H), and for any ε ∈ R

d

dt

(
‖u‖2 + |u′ + εu|2

)
= 2 (F, u′ + εu)− 2ε ‖u‖2 + 2 (ε− α) |u′ + εu|2

− 2ε(ε− α)(u, u′ + εu) in D′(I).(28)

(b) Furthermore, if F ∈ W 1,2(I;H) and u ∈ W 1,∞(I; V ) ∩W 2,∞(I; H), then u ∈ C0(Ī; D(A)) ∩
C1(Ī; V ) ∩ C2(Ī; H), and

d

dt

(
||u′ + α

2
u||2 + |Au− F |2

)
+

α

2

(
||u′ + α

2
u||2 + |Au− F |2

)

≤ α|F |2 +
4
α
|F ′|2 +

α3

8
||u||2 in D′(I).(29)
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Proof. (a) Fix ε ∈ R, and denote v = u′ + εu. We have

||u||2 + |v|2 = ||u||2 + |u′|2 + 2ε(u′, u) + ε2|u|2,
and from (26) it holds

d

dt

(
‖u‖2 + |v|2

)
=

d

dt

(
‖u‖2 + |u′|2

)
+ 2ε 〈u′′, u〉+ 2ε|u′|2 + 2ε2(u′, u)

= 2(F − αu′, u′) + 2ε(F, u)− 2ε 〈Au, u〉 − 2εα(u′, u)

+ 2ε|u′|2 + 2ε2(u′, u)

= 2(F, v) + 2(ε− α)|u′|2 + 2ε(ε− α)(u′, u)− 2ε||u||2
= 2(F, v)− 2ε||u||2 + 2(ε− α)(u′, v)

= 2(F, v)− 2ε||u||2 + 2(ε− α)|v|2 − 2ε(ε− α)(u, v).

(b) Take ε = α/2, so that v = u′ + α
2 u. Then, v ∈ C0(Ī;V ) ∩ C1(Ī; H) and

v′′ + Av = (u′′)′ +
α

2
u′′ + Au′ +

α

2
Au

= F ′ −Au′ − αu′′ +
α

2
u′′ + Au′ +

α

2
Au

= −α

2
u′′ + F ′ +

α

2
Au,

and thus

(30)
d

dt

(||v||2 + |v′|2) = 2(F ′, v′)− α(u′′, v′) + α(Au, v′).

On the other hand, as v′ = u′′ + α
2 u′ = F −Au− α

2 u′, it follows

|v′|2 = |F −Au|2 +
α2

4
|u′|2 − α(F −Au, u′).

Consequently,

d

dt
(|v′|2) =

d

dt
(|F −Au|2) +

α2

2
(u′′, u′)− α(F −Au, u′′)− α(F ′, u′) + α||u′||2,

whence,

(31)
d

dt
(|v′|2) =

d

dt
(|F −Au|2)− α(u′′, u′′ +

α

2
u′)− α(F ′, u′) + α||u′||2.

From (30) and (31) we deduce, taking into account that v′ = u′′ + α
2 u′,

(32)
d

dt
(|v′|2 + |F −Au|2) = 2(F ′, u′′ + αu′) + α(Au, u′′ +

α

2
u′)− α||u′||2.

Now, as u′′ + α
2 u′ = F −Au− α

2 u′, we obtain from (32)

d

dt
(||v||2 + |F −Au|2) = 2(F ′, F −Au) + α(F,Au)− α|Au|2

− α((v,
α

2
u′))− α((u′, u′))

= 2(F ′, F −Au) + α(F,Au)− α|Au|2 − α((u′, v))

= 2(F ′, F −Au) + α(F,Au)− α|Au|2 − α||v||2

+
α2

2
((u, v)) +

α

2
|F |2 − α

2
|F |2,
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and, therefore,
d

dt
(||v||2 + |F −Au|2) +

α

2
(||v||2 + |F −Au|2)

= 2(F ′, F −Au)− α

2
|Au|2 − α

2
||v||2 +

α2

2
((u, v)) +

α

2
|F |2.(33)

Notice now that

2(F ′, F −Au) = 2(F ′, F )− 2(F ′, Au)

≤ 2
α
|F ′|2 +

α

2
|F |2 +

2
α
|F ′|2 +

α

2
|Au|2,(34)

and

(35)
a2

2
((u, v)) ≤ α

2
||v||2 +

α3

8
||u||2.

Then, thanks to (33)-(35), one can easily deduce (29). ¤
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