
Salable Computing: Pratie and ExperieneVolume 8, Number 1, pp. 49�62. http://www.spe.org ISSN 1895-1767© 2007 SWPSA TOP DOWN APPROACH FOR DESCRIBING THE ACQUAINTACE ORGANISATIONOF MULTIAGENT SYSTEMS∗JOAQUÍN PEÑA†, RAFAEL CORCHUELO† AND ANTONIO RUIZ-CORTÉS†Abstrat.When the protool of a omplex Multi-Agent System (MAS) needs to be developed, the top-down approah emphasises tostart with abstrat desriptions that should be re�ned inrementally until we ahieve the detail level neessary to implement it.Unfortunately, there exist a semanti gap in interation protool methodologies beause most of them �rst, identify whih taskshas to be performed, and then use low level desription suh as sequenes of messages to detail them.In this paper, we propose an approah to bridge this gap proposing a set of tehniques that are integrated in a methodology alledMaCMAS (Methodology for Analysing Complex Multiagent Systems). We model MAS protools using several abstrat views ofthe tasks to be performed, and provide a systemati method to reah message sequenes desriptions from task desriptions. Thesetasks are represented by means of interations that shall be re�ned systematially into lower-level interations with the tehniquesproposed in this paper (simpler interations are easier to desribe and implement using message passing.) Unfortunately, deadloksmay appear due to protool design mistakes or due to the re�nement proess that we present. Thus, we also propose an algorithmto ensure that protools are deadlok free.Key words. Top-down approah, agent protool desriptions, interation re�nements, and deadlok detetion.1. Introdution. Agent-Oriented Software Engineering (AOSE) is paving the way for a new paradigmin the Software Engineering �eld. This is the reason why a large amount of researh papers on this topi areappearing in the literature. One of the main researh lines in AOSE arena is devoted to developing methodologiesfor modelling interation protools (hereafter protools) between agents.1.1. Motivation. When a large system is modeled, its omplexity beomes a ritial fator that has to bemanaged properly to ahieve lear, readable, reusable, and orret spei�ations [8, 24, 30℄. In the literature,there exist various tehniques to palliate this problem. The most important are the top down and the bottom upapproahs. The top down approah, whih is the fous of this paper, �rst tries to desribe software from a highlevel of abstration, and then goes into further details until they are enough for implementing the system [32℄.When the protool of a large MAS has to be developed, it is desirable to start with an abstrat desriptionthat an be re�ned inrementally aording to the top down approah. In our opinion, there exist two drawbaksin most existing methodologies:
• On the one hand, most of them provide top-down approahes for modeling and developing these sys-tems. These methodologies, general or protool-entri, agree on using abstrat messages and sequenediagrams to desribe protools [3, 19, 37, 15℄. Although these messages represent a high level view of aprotool, whih shall be re�ned later, the tasks that are performed are formulated as a set of messages.This representation implies that the abstration level falls dramatially sine a task that is done bymore than two agents requires several messages to be represented. This ours even if we onsider atask between two agents. For instane, an information request between two agents must be representedwith two messages at least (one to ask, and another to reply). This introdues a semanti gap betweentasks to be performed identi�ed at requirements and its internal design sine it is di�ult to identifythe tasks represented in a sequene of messages. This representation beomes an important problemregarding readability and manageability of large MAS.
• On the other hand, abstrations of protools (interations) that allow designers to enapsulate piees ofa protool that is exeuted by an arbitrary number of agents has been proved adequate in this ontext[3, 4, 19, 20, 38℄. Unfortunately, interations are generally used to hide unneessary details about someviews of the protool. This improves readability and promotes reusability of protool patterns, but theyare not used for bridging the existing semanti gap between tasks and its representation.1.2. Contributions. In our proposal, we present a di�erent approah to use interations, whih is basedon the ideas presented in [4, 26, 38℄. This approah is integrated on a methodology alled MaCMAS that overstop-down and bottom-up. The top down software proess is skethed in Figure 1.1. As shown, our goal is to
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Fig. 1.1. Software proess of re�nements.bridge this gap using interation abstrations to model the tasks to be performed, and Finite State Automata(FSA), represented using UML 2.0, to model how to sequene them. Afterwards, we re�ne them systematiallyinto simpler ones iteratively. This dereases the level of abstration so that the interation we obtain are simpler.Thus, they are desribed internally as message sequenes easily, e.g. using AUML [3℄.We have used a protool abstration alled multi-role interation (mRI), whih was �rst proposed in [25℄.An mRI is an abstration that enapsulates a set of messages between an arbitrary number of agent roles.Furthermore, the re�nement proess we use is based on the ideas presented in [10℄ sine the interation we useis similar to suh used in this work. The re�nement proess relies on analysing the knowledge used by eah rolein an mRI and using this information to transform an mRI into several simpler mRIs automatially. An mRIis simpler when both the number of partiipant roles and the omputation made by it dereases. The mainadvantages of re�ning mRIs are the followings:

• First, its internal desription is easier sine the omputation to perform in the obtained tasks aresimpler.
• Seond, it is easier to implement interations with a low number of partiipant roles [12, page 206℄[2, 33, 21, 35℄.
• Finally, mRIs are ritial deadlok free regions and they are mutually exlusive. Thus, if the numberof partiipant roles inreases, the onurreny grain dereases, what is learly not desirable [34℄.The main drawbak of suh re�nements is that they may lead to deadloks. In this paper, we also proposea tehnique to detet if a re�nement may introdue deadloks (see Figure 1.1); it also haraterises them bymeans of regular expressions that help �nding the re�nements that are not adequate in a given ontext. It isbased on analysing the FSA that represents the protool of a role model and some previous work on deadlokdetetion in the ontext of lient/server interations [5, 14, 36℄. It improves on other results in that it an beautomated beause it does not require any knowledge about the implied, intuitive semantis of the interationsas other approahes.This paper is organised as follows: in Setion 2 we present the related work about protool modeling in MASand about interation re�nements; in Setion 3, we summarise the methodology where this work is integrated;in Setion 4 we present the example that we use to illustrate our approah; in Setion 5 we present our ideas on



A Top Down Approah for Desribing the Aquaintae Organisation of Multiagent Systems 51protool modeling and we show the re�nement tehniques appliable; in Setion 6 we present our approah tothe automati deadlok detetion proess; Setion 7, we show our main onlusions. Finally, an appendix thatshows an implementation of the ase study using IP.2. Related work. In this setion we over the related work on protool modelling and on re�nements.2.1. Protool Modeling. As we showed in the previous setion, we think that most approahes modelprotools at low level of abstration sine they require the designer to model omplex ooperations as message-based protools. This issue has been identi�ed in the Gaia Methodology [38℄, and also in the work of Caireet. al. [4℄, where the protool desription proess starts with a high level view based on desribing tasks asomplex ommuniation primitives (hereafter interations). We think that the ideas presented in both papers areadequate for this kind of systems where interations are more important than in objet-oriented programming.On the one hand, in the Gaia methodology, protools are modeled using abstrat textual templates. Eahtemplate represents an interation or task to be performed between an arbitrary number of partiipants. Fur-thermore, interations are deorated with the knowledge they proess and the permissions eah role has, theirpurpose, their inputs and outputs, and so on.On the other hand, in [4℄, the authors propose a methodology in whih the �rst protool view is a statiview of the interations in a system. Eah interation is used by a set of agent roles and they are deorated withthe knowledge eah role uses/supplies. Later, the internals of these interations are desribed using AUML [3℄.As the methodologies ited above, we also use interations to deal with the �rst stage of protool modeling.Furthermore, we also represent a stati view of interations and the knowledge that eah role onsumes andprodues in eah of them. Unfortunately, both methodologies do not provide an automati method for re�ningomplex interations into smaller interations that are loser to the implementation level. In this paper, weelaborate on suh a method.Furthermore, in methodologies that use sequene diagrams to model protools, it has been also identi�edthe need for advaned multi-role interations that enapsulate a piee of protool. Unfortunately, in most ofthem these interations are used to de�ne reusable patterns of interation or for hiding details in some omplexviews. Several examples of suh use of interations an be found in the literature: For instane, AUML nestedprotools [3℄ or miro-protools [19℄. These approahes provide the user with a set of tools to model omplexo-operations; however, most designers use message�based desriptions.2.2. Re�nements. The need for suh protool primitives has also been identi�ed in other areas suh asdistributed systems [11, 7, 23℄. In this ontext suh interations have been studied for long, and there existadvaned tehniques to re�ne them (synhrony loosening re�nements [10℄). Unfortunately, these re�nementsan lead to deadlok. Although the theory of re�nements has reahed a rather elaborate state in other ontexts,f. [1℄, there are not many results on interation re�nements or the haraterisation of their anomalies. Themain reason is that lassial re�nements are ontext-free, whereas interation re�nements are ontext�sensitive.Thus, the main problem is the establishment of their monotoniity properties [10℄, whereby their appliation tosubparts of a protool preserves the orretness of the whole protool with respet the set of valid synhronisationpatterns it desribes.The state�of�the�art tehnique that fous on design time properties was presented in [12℄. It is based ondesigning a formal proof system (ooperating proof ) that allows to prove a su�ient ondition for monotoniitythat ensures that a system omposed of interations is deadlok free. It is based on analysing linked interations,i.e., interations that need to be exeuted in sequene, to avoid deadloks, whih was previously suggested in[9, 18℄. Unfortunately, this tehnique is quite di�ult to apply in pratie beause it requires in-depth knowledgeof the implied, intuitive meaning of the interations, and no automati proof rules were designed for showingthe satisfation of the su�ient ondition.Our proposal an detet if a re�nement may lead to a deadlok situation automatially, and also haraterisesthe set of traes that lead to it by means of regular expressions. It is based on FSA analysis used by manyresearhers in the ontext of lient/server deadlok detetion of interation models [5, 14, 36℄.3. Engineering MultiAgent Systems with MaCMAS. MaCMAs1 is a methodology for engineeringomplex multiagent systems that is integrated with several researh �elds, i.e. autonomi omputing [31℄,software produt lines [27, 28℄ and evolving systems [29℄.
1see james.eii.us.es/MaCMAS/ for further details on MaCMAS
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Fig. 3.1. Proess OverviewMaCMAS overs arefully the �ve priniples to deal with omplexity in software engineering where top-downand bottom-up are of high importane [16, 17, 30℄: abstration, deomposition/re�nements, omposition/ab-stration, automation and reuse.In Figure 3.1, we show an overview of the main onepts applied in MaCMAS from the software proesspoint of view. As shown, models of the system are strutured into a set of abstration layers. Top models arethe most abstrat while bottom models are the most re�ned models. MaCMAS provides also a set of vertialand horizontal transformations. Vertial transformations are applied to split models or to ompose models, andhorizontal transformations are used to re�ne and abstrat models in order to over bottom-up and top-downsoftware proesses.As shown, for overing the rest of priniples, traeability between models at di�erent abstration layers andreuse of models and their abstrations/re�nements is also provided.In MaCMAS, two kind of re�nements are proposed. One that is base on analyzing information on require-ment douments, onretely system goals hierarhies, to reommend the user of the CASE tool whih modelsan be re�ned and whih is the best deomposition reommended. The other re�nement, whih is the fous ofthis paper, is based on analyzing the dependenies between the elements in a model to reommend a re�nement.3.1. Models. In other to engineer MASs, MaCMAS provides a rih set of UML2.0-based models that anbe summarized in:a) Stati Aquaintane Organization View: This shows the stati interation relationships between rolesin the system and the knowledge proessed by them. It omprises the following UML models:Role Models: shows an aquaintane sub-organization as a set of roles ollaborating by means ofseveral mRIs. As mRIs allow abstrat representation of interations, we an use these modelsat whatever level of abstration we desire. We use role models to represent autonomous andautonomi properties of the system at the level of abstration we need.Parameterized Role Models : A parameterised role model permits us to represent reusable ollab-oration patterns parameterising some of their elements.Resoures dependeny model: A resoures dependeny model provides means for doumenting thedependenies between knowledge entities and servies provided by roles in the ontext of an mRIand for doumenting the dependenies between the knowledge of mRIs.Relating role models model: As a result of using deomposition and omposition and of instanti-ating parameterised role models, we usually manage role models that are obtained from others.This model show the relationships between several role models.Ontology: shows the ontology shared by roles in a role model. It is used to add semantis to theknowledge owned and exhanged by roles.
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S V U X d b Y eS T U V Z T [ V U \j T a q [ T r Y s t uv T d d T m q] ao ] b [ V U b Y V \Fig. 3.2. Aquaintane analysis disiplineb) Behavior of Aquaintane Organization View: The behavioral aspet of an organization shows thesequening of mRIs in a partiular role model. It is represented by two equivalent models:Plan of a role: separately represents the plan of eah role in a role model showing how the mRIs ofthe role sequene. It is represented using UML 2.0 ProtoolStateMahines [22, p. 422℄. It is usedto fous on a ertain role, while ignoring others.Plan of a role model: represents the order of mRIs in a role model with a entralized desription. Itis represented using UML 2.0 StateMahines [22, p. 446℄. It is used to failitate easy understandingof the whole behavior of a sub-organization.) Traeability view: This model shows how models in di�erent abstration layers relate. It shows howmRIs are abstrated, omposed or deomposed by means of lassi�ation, aggregation, generalizationor rede�nition. Notie that we usually show only the relations between interations beause they arethe fous of modeling, but all the elements that ompose an mRI an also be related. Finally, sinean mRI presents a diret orrelation with system goals, traeability models learly show how a ertainrequirement system goal is re�ned and materialized. This is main what helps us to bridge the gapbetween requirements and design.For the purpose of this paper, we only need to detail role models, role model plans, whih are shown in thefollowing setions.4. The Example. The example we use hereafter is a debit�ard system. This problem an be viewed asone of the basi oordination patterns in the agent e-ommere world, and it involves three di�erent agent roles(hereafter roles): a point of sales role (PS) whih interats with the user, a ustomer aount manager role(CA),and a merhant aount manager role (MA). When a ustomer uses his or her debit ard, the agent playing rolePS agrees with a CA agent and merhant aount agent on performing a sequene of tasks to transfer the moneyfrom the ustomer aount to the merhant aount, whih shall also be harged the osts of the transation. If
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Fig. 5.1. Stati interation view of the debit�ard system.
Fig. 5.2. Plans of the roles in the debit�ard system.the ustomer aount annot a�ord the purhase beause it has not enough money, the ustomer aount agentthen pays on hire�purhase.5. Modeling the Protool with MaCMAS. As we showed above, our approah starts when the re-quirements system goals to be performed have been already obtained. Then, we model eah task as an mRI aswe show in the role model in Figure 5.1.These system goals in our example are modeled as the following mRIs: approv is used by the CA role toinform the other parties if it an a�ord a purhase; transfer is used to transfer money from the CA to theMA by means of the PS; mRI hire_p is used to buy on hire-purhase; �nally, there is a two-party mRI alled

next_sale, whih is not further detailed, whose goal is to enapsulate the operations needed to read the sum tobe transferred and the ustomer data from his or her debit ard. For further details on the knowledge proessedby eah partiipants and in the mRI see the Appendix.One the mRIs are identi�ed and linked with their partiipant roles, we represent their possible sequenes bymeans of FSAs (see Figure 5.2). When an mRI is exeuted by more than one role it must appear a transition in allthe roles that perform it. Eah of these transitions represents the part of the mRIs that a role perform. Whereby,
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Fig. 5.3. Deoupling mRI transfer.to exeute an mRI we must transit from one state to another in all the roles that partiipate on it. Furthermore,with the algorithms presented in [25℄, whih we outline in setion 6, we an automatially infer a single FSA thatrepresents the role model protool as a whole. This alternative representation an be used for better readability.Finally, eah mRI have to be deorated with some additional information: suh as the dependenies betweenthey knowledge it proess, a guard for eah role, and so on. The knowledge dependeny, as we show in thenext setion, an be analysed in order to re�ne mRIs. Furthermore, the guard of mRIs allows eah role todeide if it want to exeute the mRI or not, whih has been proved adequate to deal with proativity of agents[7, 19, 25℄.5.1. Re�nements. The model we presented in previous setion takes advantage of omplex three�partymRIs, whih provides a high level design of the protool. However, it should be re�ned in an attempt totransform its mRIs into a set of simpler ones that are loser to message sequenes desription. That is to say,desribing them internally shall be easier. This is the next step in our approah.The re�nements are based on analysing the dependenies between the knowledge that roles use from othersin a partiular mRI. In order to automate the re�nement proess the designer has to build a dependeny graph(see Figures 5.3, 5.4 and 5.5) whih shall be analysed with the algorithms proposed in [18, 10℄. To illustratehow our tehnique works we applied it to our example.The �rst re�nement we an apply is deoupling [12℄. It an transform ertain n�party mRIs into an m�partymRI (m < n) followed by an mRI with n−m + 1 partiipants. We an illustrate it by means of mRI transferin our example. Figure 5.3 shows a diagram in whih we have depited the knowledge of its roles and theirdependenies. As shown, both the MA and CA need to update their balanes aording to some informationin the knowledge of the PS. The idea is thus to deouple mRI transfer into two binary mRIs so that the CAupdates its balane before the MA. Thus, as we an see in Figure 5.3 mRI transfer1 will exeuted by PS andCA, and transfer2 by PS and MA (see Figure 5.7 for the new sequenes of exeution). We have applied thisre�nement to the mRI hire_p, as well.The seond re�nement we an apply is partiipant elimination [12℄. It onsists of eliminating those rolesfrom the set of partiipant roles of an mRI whose knowledge is not referred to by other roles and do not referto the knowledge of any other role. Figure 5.4 shows a diagram in whih we have depited the knowledge ofthe roles partiipating in mRI approv and their relationships. Obviously, role MA an be eliminated from thismRI.Another re�nement alled splitting, whih annot be apply to our example, onsist in breaking an mRI intotwo mRIs if the knowledge aessed by several groups of roles are disjoint as is depited in Figure 5.5 with a�titious mRI.The resulting role plans after applying all re�nements are presented in Figure 5.7. Apparently, they workswell but we an disover that the re�nements have introdued a deadlok situation if we take a loser look.Consider a trae in whih the following mRIs are exeuted: next_sale, approv, transfer1, and hire_p1. Thisexeution deadloks beause of an unfortunate interleaving in whih, after approving a sale and harging theCA, this role is ready to interat with the PS by means of transfer2; however, the MA is readied then to
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a) Before refinement b) After refinementFig. 5.5. Splitting �titious mRI I.exeute both transfer1 and hire_p1. If hire_p1 is exeuted now, it leads to a situation in whih no role anontinue beause PS is readying transfer2 and waits for the CA to ready it, the CA is readying approv andwaits for the PS to ready it, and the MA is waiting for any of them to ready transfer1 or hire_p1. Thissituation an be avoided if we use a guard for transferi and hire_pi that ensures that when one of these mRIis exeuted the guard of the others shall be evaluated as false, but unfortunately this is not possible in general.These re�nements allow us to exeute several mRIs at the same time sine the the knowledge they omputedbefore re�nements is now omputed separately in di�erent mRIs. In addition, they simplify the number ofpartiipant roles that eah mRI uses, whih lead us to easier implementations (the protool to oordinate nparties is more di�ult that suh for two parties) [12, page. 206℄[2, 33, 21, 35℄. Finally, another advantage isthat the amount of knowledge to be proessed in eah mRI dereases thus easing their internal design.For instane, the mRI transfer has been broken into two simpler mRIs: transfer1 and transfer2.
transfer1 omputes the balane of the CA and transfer2 omputes the balane of the MA. Thus, simpleromputations are performed. Furthermore, the original mRI had three partiipant roles, and the new mRIshave only two, whose oordination/negotiation protool is simpler to implement. The re�ned role model ispresented in Figure 5.6.6. Ensuring Deadlok Free Re�nements. Our approah to detet deadloks is based on building anFSA and analysing its paths. Next, we present some results we need, and then we show how to onstrut theFSA and how to analyse it.
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Fig. 5.6. Role model of the debit�ard system after re�nements.
Fig. 5.7. Role plans after re�nement.As we an see in Figure 5.7, the de�nition of the protool of eah role is done by means of FSAs. They anbe haraterised as follows:Definition 6.1 (Finite State Automaton). A �nite state automaton (FSA) is a tuple of the form

(S, Σ, δ, s0, F ), where S is a set of states, Σ is a set of mRIs (the voabulary in FSA theory), δ : S × Σ → S isa transition funtion that represents an mRI exeution, s0 ∈ S is an initial state, and F ⊆ S is a set of �nalstates.Thus, let Ai = (Si, Σi, δi, s
0
i , Fi) (i = 1, 2, · · · , n) be the set of FSAs that represents eah role in a rolemodel. Starting from this information we an build a new FSA C = (S, Σ, δ, s0, F ) that represents the protoolas a whole, where

• S = S1 × · · · × Sn

• Σ =
⋃n

i=1
Σi

• δ(a, {s1, . . . , sn}) = {s′1, . . . , s
′

n} i� ∀ i ∈ [1..n] · (a 6∈ Σi ∧ si = s′i) ∨ (a ∈ Σi ∧ δ(a, si) = s′i)
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• e0 = {e0

1, . . . , e
0
n}

• F = {F1, . . . , Fn}This algorithm has been presented in [25℄ and builds the new FSA exploring all the feasible exeutions of mRI.Their states are omputed as the artessian produt of all state in FSA of roles. Then, for eah new state(omposed of one state of eah role) we hek if an mRI may be exeuted (all their roles an do it from thatstate), and if so, we add it to the result. The FSA we obtain in our example is shown in Figure 6.1.6.1. Analysing the Resulting FSA. The �nal step onsists in analysing the resulting FSA by searhingfor deadlok states, i.e., states from whih a �nal state annot be reahed.We use a transition relation alled −→B to alulate these states. It is applied on tuples of the form
(C, N, X), where C denotes an FSA, N denotes the set of states to be analysed, and X denotes the set ofdeadlok states found so far. We formalise −→B by means of the following inferene rule:

s ∈ N ∧ s 6∈ X ∧ P = pred(s, C)

(C, N, X) −→B (C, N \ P, X ∪ P )Where the prediate pred is de�ned as follows:Definition 6.2 (Predeessors). Let A be an FSA and s ∈ S a state. We denote its set of predeessors by
pred(s, A) and de�ne it as follows:

pred(s, A) =

{s′ ∈ S | ∃σ ∈ Σ · δ(s′, σ) = s}This transition relation allows us to explore the set of states of an FSA starting at its �nal states and goingbak to its predeessors until no new unexplored state is found. The set of unexplored states at that step is theset of deadlok states beause there is no path in the FSA that links them to a �nal state. Therefore, we ande�ne a funtion deadlock that maps an FSA into its set of deadlok states as follows:
deadlock(C) = CS \ N if N ⊆ CS∧

X ⊆ CS ∧ (C, CF , ∅) −→!

B (C, N, X)Here, −→!
B denotes the normalisation of −→B , i.e., its repeated appliation to a given tuple until it annot be further applied to the result. Formally,

T →! T ′ ⇔ T −→∗

E T ′∧ 6 ∃T ′′ · T ′ −→E T ′′If deadlock returns an empty set, then the re�nements we have applied do not introdue any deadloks.Otherwise, we need to haraterise the exeution paths that may lead to them.Consider that deadlock(C) = {b1, b2, . . . , bk}, thus, we an build a new set of FSAs
Bi = (CS , CΣ, Cδ, Cs0 , {bi})(i = 1, 2, . . . , k).Notie that these FSAs have only a �nal state that is a deadlok state in the original FSA. Thus, if we use thealgorithms presented in [14℄ for transforming an FSA into its orresponding regular expression, we an obtainthe set of regular expressions that haraterise the exeution paths that lead to deadloks.If we analyse the FSA in Figure 6.1, we an easily hek that its set of deadlok states is a singleton of theform {(3, 4, 7)}. Thus, if we make this the only �nal state, we an obtain the following regular expression thatharaterises the exeution paths that lead to deadloks:
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Fig. 6.1. Resulting FSA.
(next_sale | approv · transf1·
·transf2 | approv · hire_p1 · hire_p2)

∗ ·
· approv · transf1 · hire_p1Thus, when a set of re�nements are applied we an use the tehnique presented above to searh for deadloks,and if they appear, we haraterise it by the deadlok regular expression. Then, we an use this haraterizationto apply a di�erent set of re�nements and repeat this proess until getting a deadlok free protool. Finally,we obtain a set of new simpler mRIs that an be desribed internally and implemented easier. In our examplethe deadlok appears between mRI transfer and hirep and the problem an be easily solved not re�ning oneof them or applying another set of re�nements.7. Conlusions. The desription of interation protools in omplex MASs may be a di�ult, tediousproess due to the large number of omplex tasks that agents must perform oordinately. Thus, in order topalliate this problem, we have proposed a re�nement tehnique integrated in a methodology that is based onan interdisiplinary tehnique that builds on MAS and distributed systems researh results.Our tehnique improves previous researh in that we add some protool views between requirements analysisand the desription of a protool by means of message sequenes; we use interations as �rst lass modelingelements. Furthermore, these desriptions are easily re�ned to reah the needed abstration level to be desribedinternally. Thus, we provide a progressive method to proeed from requirements analysis to message sequenesdesriptions. Furthermore, we have provided an automati method to detet deadloks.REFERENCES[1℄ R. Bak, A alulus of re�nements for program derivations. Ata Informatia, 25(6):593�624, 1988.[2℄ R. Bagrodia, Synhronization of asynhronous proesses in CSP. Transations on Programming Languages and Systems,11(4):585�597, Ot. 1989.[3℄ B. Bauer, J. Muller, and J. Odell, Agent uml: A formalism for speifying multiagent interation. In M. Wooldridgeand P. Cianarini, editors, Proeedings of 22nd International Conferene on Software Engineering (ISCE), LNCS, pages91�103, Berlin, 2001. Springer-Verlag.[4℄ G. Caire, F. Leal, P. Chainho, R. Evans, F. Garijo, J. Gomez, J. Pavon, P. Kearney, J. Stark, and P. Massonet,Agent oriented analysis using MESSAGE/UML. In Proeedings of Agent-Oriented Software Engineering (AOSE'01),pages 101�108, Montreal, Canada, May 2001.[5℄ J. C. Corbett, Evaluating deadlok detetion methods for onurrent software. IEEE Transations on Software Engineering,22(3):161�180, Marh 1996.
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A Top Down Approah for Desribing the Aquaintae Organisation of Multiagent Systems 61[37℄ M. Wood and S. A. DeLoah, An overview of the multiagent systems engineering methodology. In Proeedings of theFirst International Workshop on Agent-Oriented Software Engineering, number 1957 in LCNS, Limerik, Ireland, 2001.Springer-Verlag.[38℄ M. Wooldridge, N. R. Jennings, and D. Kinny, The gaia methodology for agent-oriented analysis and design. Au-tonomous Agents and Multi-Agent Systems, 3(3):285�312, 2000.Appendix A. IP Code of the example. It exists several languages based on the Multi-party Interations(MPI) to desribe systems where several proesses have to oordinate [6, 10, 13℄. IP [12℄ is worthy of speialattention sine, although its implementation is relatively simple, moreover it allows to hek properties thanksits formal harater. Following we will do a brief review of its statements and its more relevant harateristisfor our work, and �nally we will write the soure ode of the debit�ard system example.An IP spei�ation is built with a set of sequential proesses that ooperates between them using multipartyinterations. Its abstrat syntax is the following:
S ::= I1[x:=e]

| [[]ni=1Bi & Ii[xi:=ei] → Si]
| ⋆[[]ni=1

Bi & Ii[xi:=ei] → Si]
| S1; S2

| skipEah proesses will be able to partiipate in several interations, but only one at the same time. Thestatement of interation has the form I[x:=e] where I is the name of the interation and x:=e is a sequeneof parallel assignments in where we an onsult the state of the rest of partiipants in the interation, usuallyreferred as ommuniation ode. Eah Interation has a set of �xed partiipants in the set of proesses of thesystem, so that it an be exeuted only when not any is exeuting other interation and all of them are in apoint of the spei�ation where the questioned interation an be exeuted.TRANSFERS :: [PST() ‖ CustomerAount() ‖ MerhantAount()℄,wherePST() :: s: sale := null, ok : boolean;*[ v 6= null & approv[ ok := (.balane ≥ s.prie)℄ →[ok & transfer[v := null℄ → skip[℄
¬ok & hire_p[℄ → skip℄[℄v = null & next_sale[. . . ℄ → skip℄,CustomerAount() :: : aount;*[ approv[℄ →[transfer[.balane := .balane - s.prie℄ → skip[℄hire_p[.hire_purhase(ma.ID)℄ → skip℄ ℄,MerhantAount() :: ma: aount;*[ approv[℄ →[transfer[ ma.balane := ma.balane + s.prie - v.m_osts ℄ → skip[℄hire_p[ma.balane := ma.balane - s.m_osts℄ → skip ℄℄. Fig. 7.1. IP spei�ation of the debit�ard system.For example, if we analyze the interation transfer in the IP ode of the example in the �gure 7.1, we annotie it has in its partiipants2 with the PST, with the CustomerAount and with the MerhantAount. Thisinteration will not be exeuted until all its partiipants will be in an adequate point of the spei�ation and

2To determine the partiipants of an interation we only have to see in whih proesses appears in the spei�ation



62 Joaquín Peña, Rafael Corhuelo and Antonio Ruiz-CortésTRANSFERS :: [PST() ‖ CustomerAount() ‖ MerhantAount()℄, wherePST() :: v: sale := null; ok : boolean;*[ v 6= null & approv[ ok := (.balane ≥ s.prie)℄ →[ok & transfer1[℄ → transfer2[v := null℄[℄
¬ok & hire_p2[℄ → skip℄[℄v = null & next_sale[. . . ℄ → skip ℄,CustomerAount() :: : aount;*[approv[℄ →[transfer1[.balane := .balane - s.prie℄ → skip[℄
hire_p1[.hire_purhase(ma.ID℄ → skip ℄ ℄,MerhantAount() :: ma: aount;*[ ι[] →[transfer2[ ma.balane := ma.balane + s.prie - s.m_osts℄ → skip[℄
hire_p1[ma.balane := ma.balane - s.m_osts℄ → hire_p2[℄ ℄℄. Fig. 7.2. IP spei�ation of the example after applying the re�nements.when this will happen, its partiipant will exeute its ommuniation ode. For example, the PST will alulatethe value of variable ok using the balane of the CustomerAount and the amount to transfer.IP also has statements to write non-deterministi hoie with guards [[]ni=1

Gi → Si] and loops with nonde-terministi hoie with guards ∗[[]ni=1Gi → Si]. The guards are of the form B&a[x:=e], where B is a booleanondition involving the loal state of a proess, and the rest is an usual interation statement. The behaviour ofthese statements is very simple: The non-deterministi hoie heks all the boolean onditions and wait then forthe interations whose boolean ondition is true to have all its partiipants; if no one ould do so the statementwill not have any e�et. In loops the behaviour is similar, only that it will repeat the non-deterministi hoieuntil all the boolean onditions are false.Furthermore, in IP we an make the statements above to exeute sequene (S1; S2), and we an use thenull statement that is represented as skip.Finally, the ode resultant after applying all the re�nements desribed above is shown in Figure 7.2.Edited by: Marin Paprzyki, Niranjan SuriReeived: Otober 1, 2006Aepted: Deember 10, 2006


