
 

 

                                              

 

Depósito de Investigación de la Universidad de Sevilla 

 

                                      https://idus.us.es/ 

   

 

This is an Accepted Manuscript of an article published by IEEE in: 
 
M. R. Arahal, C. Martin, F. Barrero, I. Gonzalez-Prieto and M. J. Duran, "Model-
Based Control for Power Converters With Variable Sampling Time: A Case 
Example Using Five-Phase Induction Motor Drives," in IEEE Transactions on 
Industrial Electronics, vol. 66, no. 8, pp. 5800-5809, Aug. 2019,  
DOI: 10.1109/TIE.2018.2870390 
 

 

“© 2019 IEEE.  Personal use of this material is permitted.  Permission from IEEE 

must be obtained for all other uses, in any current or future media, including 

reprinting/republishing this material for advertising or promotional purposes, 

creating new collective works, for resale or redistribution to servers or lists, or 

reuse of any copyrighted component of this work in other Works”   

https://idus.us.es/
file:///C:/Users/amart/Downloads/10.1109/TIE.2018.2870390


IEEE TRANSACTIONS ON INDUSTRIAL ELECTRONICS

Model-Based Control for Power Converters with
Variable Sampling Time: A Case Example using

Five-Phase Induction Motor Drives
Manuel R. Arahal, Cristina Martin, Federico Barrero, Ignacio Gonzalez-Prieto, and Mario J. Duran

Abstract—Discrete-time control of power converters
without modulation blocks have been considered in re-
cent times in modern high-performance electromechanical
drives, particularly with the appearance of model predictive
control in its finite set version. The shortcomings produced
by the fixed discretization of time used in this kind of
control systems has been analysed, and several methods
have been put forward to deal with them. Most of the
alternatives increase the complexity of the controller intro-
ducing different analytical modulation methods. However, a
variable sampling time can be a simpler and more natural
solution, at the expense of using a less-known paradigm
for implementation. This paper introduces a new control
approach based on a model of the system as in predictive
controllers but using variable sampling time. It can be
applied to modern power converters and drives, including
conventional three-phase or advanced multiphase ones.
Experimental results are provided to test the ability of the
controller using a five-phase induction motor drive as a
case example.

Index Terms—Digital control systems, non-uniform sam-
pling, power conversion, predictive control, pursuit algo-
rithms.

I. INTRODUCTION

MOST control systems in electrical applications use a
power converter as a mean to interface with the system.

In traditional applications the system is driven by a modulation
block [1], [2]. However, the elimination of the modulation
stage is becoming more frequent in recent years, where the
power converter is directly driven by applying the desired
control commands [3]. Then, it is a common practice that the
controller generates switching state to be hold by the power
converter during a fixed sampling period. This has a profound
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impact on harmonic content [4], being quite severe particularly
in high power applications where the number of converter
commutations per cycle is limited [5].

It is worth pointing out that recent applications of Model
Predictive Controllers (MPC), using the Finite State or Finite
Control Set (FCS) concept [6], fall within this category as they
directly drive the converter without the intervention of a pulse
width modulation (PWM) block [7]. The removal of the inter-
mediate modulation brings a fast transient response [8], [9].
In addition, the FCS-MPC offers greater flexibility to tackle
muti-objective control problems and provides a framework in
which multiphase and/or multi-level control systems are more
easily designed [10]. However, the high harmonic content is
still an important drawback.

Introduction of variable sampling time in the Direct Digital
Control (DDC) seems like a promising method to avoid
the aforementioned problems, while retaining the benefits of
the FCS-MPC. This idea is first introduced in [11], where
the sampling period of a FCS-MPC is partitioned into sub-
intervals. The conventional optimization problem is extended
to include all possible switching states and all predefined
time sub-intervals. The controller must then choose the best
combination of switching state and its time of application
(one of the sub-intervals) that optimizes a cost function.
Expectedly, the computational requirements of the controller
are greatly increased. Furthermore, the sub-division of the
sampling time cannot be made arbitrarily fine because it
increases the computing burden. For this reason, the commuta-
tion instants are still coarse-quantized compared with schemes
using modulators such as PWM.

In this paper, a new approach to direct-control of power
converters using a variable sampling time is proposed and
tested. The basic idea introduced in [11] is complemented
using the lead-pursuit concept [12] to derive a model-based
controller using variable sampling time with fine resolution
in the commuting times. Therefore, a new control scheme is
obtained that decouples the optimization of the converter state
from that of the application time. Both quantities are derived
from a model of the system. As a consequence, the application
times are not constrained to a fixed sequence of commuting
times as in traditional digital control (including FCS-MPC).
The feasibility of the proposed controller, named from now
on Variable Sampling Time Lead-Pursuit Control (VSTLPC),
is tested using a Five-Phase Induction Machine (FPIM) driven
by a two-level Voltage Source Inverter (VSI). Although the
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proposal is general and also valid for conventional three-
phase drives, a multiphase one has been used as a case
example for generality purposes. The FPIM is one of the most
promising multiphase machines from the industry perspective,
as it is shown in [13]–[15], making it an ideal candidate
as case study. Another advantage that appears extending the
study to a more general multiphase drive is in relation with
their complexity. The larger number of available switching
states of the FPIM increases the control requirements as well
as its computational cost. By choosing this case study the
implementation requirements are set on a demanding scenario.

The paper is organized as follows. Section II summarizes
the main ideas in relation with the discrete-time control
of power converters, addressing the general DDC algorithm
using uniform and variable sampling times. The basis of the
VSTLPC is detailed in section III. The application of the
proposed controller to the five-phase system is presented in
Section IV together with the description of the experimental
system and the analysis of the obtained results. Finally, the
conclusions will be presented at the end of the paper.

II. DIRECT DIGITAL CONTROL OF POWER CONVERTERS

In this section the basic elements of DDC schemes for
power converters are reviewed to serve as a framework of the
proposed controller. A subdivision is made between controllers
based in constant sampling time and those using variable
sampling time.

A. Constant sampling time DDC
A basic block diagram of DDC of power converters is

presented in Fig. 1. It typically contains: i) an analog to
digital converter (ADC) that provides the digital acquisition
of the electrical and mechanical variables of the system, ii)
a computing element that implements the control algorithm
and decides the control action u to be applied, iii) the power
converter, and iv) the electrical system supplied by the power
converter. This control scheme uses a cyclic program in
which the functions that define the control algorithm (wait,
sample, compute and actuate) are sequenced within a period
Ts referred to as sampling period. The action taken at each
discrete time k is a vector u(k) that dictates the state of the
converter. Such state is selected by the controller in order to
produce in the system a certain behaviour in term of electrical
variables (e.g. currents, fluxes, active and reactive power)
and/or mechanical variables (e.g. speed, torque) defined by
an external reference signal r. For example, the FCS-MPC
technique uses a mathematical model of the system to predict
the future evolution of the system variables for each possible
control action, and selects the optimal one according to the
control objective. The selected state vector is hold for the
whole sampling period, being the process repeated in the next
execution of the control algorithm.

It must be noted that the power converter can only be
in a handful of states. Each state produces a certain output
of the converter that is constant during the sampling period.
The DDC must select the output state that imprints in the
system the trajectories for the controlled variables y (e.g.

Controller
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Electrical 
System

Sensors

y(k)

u(k)r(k) y(t)

Fig. 1: Basic block diagram of a DDC of power converters.

x(to)

x(t)

x*(to)

xr(t)

Fig. 2: State-space representation of the alternate evolutions
of x after applying different control signals and in different
future times.

stator currents and flux) closest to the reference values. In
practice, this process commands the applied switching se-
quence according to the given reference and just low-order
harmonics components of the system’s variables (including the
fundamental y1) are controlled relying in the inherent low-pass
filter characteristic of most systems to mitigate higher order
harmonics [16].

B. Variable sampling time DDC
It was stated in the introduction section that a variable

sampling time can mitigate some problems derived from the
fixed discretization of the time, e.g. the high harmonic content
in the electrical variables. The rationale for using variable
sampling time is presented here with the aid of an example.

Suppose that a certain control system uses a power con-
verter in the way previously explained, following the scheme
presented in Fig. 1. The actual state of the system (in a
state-space representation) is define by x and the reference
trajectories r impose at each time a desired state xr. At any
given moment the controller must decide which control action
will be used next according to the reference state, since the
future evolution of the system depends on the choice made.
Consider now the state portrait of Fig. 2, where the state
components are plotted against each other. The evolution of
the system state x(t) is represented by a solid line, and the
actual state at time to is x(to) (central blue filled circle).
The hodograph corresponding to the trajectory of the desired
state xr(t) is shown as a solid line and x∗(to) (black unfilled
circle) represents the objective state for the actual instant. The
dashed lines emerging from x(to) are the possible evolution
paths obtained by considering the separate application of some
control actions (converter configurations). In these paths, two
points have been placed consisting on the future state of the
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system for two different times of application T1 and T2. Thus,
the points represents the values x(to+T1) and x(to+T2) with
T2 > T1. These points are marked in the figure as unfilled
circles (corresponding to T1) and grey filled ones (T2). In
this situation, the control algorithm must select the control
action and its time of application in order to reach the desired
reference. However, it can be seen that in this example the
objective x∗(to) cannot be exactly achieved due to the scarcity
of the considered control actions and time-instants.

A way to alleviate this scarcity is to increase the number
of possible control actions. But, in a power converter the
number of control actions is limited and fixed, and it can
only be increased considering more phases or levels, which
requires hardware modifications. Notice also that the number
of time-instants can be, in principle, increased giving a mean
to achieve a closer reference tracking. For instance, in the
example of Fig. 2 if a value Ti with T1 < Ti < T2 is
allowed then one of the paths lies very close to x∗(to). This
is the basis of the idea presented in [11], where a finer
partition of time is introduced to this end and a complex
optimization procedure is carried out over the product of all
possible converter configurations times the number of future
time instants, which implies a very high computational cost
in the multiphase or multi-level applications. In the following
section, a new approach of variable sampling time DDC is
presented. The new approach uses an exhaustive search over
the possible converter configurations, avoiding repetition of
this search for different application times.

III. VARIABLE SAMPLING TIME LEAD-PURSUIT CONTROL

The proposed controller is derived from the lead-pursuit
concept used in airplane to airplane fight tactics [12]. It has
been applied to autonomous navigation systems and other ref-
erence tracking problems. Its basic idea is that hitting a moving
target requires some anticipation, since it takes some time for
the control action to produce an effect on the system and
during such time the target changes its position. This concept
is graphically explained in Fig. 3, where the target’s position
varies with the time following the red line, and at instant to it is
placed at position T (to). The pursuer X must decide the best
moving direction. Instead of pointing to the current position
of the target, in the lead-pursuit scheme the pursuer takes as
objective an advanced position T (to + tL), where tL is the
anticipation time usually called lead time. In airplane fight this
might be difficult to estimate, however, in many engineering
applications this value is either known (because it results from
a pre-programmed reference trajectory) or can be estimated
(from past observed values) with enough accuracy.

So, the lead point is considered as a mean to fix a point
in the future at which to aim. In the case at hand, the lead
allows to determine the objective state as x∗(to) = xr(to+tL),
being tL a parameter of the proposed controller. Thus, the
controller must select a converter configuration Sa ∈ S, being
S = {Si}i=1,...,N the set of all possible configurations, and
the time Ta that it must be kept applied to the system. The
control algorithm has two phases: i) Sa is computed using
some geometrical considerations drawn from the lead-pursuit

X(to)

T(to+tL)T(to)

Fig. 3: Representative diagram of the lead-pursuit concept.

concept and from a continuous time model of the system, ii) Ta
is computed using a model of the electrical system in order to
minimize some error function that depends on the actual state
x(to) and the desired one x∗(to). The controller then uses a
receding horizon strategy where Sa is applied during time Ta
after which the whole procedure is repeated. The selection of
Sa is done maximizing the projection of the future path in the
direction of the lead point x∗(to). The application time Ta is
computed as a minimization of the distance from the end point
x(to + Ta) to the lead point. Since the end point is a future
value, a prediction x̂(to + Ta) is used instead. The prediction
is obtained using a model of the system, taking x(to) as the
initial condition and the input signal given by the selected
converter configuration Sa. As can be seen, the described
method depends on a model of the controlled system and, thus,
in their electrical and mechanical parameters. Consequently,
it is expected that VSTLPC will be sensible to parameter
mismatch in a similar way that FCS-MPC techniques are [17],
[18].

The theoretical advantages of VSTLPC over the previously
reviewed DDC control schemes, particularly the different FCS-
MPC approaches, are:

• The application time is not fixed but obtained from an
optimization algorithm, constituting a new degree of free-
dom in the controller. Also, it will be shown later that this
optimization does not need exhaustive exploration, saving
computing time in comparison with previous approach
[11].

• The resolution of the application time Ta does not inter-
fere with the computational cost of the control algorithm,
allowing a fine resolution of commutation times.

• The double prediction used in most FCS-MPC techniques
[19] is avoided in the proposed controller, yielding to a
potential reduction in the computing time and simplifying
the method.

• The sequence of applied converter states does not include
pre-selected configurations such as the application of null
voltage vectors used in other approaches [20], [21].

The mathematical derivation of VSTLPC is presented in
the followings paragraphs based on the aforementioned ideas.
The system is modelled as a set of differential equations that
can be accommodated in a space-state representation with the
following transition equation:

dx

dt
= f(x, Si) (1)
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where x is the state vector and Si the input vector, the
switching state of the converter.

The first stage of VSTLPC is the selection of the converter
state that imprints in the state variables the closest trajectory
to the lead-pursuit direction of x∗(to). This is done knowing
that the direction of change of x is given by f(x, Si). Then,
the cosine of the angle between f(x(to), Si) and the distance
(x∗(to)− x(to)) is maximum for the converter configuration
Sa that produces the path with less deviation from the line
that joins the actual state to the objective. Using this idea, the
switching state Sa is obtained through the definition of the
scalar product as follows:

Sa = argmax
Si∈S

(x∗(to)− x(to)) · f(x(to), Si)

‖x∗(to)− x(to)‖ ‖f(x(to), Si)‖
(2)

This is an optimization problem that can be solved by
exhaustive search but it is simpler than procedure in [11],
reducing the number of iterations. The state will follow the
path given by Sa for as long as this configuration is applied.
The application time Ta should then be chosen to minimize
the deviation of the end point from the reference trajectory. In
mathematical notation:

Ta = argmin
T

‖x∗(to)− x̂(to + T |to)‖ (3)

where x̂(to + T |to) is a prediction of the future state at
time to + T made at time to that can be produced using a
mathematical model of the system for the selected Sa. The
norm ‖.‖ used in (2) and (3) is the Euclidean 2-norm.

IV. APPLICATION TO A REAL SYSTEM

The considered system is a symmetrical FPIM with dis-
tributed windings equally displaced (ϑ = 2π/5), isolated
neutral point and supplied by a five-leg two-level VSI. An
schematic representation of the system is shown on the right
side of Fig. 4, where the switching state of the VSI is defined
by (SA, SB , SC , SD, SE). In the next subsections the proposed
control scheme is presented, particularizing for the FPIM drive
as an illustrative case example and analysing the obtained
simulation and experimental results.

A. Definition of VSTLPC for a FPIM

The VSTLPC control algorithm requires the knowledge of
the evolution of the system variables (stator currents in this
case), and a model of the FPIM drive will be used to this
end. According to the vector space decomposition approach,
the FPIM can be represented as a set of equations in two
orthogonal stationary subspaces, named α− β and x− y:

ẋ(t) = Ax(t) +B vs(t)

xs(t) = C x(t) (4)

where the state variables are the α − β and x − y stator
and rotor currents x = (isα, isβ , isx, isy, irα, irβ)>, the input
signal is the stator voltage vector applied to the machine
vs = (vsα, vsβ , vsx, vsy)>, and the output signals are the
stator currents xs = (isα, isβ , isx, isy), which constitutes the

measurable and controlable part of the system state. Coeffi-
cients of matrices A and B depend on the rotor speed ωm
and the IM electrical parameters (see [22]). The values of
these parameters, which will be used in the simulation and
experimental studies, are gathered in Table I.

Stator voltage vector vs is related to the switching state
through the VSI model. In this case, the simplest model has
been selected for the sake of speeding up the optimization
process in the control algorithm. Then, if the gating signals
are arranged in vector u = (SA, SB , SC , SD, SE)> ∈ B5 with
B = {0, 1}, the stator voltages are obtained as:

vs =
1

5
VdcM Cn u (5)

being Vdc the dc-link voltage, M a coordinate transformation
matrix accounting for the spatial distribution of the machine
windings and Cn a connectivity matrix that takes into account
how the VSI gating signals are distributed [22]. With this
configuration, only 25 combinations of switching signals can
be constructed. Combining (4) and (5), the evolution of the
stator currents can be represented by the following expression:

ẋs(t) = Ā x(t) + B̄ u(t) (6)

where two new matrices are introduced: Ā = C A and B̄ =
1
5 Vdc C BM Cn.

The proposed control scheme is shown in Fig. 4. It is
composed by an outer speed control loop and an inner current
control loop. The speed loop independently regulates the stator
currents in the d−q reference frame. In our case, the machine
is fluxed imposing a constant value of d-current reference i∗sd,
while i∗sq constitutes the output of a PI regulator. The input of
this PI is the error between the reference rotor speed ω∗m and
the measured one ωm. These reference values are then rotated
into the α− β plane using the inverse Park transformation:

D−1 =

(
cos θ − sin θ
sin θ cos θ

)
(7)

being θ the angle of the rotating reference frame, which is
obtained from the measured speed and the estimated slip
speed [23]. The resulting α − β reference currents, together
with the imposed zero x − y reference currents, are inputs
in the proposed VSTLPC controller (see Fig. 4). Following
the guidelines presented in section III, these references must
be projected a time tL into the future in order to define the
desired state x∗s(to) = (i∗sα, i

∗
sβ , i

∗
sx, i

∗
sy)|to+tL . This is done

estimating the rotor angle for a future time tL, θ(to + tL).
Once the desired references are computed and the mea-

surement of the actual system state is made xs(to), the
switching state Sa is selected solving the optimization problem
(2) and knowing that xs varies following the direction of
f(x, u) = Ā x+ B̄ u. Then, the application time Ta is chosen
by solving (3). The model of the system, particularized for Sa
and discretized using the forward Euler method, is employed
to predict the future system’s output over the selected path:

x̂s(to + T |to) = xs(to) + Tf(x(to), Sa) (8)
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Fig. 4: Schematic representation of the VSTLPC for a FPIM drive.

However, the minimization problem (3) can be analytically
solved, saving computing time, using the following expression:

Ta = (x∗s(to)− xs(to))
> f(x(to), Sa)

‖f(x(to), Sa)‖2
(9)

It is important to note that vector x is formed by stator and
rotor currents. However, rotor currents are rarely measured in
a real system, so they have to be estimated. In this case, this
estimation is done using a rotor current observer based on a
Luenberger matrix. A full-order version is adopted here since it
has been demonstrated in [22] that this configuration produces
better rotor current estimations than reduced-order ones, at a
negligible increment of the computational cost. The observer
produces a current estimation x̂ from the system model (4) and
a correction term proportional to the estimation error through
a gain matrix L, called Luenberger gain matrix:

ˆ̇x = A x̂+B v − L(C x̂− xs) (10)

The design of the observer requires the adequate selec-
tion of the eigenvalues of (A− LC), as they determine
the convergence towards zero of the observer error. A good
strategy, which means that a well-damped dynamic with a fast
convergence without endangering stability will be obtained,
is to place the observer’s eigenvalues in the position defined
by the roots of a Butterworth polynomial [22]. In our case,
the fourth order polynomial (11) is selected since the system
presents two real poles that are maintained in the design of
the observer:

B4(s) = T 4
Bs

4 + 2.6131T 3
Bs

3 + 3.4142T 2
Bs

2 + 2.6131TBs+ 1
(11)

TB is a design parameter that defines the speed of the re-
sponse, with such speed inversely proportional to TB . Once the
desired closed loop observer poles are selected, the coefficients
of L are derived using the Kautsky-Nichols algorithm [24].

B. Illustrative simulation case

To illustrate the feasibility of our innovative proposal,
a representative simulation result is presented in this
section. Thus, a simulator has been constructed in the
MATLAB R©environment following the scheme presented in
Fig. 4 and using the machine’s parameters of Table I.

Before performing the simulations, it is necessary to tune
some parameters of the VSTLPC. The first one is parameter

TABLE I: Electrical and mechanical parameters of the FPIM

Parameter Value
Stator resistance Rs (Ω) 19.45
Rotor resistance Rr (Ω) 6.77
Stator leakage inductance Lls (mH) 100.7
Rotor leakage inductance Llr (mH) 38.6
Mutual inductance Lm (mH) 656.5
Mechanical nominal speed ωn (rpm) 1000
Nominal torque Tn (N·m) 4.7
Nominal current In (A) 2.5
Pole pairs p 3

TB in (11), which is used to design the rotor current observer.
It must be noted that matrix A depends on ωm, so the pole
placement problem described in the section before must be
solved for different speeds. In other words, observer matrix L
must be computed for each rotor speed. Thus, an exhaustive
simulation procedure has been performed to select the value
of TB that produce the lowest rotor current observation error
(computed as the difference between the estimated rotor cur-
rents and the simulated ones). The results obtained for different
values of TB and speeds are shown in Fig. 5, where it can be
seen that there is a minimum observation error region for all
considered speed values. From these results, and taking into
account that the experimental system will produce slightly
different values, an optimal TB equal to 0.001s has been
selected to design the observer for all the speed range.

Although the time of application of the selected switching
state (Ta) is an output of the VSTLPC, its value must be
limited with minimum and maximum values (Tmin and Tmax,
respectively) in order to simulate the restrictions that appear
in a real system. These restrictions are the microprocessor’s
capabilities, in term of computational time, and the maximum
switching frequency of the power converter. Thus, a minimum
value for the application time is selected equal to Tmin =
100µs in order to take into account both aspects. Regarding
Tmax, it must be chosen avoiding a long sampling period
that can deteriorate the system performance. To tune this
parameter, again several simulations have been performed for
different speed and load torque conditions, and the maximum
value of Ta selected by the VSTLPC has been measured at
each case. Fig. 6 displays these values, where the load torque
TL is represented as a percentage of the nominal torque. It
can be seen that the maximum applied Ta does not exceed the
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value of 200µs in most cases. Thus, it seems reasonable to set
a limit of Tmax = 3Tmin = 300µs to increase the controller’s
flexibility without unnecessarily enlarging the sampling time.

Once the controller’s parameters have been selected, a
simulation test is performed with the following conditions:

• A rotor speed reference of 500rpm is applied.
• Rated d-current reference is imposed, i∗sd = 0.57A.
• A load torque equal to the 60% of the nominal one is

introduced in the system.
• The lead time is set to 100µs.

The obtained results are summarized in Fig. 7. It can be
observed that a smooth tracking performance of the desired
stator currents is obtained (Fig. 7a). Note also that the al-
gorithm selects different values for the application time at
each sampling period (Fig. 7b), and this time never exceeds
the imposed minimum and maximum values. The selection
process of Sa during a particular sampling instant is depicted
in Fig. 7c, where the evolution of the stator currents are
represented in the two orthogonal subspaces α − β and
x − y. Red vector defines the desired evolution of the stator
currents, while blue vectors represents the current evolution
when each possible switching state of the converter is applied.
To clarify the representation only the switching states that
produces positive values of equation (2) have been plotted,
since negative values imply that the stator currents will evolve
in the opposite direction of the desired one. Finally, green
vector stands for the selected Sa, which clearly preforms the
closest direction to the reference one when considering both
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Fig. 7: Simulation results for ω∗m = 500rpm when a load of
60% of the nominal torque is applied. (a) Stator phase currents
and their references, (b) applied sampling time Ta normalized
by its minimum value, and (c) illustration of the optimal Sa
value selection process.

planes. These results state that the control algorithm works as
expected.

C. Experimental results

In any case, there is still a need for doing an experimental
analysis of the proposed algorithm to validate its interest.
The proposed VSTLPC method has been tested in different
steady-state and dynamic situations using a real test-rig to
corroborate the preliminary analysis. The laboratory exper-
imental setup presented in Fig. 8 has been used for this
purpose. It is formed by a 30-slot symmetrical FPIM with
distributed windings, whose parameters are the ones presented
in Table I. These parameters have been obtained using the
experimental methods described in [25] and [26]. The FPIM is
supplied by two SKS21F three-phase inverters from Semikron,
that are connected to a dc-link voltage of 300V. The control
algorithm is implemented in a TM320F28335 digital signal
processor placed on a MSK28335 Technosoft board. An



IEEE TRANSACTIONS ON INDUSTRIAL ELECTRONICS

external programmable load torque is generated using an
independently controlled dc motor, and the rotor mechanical
speed is measured using a GHM510296R/2500 encoder.

First, the steady-state response of the system is studied using
the same experimental conditions than in the simulation case
(see the list in the section above), including the values of
the lead time, the minimum and maximum Ta and TB . The
obtained results are presented in Fig. 9, where Fig. 9a and
Fig. 9b show the phase and α − β − x − y stator currents
and their references, Fig. 9c presents the measured rotor
speed and its reference, and Fig. 9d shows the selected Ta
at each sampling instant. A good tracking performance of the
controlled variables can be observed, with low ripple in the
currents. It is important to highlight, despite being reiterative,
the variable sampling time of the proposed controller (Fig.
9d). The dynamic response of the system have been also
tested by means of a speed reversal test. In this way, a step
in the speed reference has been imposed form 500rpm to
−500rpm at time 0.4s. In Fig. 10a, it is seen that the speed
is regulated with a fast transient performance, being the rising
time about 0.9s. Stator currents’ evolution is the one usually
obtained in reversal tests, as it is shown in Fig. 10b, proving
a good performance in terms of current tracking and, again,
low ripple.

To extend the previous analysis and quantify the perfor-
mance of the system under different operating conditions,
several steady-state experiments have been carried out for
different values of rotor speed ωm and load TL. The root
mean square error between the phase stator currents and their
references RMSp and the total harmonic distortion of these
stator currents THD have been computed, and the results
are graphically presented in Fig. 11, being the load torque
represented as a percentage of the nominal one. To compare
the proposed VSTLPC with predictive techniques, the same
tests have been carried out using the conventional FCS-
MPC strategy presented in [22]. In general, low values of
current tracking error and harmonic content are obtained in all
considered operating conditions when the proposed VSTLPC
is applied, being these values lower than the ones obtained in
the FCS-MPC case and, thus, validating the effectiveness of
the proposal. In addition, the tracking error for the proposed
controller is almost constant in all the speed range and all
applied loads. Only this error is slightly increased with the
speed, being this phenomenon enlarged with the increment
of the load (Fig. 11 upper plot). On the other hand, the THD
values are more influenced by the load, as it can be seen in the
lower plot in Fig. 11 where the harmonic content is reduced
with TL. However, the rotor speed does not significantly affect
the harmonics. In the FCS-MPC case, the evolution of these
performance parameters is similar but with higher values.

It is important to end the analysis of the proposed controller
showing its computational cost in comparison with similar
control alternatives. Thus, three strategies have been compared
in this case: the conventional FCS-MPC with and without
rotor current observer recently presented in [22], both using a
fixed sampling time in the controller implementation, and the
proposed VSTLPC technique. The same full-order Luenberger
observer is used in the FCS-MPC and in the VSTLPC in order
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Fig. 8: Experimental test-rig.

to do a fair comparison. The effective computational cost τ ,
which is computed as the time utilized by the microcontroller
for the calculations divided by the sampling time τ = Tc/Ts,
is used as the comparison ratio at first place in Fig. 12 (left
plot). It must be noted that while this ratio is constant in FCS-
MPC methods, it is variable for the VSTLPC case because
its sampling time (or application time Ta) varies. Then, an
average value of Ta has been used in the calculation of τ .
In addition, this average application time varies for different
operating conditions, increasing its value for higher speeds and
higher loads. For this reason, three τ values corresponding
with three different operating conditions have been presented
in Fig. 12 for the VSTLPC method:

• Case 1: ωm = 300rpm and TL = 40%.
• Case 2: ωm = 700rpm and TL = 70%.
• Case 3: ωm = 700rpm and TL = 80%.

From the obtained results it can be concluded that the
proposed VSTLPC technique requires more computational
effort for lower speeds and loads, being the effective computa-
tional cost higher than using conventional FCS-MPC with and
without observer. However, for higher loads and speeds, there
is a considerable reduction in the effective computational cost
of the VSTLPC that outperforms the benchmark controllers.
In terms of absolute computational cost (Fig. 12, right plot),
VSTLPC presents a higher computational burden around 55
µs, while the conventional FCS-MPC with and without ob-
server are implemented using the same microprocessor in 36
and 32 µs, respectively.

Finally, it is interesting to mention that a general controller
has been presented that can be applied to any electrical
machine, independently of the number of phases and including
conventional three-phase drives. The differences with the case
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Fig. 9: Experimental results for ω∗m = 500rpm with an applied load torque of 60% of the nominal one. (a) Stator phase currents
and their references, (b) α−β−x−y stator currents and their references, (c) rotor speed and its reference, and (d) application
time Ta normalized using its minimum value.
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Fig. 10: Dynamic performance of the multiphase drive using
the proposed controller. Speed reversal test form 500rpm to
−500rpm. (a) Rotor speed and its reference, and (b) α− β −
x− y stator currents and their references.

study shown here are the number of switching states of the
converter and the model of the system to take into account. The
computational cost will obviously increase with the number of
phases in the drive.
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Fig. 11: Experimental RMSp (upper plot) and THD (lower
plot) values when different rotor speeds ωm and load torques
TL are applied for the proposed controller (VSTLPC) com-
pared with the conventional FCS-MPC method detailed in
[22].

V. CONCLUSIONS

One of the most referred problems in the discrete-time
control of power converters without modulation blocks, as it is
the FCS-MPC, is the high harmonic content that appears in the
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Fig. 12: Effective computational cost τ (left plot) and absolute
computatianal cost (right plot) of the proposed controller
(VSTLPC) compared with predictive techniques presented in
[22] (FCS-MPC with and without observer).

electric variables of the controlled system. The source of these
harmonics comes from the fixed discretization of the time used
in this kind of strategies. In this work, a new model-based
controller with variable sampling time has been proposed as
a simple and natural way to solve the situation. The proposed
method uses the lead-pursuit concept to determine the applied
optimal control action and, then, a model of the system to find
its application time.

A five-phase IM drive has been used as a case example
to state the interest and limitations of the proposed control
technique. The obtained simulation and experimental results
show good tracking performances with low harmonic distor-
tion values in comparison with conventional techniques, which
validate the interest of the proposal. In addition, a comparative
study of the computational burden of the proposed method
has been done to conclude that its computational burden is
acceptable, being higher than using conventional FCS-MPC
techniques.
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