Depésito de Investigacion
Universidad de Sevilla

Depdsito de Investigacion de la Universidad de Sevilla

https://idus.us.es/

This is an Accepted Manuscript of an article published by IEEE:

C. Martin, M. R. Arahal, F. Barrero and M. J. Duran, "Five-Phase Induction
Motor Rotor Current Observer for Finite Control Set Model Predictive Control of
Stator Current,” in IEEE Transactions on Industrial Electronics, vol. 63, no. 7,
pp. 4527-4538, July 2016, DOI: 10.1109/TIE.2016.2536578.

“© 2016 IEEE. Personal use of this material is permitted. Permission from
IEEE must be obtained for all other uses, in any current or future media,
including reprinting/republishing this material for advertising or promotional
purposes, creating new collective works, for resale or redistribution to servers or

lists, or reuse of any copyrighted component of this work in other works.”


https://idus.us.es/
file:///C:/Users/Consuelo/Downloads/10.1109/TIE.2016.2536578

IEEE TRANSACTIONS ON INDUSTRIAL ELECTRONICS

Five-Phase Induction Motor Rotor Current Observe
for Finite Control Set Model Predictive Control of
Stator Current
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Abstract—Model predictive control (MPC) has recently been
applied to induction motor (IM) drives in a configuration kno wn
as finite control set MPC (FCS-MPC). Its implementation must
solve the problem of estimating rotor quantities, a task tha is
usually done using a simple backtracking procedure. On the
other hand, observers have been used with field-oriented ctmol
(FOC), sensorless drives and for fault detection but they hae
not been used yet for finite control set predictive current catrol
of drives. This paper shows the benefits of incorporating a rtor
current observer in a finite control set model predictive corroller
for the stator current of a five-phase drive. The observer deign

IM control takes either a full-order or reduced-order form.
While the full-order observer makes it possible to estimate
stator current and rotor components from measurements of
stator voltages, stator currents, and speed [6], the reduce
order observer allows the rotor components estimationgusin
only measurements of stator currents and speed.

Most proposals of observers for IM use the field-oriented
control (FOC) scheme and related ones. However, FOC has
been found in practice to be satisfactorily robust and é&ffec

method0|ogy emp|oyed in this work uses p0|e p|acement basedWithOUt Complex flux estimation methods. OtherWise, FCS-
on Butterworth filter design. The new estimation scheme is MPC is highly sensitive to prediction errors that can arise
compared with the standard one in which nonmeasurable state from parameter mismatch among other causes. In [7], sliding

components and other variables are lumped into one term
that is updated. The differences between both approaches ar
experimentally analyzed and verified.

mode full-order and reduced-order observers are applied fo
flux and speed estimation for predictive torque control of IM
A robust model predictive current controller with a distainice

Index Terms—Finite control set, observers, pole placement, ohserver js also presented in [8], where a Luenberger observ

predictive control.

I. INTRODUCTION

M

(FSMPC) in [2] and also finite control set MPC (FCS-MPC)

[3]. An up-to-date review of MPC applied to power electranic

can be found in [4].

One implementation aspect, common to most MPC app
cations, is the estimation of nonmeasurable state companen
These are typically rotor variables for which sensors ate u
ally not attached. Controllers often need a good knowledge
such quantities in order to provide the best performandagbe
FCS-MPC a clear example. In this regard, observer theory

is a well-established discipline that provides a framewfork

understanding and designing estimation schemes for immuct
motor (IM) drives and other electrical systems. Its use n
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ODEL predictive control (MPC) is a well established
technique for process control that has been applied
electrical systems [1], later referred to as finite state MP
in

S

is constructed for parameter mismatch and model unceytaint
which affect the performance of the MPC. The gains of
the disturbance observer are also determined using a root-
ocus analysis, and the stability of the disturbance oleses/
e%galyzed when there are errors in the inductor filter paramet

In [9], a nonlinear predictive control law with a disturb@nc
observer is applied to track speed and flux profiles in an IM,
considering the robustness to parameters’ variations hed t
disturbance rejection. This is in contrast to most appbeest

ﬂf FCS-MPC to electrical systems, where observers are not
used as such. Instead nonmeasurable quantities, distaban
and parametric and nonparametric uncertainties are lumped
|(r)1t0 one single term of the predictive model. This term isthe
updated using a simple procedure and the update is hold until
[t,:the next sampling period [2].

In this paper the benefits of incorporating a rotor current
observer in a stator current FCS-MPC-based controller of a
five-phase drive are analyzed. Research on multiphase and in
ive-phase IM has exploded in recent times [10]-[12], where
fast control FCS-MPC-based techniques have been combined
with the inherent robustness and fault tolerant charastiesi
of multiphase drives [13], [14].

This contribution analyzes the advantages of the proposed
control scheme first using the state-space equations of the
IM and later illustrating them by experimental tests. The
observer design methodology employed in this paper uses
pole placement based on Butterworth filter design. The new
rotor quantities’ estimation scheme is compared with the
standard one used in FCS-MPC. The differences between both
approaches are analyzed and verified with simulations and
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Fig. 2. Space vector diagrams in the— 8 andx — y subspaces.

Fig. 1. Schematic diagram of the five-phase IM drive.

experiments.
This paper is organized as follows. The symmetrical five- &1 = —Rscox1 + ca(Mw,x2 + Rrxs + Lyw,x6) + cov1

phase IM with voltage source inverter (VSI) supply used in (1)
this work is analyzed in Section Il. The general principlés 0 ;, — —R_cozs + cs(—Mw, 1 — Lyw,as + Rpxg) + covs
the FCS-MPC technique and its application to the considered 2)
system are presented in Section Ill. The rotor current eeser ia = — Rucais 4 cav 3)
is introduced in Section IV, where its design is explained an ~° sCaTs T T

simulation results are also included to illustrate the fiene @4 = —flsc3a +c3va (4)
of the observer. Later, experimental results are shown ands = Rscaz1 + cs(—Mw,x2 — Ryx5 — Lyw,ag) — cav1
discussed in Section V, where the conventional FCS-MPC (5)

using an update and hold technique and the FCS-MPC using; — R c 25 + ¢5(Mw, 21 + Lyw, s — Reag) — cava (6)
the Cayley-Hamilton theorem are compared with the proposed

FCS-MPC methods with rotor current observer. The papgfin coefficients given by

ends with conclusion section.

L, 1
c1=LsL, —M? c3=-", c3= (7)
C1 Lls
Il. FIVE-PHASEIM DRIVE MODELING M Ly
Cqp = c—, Cy = C_ (8)
1 1

The IM drive used for testing is mainly composed of a
symmetrical five-phase IM with distributed windings equalland being the input signals the applied stator voltages-
displacedy = 27/5 and a five-phase two-level VSI. Thevsa, v2 = vsg, v3 = Vs, anduvy = vg,. The equations also
components of the drive are schematically shown in Figclude the rotor electrical speed and the following machine
1 where the gating signals of the VSI are represented pgrameters, stator and rotor resistangsand R, stator and
(K, ..., K.). rotor inductanced s and L,, stator leakage inductande;,

The five-phase IM is modeled considering the standafid mutual inductanca/.
assumptions: uniform air gap, symmetrical distributeddwvin ~ The drive includes not only the electrical machine but also
ings, sinusoidal magnetomotive force (MMF) distributiarda the power electronics of the VSI. And ideal inverter consert
negligible core losses, and magnetic saturation. Thelgwel gating signals into stator voltages that can be projected to
ing the vector space decomposition approach [15], the IM— 3 —z —y axes and gathered in a row vector computed
modeling is represented in two orthogonal subspaces. CBRY = (Vsa, Vsg; Vsz, Vsy) = VacuT M, whereVy, is the dc-
of them is involved in the fundamental flux and the torquiénk voltage, v is a row vector containing the gating signals,
production ¢ — 3 subspace, representing the fundamentdl is the connectivity matrix that takes into account how the
supply component plus supply harmonics of the order+1 VSI gating signals are distributed, and is a coordinate
with n = 0,1,2,3,...). The other is related with the lossedransformation matrix accounting for the spatial disttibo
(x — y subspace, representing supply harmonics of the orddrthe machine windings. In the case of a five-leg inverteg, th
10n + 3 with n = 0,1,2,3,...). A zero sequence harmonicgating signals vector is defined by= (K, K, ..., K.) were
component¥n with n = 1,2, 3, ...) is projected in the:-axis, K is the jth gating signal. Each gating signal can be either
but it is not considered because the neutral point is istlat@ctive K; = 1 or inactiveK; = 0, yielding2° possible control
Selecting thew — 8 andz — y stator currents and the — 3 choices and voltage vectors (see Fig. 2) at each sampling
rotor currents as state variables = iz, xo = isp, v3 = is;, Period.
T4 = isy, T5 = iro andze = i,g, the drive equations can be Combining the above mathematical expressions a nonlinear
cast in the form set of equations arises, that can be written in the stateespa
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Table of possible w u presented. It is well known that this can affect the predicti
_ | Sequencer / | Minimizer | "¢

gating signal > =132 > Min() and control errors [17]. Taking this into account, the ol
vectors - I predictive model from (9)-(11) yields
S L | Y i X(k+1lk) = X(k) + T, (AX (k) + Bo(k))  (12)
| Observer ===1 I Notice that matrixA depends on the instantaneous value
b | é | ! . 1 of the rotor electrical speed, being the predictive model a
wr(k) oredictive | 5#2) ! | time-variant linear system. However, the mechanical dyoam
is(k) r&‘i‘;g‘l"e > st N @ I is slower than the electrical one, so constant speed within a
,-SW’ function |1~ ! ! sampling period can be assumed. Consequently, matmust
> computation :Physicalsystem: be updated every sampling time using the measure@nd

its value is held throughout the current sampling period.

Fig. 3. FCS-MPC technique applied to a symmetrical five-pHas drive. The actual implementation of the FCS-MPC requires the
second-step ahead prediction to be computed. This necessit
arises from the fact that the computation of the control align

form and constitutes the final drive model does take a significant amount of time which is comparable

with the sampling time. In this situation, it is best to waittil

X(8) = AX(t) + Bu(®) ©) the next sampling time to release the computed control Egna
—as2 @ma 0 0 arg an (see [2] for details).
—ams—as2 0 0 —ay ary The final element in the FCS-MPC scheme is the cost
A= 0 0 —as;s 0 0 0 (10) function to be optimized. In current control, the most intpat
0 0 0 —asz3 00 figure of merit is the tracking error in predicted stator ents.
ass —ams 0 0 —ars—as; For that reason, the usual cost function uses the predicted
ams ase 0 0 ais —ars deviations from current references in the— 3 andz — y
cc 000 subspaces as
0 ¢c2 00
5 2 N 2
B = 8 8 %32 (11) J = éasll” + Azylléayll (13)
e 0 00 whereé is the second-step ahead prgdicted error computed as
0 —ca00 é =1i%(k+2) —is(k+ 2|k) and \,, is a tuning parameter
betweer) and1 that allows to put more emphasis an- 3 or
with state vectorX (t) = (z1, ..., z¢)” and input vecton(t) = z —y subspaces. Note that a future reference value is needed,
(v1,...,v4)T. The coefficients of matrixl are defined as,, = which is typically obtained from outer speed/torque loops i
Rgco, as3 = Rges, asy = Rgeq, arq4 = R.cq, a5 = Ryc5, variable speed drives applications. However, this papatsde
ajy = Lycyw,, a5 = Lycsw,, ama = Mcyw,, anda,,s = Wwith current control and, for this reason, the referenceets s
Mesw,. as an input. Also, this reference is assumed to be constant in

the d — ¢ reference frame and for sufficiently small sampling
I1l. FINITE CONTROL SET MODEL PREDICTIVE CURRENT  times, as itis indicated in [18], i.é},, (k+2) ~ if,, (k+1) =
CONTROL FORDRIVES Z:dq(k)‘

The FCS-MPC technique has been proposed in the Iiterat%gu”ng.ﬂt].e opt|mc||zr|;1t|on pirc;)cess, bOtrl;get.COSt fur:ctlonr?nd
for current control in VSI drives. The technique is illusea € predictive model must be compu Imes at eac

by the diagram shown in Fig. 3. The objective of the controllesampIIng period to guarantee opn_mallty, since thefe are
is to track reference stator currents given Hy For this possible voltage vectors for the five-phase half-bridge VSI

purpose, it uses a discrete model of the drive to predict t Seﬂ to drive tTe t”V(Ij tA redu((j:ed fﬁ tof tyol_taq{g vectocrstcan
future behavior of the output variablés Then, an optimizer €, however, selected o speed up the optimization procss a

selects the most adequate gating signato minimize a cost reduce the computational cost. In [10], a good analysis @n th

functionJ. The optimization is done by exhaustive search ovepue 1S realized, concluding that the selectiomgf mainly

all possible control signal values. For each one, the ptiedic depends on the number of voltage vectors to be considered.
model is computed using the measured rotor speednd N
stator phase currents to obtain the predicted values of the® Rotor Quantities
currentsi,. Then, the cost function value is calculated and the The predictive model of (12) cannot be used in the normal
voltage vector that minimizes the cost function is seleetied operation case where rotor currents are not measured. This
applied to the VSI during the next sampling period. difficulty is usually overcome lumping all nonmeasurable
The proposed FCS-MPC controller is based on [16], wheterms in one factor that is later tracked and updated. As
a discretization technique derived from the Cayley-Hammilt a consequence, the rotor current-related term constitates
equation is employed to obtain the predictive model. Farew variable that can be estimated using past values of
simplicity, and to provide a comparison with more standattie measured variables. The estimated term is projected int
techniques, a forward Euler discretization method is alsbe future and used in the predictive model. For the case



IEEE TRANSACTIONS ON INDUSTRIAL ELECTRONICS

of study, this is achieved splitting the state vector into . 12f
measurable patkt = (x1, 2,23, 24)7 and an unmeasurable i $ . v
part X2 = (z5,26)7. The prediction is then obtained by . . o
simulating for a sample period the evolution of the meaderab ~ °®f Sie Y *
part as 2 06 v .
~ o
XY (k+1]k) = RXY(k) + Sv(k) + G(k|k)  (14) — o4f
3
where 021
? * ) () (]
R = (I + AllTs) 0 1 '
S = BT, (15) 0, s 4 s 6 1 8 9 10
time (s) x10°°

and termG/(k|k) is an estimation of the contribution 6f2 (k)
to X1(lCJF 1). The usual estimation is obtained by holding th&ig. 4. Numerical example illustrating the simple methodetdimate term
. | Eﬁ E—1 ted at time: G. The curve marked with circles is., the real (simulatedy current
previous valu ( - ) computed at imes as without measurement noise. The curve marked with asteigskeesponds
A vl 1 to an estimation using! (k + 1|k) = RX}, (k) + Sv(k), i.e., without
G(k - 1|k> =X (k) - RX (k B 1> B Sv(k B 1> (16) any correction for rotor quantities. The cur@e marked witlngles is the
. . me estimation adding the simple update correctionGiogiven by (18),
To the best of our knovyledge, FhIS backtracking procedui nsidering noise. This corresponds to the usual estimatied in FCS-
has not been analyzed in the literature yet, and thus, thec. The noise values are shown as filled circles and gattwemértheir
following study is novel and relevant as most proposed FC8o mean. The negative effect over the prediction is quifeaeent.
MPC applications rely on said procedure.

B. Analysis of the Simple Update Method From_(24) one can derive th_at the prediction error arising
i ) from this scheme does not filter measurement errors. On
The usual way to cope with unmeasurable (i.e., rotogerage the prediction error due to this factor will exhibit
quantities |n.FCS-_MPC is to lump them into one term thahe same statistical properties as Assuming uncorrelated
is estimated in a simple manner. The term is designate@ asrror measurement with a distribution with zero mean and
and used in the first-step ahead prediction as o2 variance, the contribution te;, variance is precisely=.
X'k + 1|k) = RX ) (k) + Sv(k) + G (k) (17) The instantaneous contribution can be large; for instaiice,
_ e(k) = —e(k—1) =n, then—(I+R)e(k)+ Re(k)(k—1) =
Ideally, the termG(k — 1) could be computed at time by (I +2R)n = (31 + 2411T:)n ~ 3n. A particular case has
means of been simulated and illustrated in Fig. 4, where some noise
G(k—1) = X'(k) — RX'(k —1) — Sv(k —1)  (18) In the stator current measurement has been included in the
S prediction process (shown as filled circles). It can be skanh t
but, due to measurement errarsthe actual estimation is 3 small amount of noise can produce larger deviations in the
G(k—1lk) = X} (k) — RX. (k—1)— Su(k—1) (19) estimation of the stator current if the classical updatefzoid
) _ ~ method is used.
where X7, (k) is the measured vector of stator quantities, Regarding rotor quantities, it is important to highlighath
linked to the real values through the contribution to the prediction error is filtered throute
XL (k) = X (k) + (k) (20) System dynamic via the terml;,7. For larger sampling
frequencies, the effect is smaller, which is part of the oaas

Making use of the state-space equations, the estimation Gy most applications uses a high valuefof Also from the

be written as above expression, one can see that it is the change in rotor
Gk —1]k) = e(k) — Re(k)(k — 1) + A1oTo X2(k — 1) (21) quantities what induces prediction error. In sinusoidabdy
) o o state, the rotor quantities are expected to evolve for thetmo
Fro_n_1 this equgl|ty,_|t is mfc_erred that the estimation ofaiot part at the fundamental frequengy. Again, if a largef,/ f.
guantities done in this way is corrupted by_ the n_*neasu_rem@gtused, then the changes from one sampling period to the
error. The error of the first-step ahead prediction is defe®d next would be small (ceteris paribus), allowing this simple
erpk+1) = X'k +1) — X' (k + 1|k) (22) estimation scheme to work. A problem might arise during

_ ) transients where changes can be more pronounced.
and can be computed from previous expressions as

eip(k +1) = RX'(k) + Sv(k) + G(k) — IV. ROTOR CURRENT OBSERVERDESIGN,
— (RX}”(k) + Sv(k) + Gk — 1|k)) (23) IMPLEMENTATION, AND VALIDATION BY SIMULATION

It is easy to show that the above equation yields the The FCS-MPC method can be modified to include an
following expression for the one-step ahead predictionrerr Observer that estimates the nonmeasurable state comparient
the system. As depicted in Fig. 3, the rotor current estiomati
eip(k+1) = —(I + R)e(k) + Re(k)(k — 1) + i, is calculated by the observer using the measured rotor speed
+ AT (X?(k) — X*(k—1))  (24) w, and stator phase currents every sampling time. This
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estimation allows to use the complete state-space model (@pidly. However, there is a problem with this logic whenréhe

for predictive purposes. are modeling errors to be considered. In actual application
It is well know from observer theory that the closed-looghe values in the model matrices may not be known exactly.
poles of the observer Research has shown that in order for the observer to be robust

N s I(Cs 5 against modeling errors, as well as causing the estimation e
a(t) = AZ(t) + Bu(t) - L(C(t) - y(t) (25) 1o decay rapidly, a different approach is required.
are determined by the observer gdiralso called Luenberger It is of importance that the observer has well-damped

gain matrix. The error dynamic equation is simplified to ~ dynamic. Good damping of a system implies that the poles are
located in some distance away from the origin to speed up the

é(t) =(A—LC)e(t) — (G- LH)d(t) (26)  convergence and with imaginary parts no larger than the real

and the convergence toward zero is determined by the choR@&(S- The latter is desirable to avoid oscillatory behadth
of the observer gain. The separation principle allows theagn POOr damping, there is also a risk for instability if the obvee
of such matrix to be decoupled from the controller design. 'S Implemented using forward Euler discretization [19].
In order to reduce the computational load required to pro- T the original system has; stable zeros, them, of the
vide estimates of all state variables of the system, a retiuc@PSETvers eigenvalues should be placed at the values sétho

order observed can be built considering only a part of thie stgtaPle zeros. The remaining eigenvalues of the observer may
Vector. be placed well into the left-half plane, but at locationsttha

are equidistant from the origin in what is known as the
Butterworth configuration. The characteristic equatioondr
A. Reduced Order Rotor Current Observer which the eigenvalues are calculated is then a Butterworth
A reduced-order observer for, can be derived using polynomial. They are a common way to specify the denomi-
Gopinath’s method. The state is divided in two parts, theator of a low-pass filter in the area of signal processing Th
measurable oner{) and the unmeasurable part?]. In the step response of such filters has a slight overshoot, witll goo
present case;! = (x1,22)" andz? = (x5,26)". MatricesA  damping. The parametéts is used to define the speed of the
and B are accordingly divided so that response, being such speed inversely proportiondlzo
1 1 9 A second-order Butterworth filter has the characteristic
T (f,) = Az (f,) + A9z (t) + Bﬂ)(t)

polynomial
jL‘Q(f,) = Agll‘l(ﬁ) + AQQI‘Q(t) + BQU(t) (27)
B(s) = T?s*> +V2Ts + 1 (30)

By placing the poles of the observer in the location given

The estimation for the unmeasurable part is

~2 _ 1
#(t) = 2(t) + La"(t) (28) by the roots ofB(s), the error dynamic has some desired
whose dynamic is dictated by characteristics with respect to damping and rise timess It i
) L easy to see that the poles of the filter are located at
Z(t) = (A22 — LAlg) Z(t) -+ (A22 — LAlg) Lz (t) -+ 1 1

+ (A21 - LAll) Zl(t) + (BQ - LBl) ’U(t) (29) (31)

P TpV?2 J TpV?2
1

B. Observer Design with Butterworth Pole Placement providing an adequate damping factor of = V2 The
' Luenberger gain matrix has the usual form

A correct observer design should take into account theteffec
of the observer gain in all terms of the error dynamic to L= (91 92) (32)
provide a tradeoff between fast convergence and distugbanc 92 91
sensitivity. Ad hoc modifications of estimators suggestgd lwhere coefficientsy; are derived using the Kautsky-Nichols
observer theory often yield faster convergence withouaend algorithm [21] to match the desired closed-loop observer
gering stability [19]. In [20], it is noted that, ‘In classic poles. Now, as the coefficients ofy; are dependent ob,,
observer for IM drives, the poles of observer are designdetoit is necessary to solve the pole placement problem for the
proportional to the poles of IM which produces high imagjnarcurrent value ofw,. In order to avoid the computing load
part at high speed and is harmful to the system stability. Tmposed by computing the coefficients online, it is convehie
address this issue, it is suggested to shift the real parttofderive expressions for the elements of the gain mdiras
observer poles to the left in the complex plane compared dofunction ofw, or to use a precomputed set of coefficients
the poles of IM, and the imaginary part of observer poles asmd interpolate. In the latter case, the resulting obseis/er
not changed’. However, this leads to complicated exprassicequivalent to a gain-scheduled system and its performance
of observer gains. The authors propose a very simple canstdepends on the schedule resolution as well as the accuracy
gain matrix to improve the observer’s stability. of the measured values af..

For above reduced-order observer, the design implies theig. 5 shows the variation of the coefficients withf, for
selection of the most adequate eigenvaluesAh — LA13). Tp1 = 0.0025 (S), T2 = 0.0014 (s), andTgs = 0.001 (s).
As they determine the speed at which the estimation erdbrcan be seen that the variation in the coefficients’ valges i
decays, it is logical to make the real parts of those eigeigl smooth, allowing one to rely on interpolation if a sufficignt
as negative as possible. That will force the error to decay vehigh number of discrete samples are given.
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20 TABLE |
SIMULATION RESULTS FORfe = 30 HZ AND A,y = 1.20 A USING
DIFFERENTAzy VALUES
g Aay Controller eRMS eRMS eBMS  THD,
2 (x10~2) (x10 2) (x10 %) (%)
193
§ 01 FCS-MPC 1.91 1.39 8.09 9.52
' FCS-MPC + OBS  1.33 1.38 7.55 9.06
0.5 FCS-MPC 2.52 1.38 4.82 6.05
' FCS-MPC + OBS  1.82 1.37 3.74 4.98
1]
5 s m 5 2 P 3‘0 P 0 1 FCS-MPC 5.02 1.37 3.45 5.08
FCS-MPC + OBS  2.90 1.36 2.83 4.49

fe (Hz)

Fig. 5. Variation of L coefficients versug. for g1 = 0.0025 (S), T2 =

0.0014 (s) andT'z3 = 0.001 (s). root-mean-squared (RMS) error in the current tracking fier t

o component (%) and for thez — y plane ¢£*), the
RMS error in the two-step ahead prediction for tlae:urrent
component {#M9), and the total harmonic distortion in the
phase currents (TH[). These figures of merit are computed
as follows:

— % o ) = 20"

0.02

0.018

0.016

0.014

0.012-

Prediction error

0.01F o (33)
0.008
0.006 - 1 Z 1 s:v Z 1 s
0.004 L L L L L L L L L | 6‘1}315 - 5 \/ J \/ J y (34)
o 0.5 1 15 2 25 3 35 4 45 5
T ) x107°
isa(j +2) —isa(j+2))?
Fig. 6. Prediction error dependence on paramdtgr used to tune the eRMS = \/Z] 1( al ) @ (35)
observer.
THD, \/fo is(t) —isj1(t))2dt (36)
Fig. 6 shows the variation of the prediction error with Jo~ s (t))2dt

parameter’sz. The errors have been obtained via extensiveh . s the fund tal t of th idered
simulation using a model of the IM with a FCS-MPC thaf/"er€ %1 1S the Tundamental component of he considere

makes use of the observer. It can be seen that there is a gloctféfumt :—Hq’h's obtalnedt as the average value of the THD
minimum at7’z = 0.001 (S). al stator pnase currents. .
The use of the rotor current observer clearly improves the

_ ) system performance in both — 8 and z — y subspaces for

C. Smulation Results all considered\,,, values. This is confirmed by the reduction

Before showing the experimental results, the effectivenes the current tracking errors®™S and el)'S (see Table
of the proposed rotor current observer has been tested wijthwhen the observer is included in the conventional FCS-
simulations. A MATLAB simulation environment has beerMPC controller. The achieved reduction reactig® for eFMS
created for the VSI-fed symmetrical five-phase IM with disand 22% for ). Sincea — 3 components are in relation
tributed windings and the electrical parameters shown with the electromechanical energy conversion, the imptove
Table Il. Then, the conventional FCS-MPC controller andurrent tracking in this plane reduces the torque ripple and
the proposed FCS-MPC controller with rotor current observenhances the dynamic performance. Additionally, the lower
have been compared. All simulations have been carried &®¥S error value in the: — y plane improves the efficiency of
using a sampling time off;, = 67us and a stator currentthe machine, diminishing copper losses. The harmonic obnte
reference:? defined by the electrical frequencft = 30 is also reduced using the rotor current observer, as evigenc
Hz and the amplituded,.; = 1.20 A. The observer has the lower THD, values and, consequently, stator phase current
been designed using the Butterworth pole placement methigaples. Regarding prediction errors, the FCS-MPC wittorot
commented before, with an optimuii}; value of0.001 (s). current observer generates lowigf'S values, as it is shown in
Both predictive controllers use tt32 available voltage vectors Table I. These preliminary results are expected from ofeserv
in the optimization process. Finally, different weightifagtors theory [19] and must be confirmed through experimentation,
for the z — y plane are introduced in the cost function (13)vhere effects like measurement errors, electrical and axech
to investigate the impact of this parameter on the systamtal noises or detuning of the IM modeling, among others,
performance. appear.

Table | summarizes the obtained results, where the conNotice that the use of differend,, factors generates
trollers are compared for eachy, value on the basis of the different control criteria and can restrict the use of vgéa
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DC-LINK . . TABLE I
= Main Switch ELECTRICAL AND NOMINAL PARAMETERS OF THEFIVE-PHASEIM
=

Vie Parameter Value

e 10 D Stator resistance Rs (22) 19.45

RS232 P%\SVER ELECT?O?IC Rotor resistance R () 6.77

CONTROL BOARD NVERTERS VSI

Serial T Switching ] Stator leakage inductance L;; (mH) | 100.7

Ports ¥ Signal

Rotor leakage inductance L;. (mH) | 38.6
Mutual inductance M (mH) | 656.5

¥ F Stator rated current I,(A) 2.5

| | Nominal speed wp, (rpm) | 1000

| | Phase

[ . Currents Power P (kW) 1

| Pairs of poles p 3

|

| A, A,

e —_ TABLE Ill

EXPERIMENTAL RESULTS FORDIFFERENTSTATOR CURRENT

Current REFERENCES

Sensors

fe, Aves Ctrl eRMS  gRMS — RMS THD 5 THD, N,
(Hz, A) (x1072) (x10~2) (x1072) (%) (%) (SCPC)

Cla 10.9 15.1 13.0 7.09 134 68.1
29, 1.62 |[Clb 8.59 11.1 11.7 7.05 124 53.1

DC MOTOR

\__PRVE_ |  _DcMoTOR ] [FIVEPHASEIM, C2 101 128 995 673 109 592

C3 784 10.3 10.1 6.96 11.1  56.9
Fig. 7. Experimental apparatus diagram showing two comeal three- Cla 11.2 15.4 13.3 794  13.6 506
phase VSIs (upper right), the electronic control board t@emiddle), the dc 34156 |Clb 8 97 11.4 11'3 6.95 12'3 38.2
motor drive (left side), the IM machine, and the dc motor (@t right). T c2 917 13.2 0.83 692 108 419

C3 7.82 10.4 10.9 6.63 11.7  39.2

- . . Cla 121 160 154  6.39 144 353
vectors, as it is stated in [10]. In this regard, Table | shows 39 1 60|c1b 862 110 129 630 129 243

that the largen\,, is, the lowerel})S error is obtained for C2 958 148 118 574 117 279
both controllers, although the RMS error in the— 3 plane cs 78 107 128 570 128 25.8
increases. In what follows, a low;,, value will be mainly used

to improve the torque production in the multiphase drive.

TABLE IV
OBTAINED IMPROVEMENTUSING C3 OvER C1A AND C1B CONTROLLERS

V. EXPERIMENTAL RESULTS

fe, Ares Ctrl eRMS gRMS  oBMS THD 5 THD, N,

A laboratory experimental setup has been used for testing
the proposed FCS-MPC with rotor current observer. A graphic_(Hz A) Improvement percentage (%)
diagram of the test rig is shown in Fig. 7. The principal .4 | 4, ‘Cla 28.1 31.6 224 192 16,7 16.5
element is a 30-slot symmetrical five-phase induction nreehi ’ Clb 870 7.00 136 134 102 -7.14
with distributed windings and three pairs of poles. The IM 5, | x4 ‘Cla 304 324 182 836 145 225
parameters are summarized in Table Il and have been ex-__ Clb 129 844 415 453 492 -270
perimentally obtained using the methods described in [22] 39 1.0 ‘Cla 355 333 165 109 114 268
and [23]. Two SKS21F three-phase inverters from Semikron 7 Clb 9.32 273 080 963 117 650
have been connected to a dc-link voltage of 300 V using
an independent dc power supply. The control algorithm is
deployed in a TM320F28335 digital signal processor (DSIRpw on); FCS-MPC with a rotor current observer used in
placed on a MSK28335 Technosoft board. A dc motor is us#te calculation of prediction gtk + 1) time (C2); and FCS-
to introduce a variable load in the system. Finally, the rotd¢dPC with a rotor current observer used in the calculation of
mechanical speed is measured using a GHM510296R/25f@dictions at(k + 1) and (k + 2) times (C3). Notice that
digital encoder and the enhanced quadrature encoder pulda controller is the one described in Section Il and C1b
(eQEP) peripheral of the DSP. controller is based on the predictive current control pmiss
Different tests have been carried out using four current coim [16] but using the cost function defined in (13). Also netic
trol methods for comparison purposes: FCS-MPC technigtieat both C2 and C3 controllers are introduced in the context
without observer and employing the simple update and hadd stator current control of IM drives and can be extended to
method for estimating the ter@, where the effect of varying anyn-phase induction machine (including the three-phase one)
rotor quantities and perturbations are lumped (Cla in whatovided that the machine has distributed windings and the
follows), or using the Cayley-Hamilton theorem (Clb frontorque/flux production is purely related to the- 5 subspace.
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Fig. 8. Experimental results obtained far..; = 1.62 A and fo = 29 Hz when it is applied the (a) Cla, (b) Clb, (c) C2, and (d) C3trodier. Upper
plots show the stator phase curreigs, isp, isc, 54, andise, While oo andz stator currentsi¢, andis,) are depicted in the lower drawings.
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Current (A)
Current (A)

-2 i i i i i

0 0.01 0.02 0.03 0.04 0.05 0 0.01 0.02 0.03 0.04 0.05
Time (s) Time (s)
(a) Cla (a) Cla
3 3
_Isu___isu _isx _isu___isu _isx
2 : 2r : ;
c c
o o
5 0 5 0
(s} (s}
-1 -1
) i i i i i ) i i i i i
0 0.01 0.02 0.03 0.04 0.05 0 0.01 0.02 0.03 0.04 0.05
Time (s) Time (s)
(b) C3 (b) C3

Fig. 9. Experimental results obtained fek,..; = 1.56 A and fo = 34 Fig. 10. Experimental results obtained fdr..; = 1.60 A and fe = 39
Hz when it is applied the (a) Cla and (b) C3 controller. BThandx stator Hz when it is applied the (a) Cla and (b) C3 controller. Bhand = stator
currents {so andis,) are shown. currents {so andis,) are shown.

Al i lized usi ling time of ity
experiments are realized using a sampling tiMe OfgyperivenTAL RESULTSUSING DIFFERENT Ay VALUES FOR fo = 29

Ts = 66.67us and considering the2 available voltage vectors, HZ AND A,.c; = 2.03 A

while the observer is designed using the Butterworth pole

placement method (31) witlfz = 1/1300 (s), which is an ., ctl eBMS = ¢BMS  (RMS THp_ , THD, N.
optimum value obtained from the theoretical one (see Fig. 6) (x1072) (x1072) (x1072) (%) (%)  (SCPC)
and through experimentation. The steady-state resportbe of Cla 11.8 16.3 12.4 5.28 9.83 54.3
system has been tested for different stator current refesgn 0.1 Cclzb S-gg }g(l) 51)19-5 Z-gg g-gg jg-g
where a58% pf the nommaj load torque is applied and a C3 849 11.9 10.5 594 885 447
Azy = 0.1 weighting factor is used to favor the control of PR o3 5o g
the o — 3 plane. Tgble i summarizeg the conditions fqr egch 0.5 Cls 918 121 8490 534 792 429
test and the obtained results. The first two columns indicate c2 101 15.0 7.58 492 718 499
the electrical frequency. and amplitude4,.; of the stator C3 891 11.2 7.27 514 710 479
current referencé, and the applied controller (Cla, Clb, C2 Cla 153 16.5 7.82 564 815  61.1
and C3). The next three columns detail: the RMS error in the ! Cclzb ?682 }L})? 2-51;; g-(l)g ;-gg g-g
current tracking for the: component¢3*%) and for ther —y C3 930 116 705 530 716 501
componentsd(}}'®), as well as the RMS error of the two-step
ahead prediction in the: current componentéfMS). These

quantities are gomputed using (33)-(35), re_spectivelye [Bist C3 controllers in an operation point defined lfy = 29 Hz
three columns in Table Ill present the THD in the- 3 plane andA,.; — 1.62 A. For clarity reasons} andy stator currents

(THDqp), THD, and the number of switching changes PShave been omitted since they show similar curves. Simijlarly

((:g\(/:éer g:fé)'v;?e é\;‘éggu; Itieoztl?rl:sgr aosf g\:ﬁtj\: irﬁagr? Zzluﬁigs. 9 and 10 present theandx stator currents for Cla and
P 9es pe controllers, when the electrical frequency is se84cand

cycle (SCPC), while the THL; value is calculated similarly 39 Hz, respectively. In this case, C1lb and C2 controllers have

o (36) as follows: not been included for simplicity reasons.

1 S (s (1) — isjn (1))2dt It can be stated from the obtained results thatdheurrent
THD.s = = E 0 >0 (37) ; RMS :
B=3 f (is1 (1))2d1 tracking errore, "> is reduced when a rotor current observer is
j=a, B 0 included in the conventional FCS-MPC instead of the stashdar

Additionally, Table IV presents the benefits of using @acktracking procedure (Cla). Additionally, this redantis
rotor current observer in all figures of merit. Some of thedegher when the observer is applied not only to the first
experimental tests are graphically included to illustrite prediction but also to the first and second predictions (C3),
obtained results. Fig. 8 shows the evolution of stator phasbktaining ana-tracking improvement of up to 35.5% for the
currents, andv andz stator currents using Cla, Clb, C2 andonsidered operation points. This is stated in Fig. 8, where
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4 4 4
Tl T ey T T _isuB g Ty T 7 _isuB Tl T ey T T _isuB
2 2 2
2 z 2
3o 7 ) 3o *
—S —8 "ﬁ
e
-2 -2 -2
-4 -4 -4
-4 -2 0 2 4 -4 -2 0 2 4 -4 -2 0 2 4
ISB’ |sy (A) |$B, |Sy A) ISB’ |sy (A)
(@) Aey =0.1 (b) Aey = 0.5 (©) Mgy =1

Fig. 11. Current trajectories in the — 3 andz — y subspaces with a current reference definedfby= 29 Hz and A,..; = 2.03 A. The C3 controller is
used with (@)Azy = 0.1, (b) Azy = 0.5, and (C)Azy = 1.

the measured current ¢,.) fits better to the reference when TABLE VI
C2 and C3 controllers are used, being C3 the best case. NSfBERIMENTAL RESULTSUSING DIFFERENTT, VALUES FOR fe = 29 Hz
that the current tracking reduction in tlhe— 5 plane results

. . . S 5 S S
in a lower torque ripple and, consequently, a reduction of 7r 65”12 65“; ei“: THDqs THD, N
harmonic content and losses. Also note that tigacking % (X1077) (1077 (1077 (6 (6 (SCPO)
improvement is larger with increasing frequency (see [24]) Cla 104 14.6 3.2 113 204  86.4
d that th f t discretization techni e 39|Cib 870 10.9 11.5 10.7 183  68.1
and that the use of an exact discretization technique (nge C2 901 119 9.99 104 158 755
Hamilton theorem C1b) can reduce the benefits of applying a C3 829 9.83 9.05 10.7 157 695
rotor current observer if the estimated parameters agrée wi Cla 109 151 130 709 134 681
the real ones. 58 |Clb  8.59 1.1 11.7 7.05 124  53.1
c2 101 12.8 9.95  6.73 109  59.2
Moreover, the use of the rotor current _observer_ allows to c3 784 10.3 101 696 111  56.9
reduce considerably thg RMS current tracking error imthe B cila 118 63 ey 528 983 543
subspace compared with the standard Cla controller, as it iS;s | cib  8.90 12.1 11.7 595 933  40.0
seen in Figs. 8-10. In this issue, C2 controller has the best C2  9.89 15.0 9.99 486 835  46.8
performance with a maximum improvement percentage in the 1 €3 849 119 105 524 885 447

particular figure of merit 026%. This is an interesting benefit
in multiphase machines with distributed windings, wherey

components are not involved in the generation of electricgd and v, and all considered figures of merit are reduced,
torque. except the SCPC.

The main reason to use the rotor current observer in theDifferent experimental tests were also carried out, using
conventional FCS-MPC is to produce more accurate predife weighting factor\,, values of0.1, 0.5 and 1, and using
tions of the stator currents. Tables Ill and IV demonstrhie t a load torque equivalent to thes% of the nominal one.
issue, where the prediction er@ff*'s is reduced when C2 and The frequency and amplitude of stator current reference wer
C3 controllers are applied to the system. Again, C3 corroliconfigured to bef. = 29 Hz and 4,.; = 2.03 A, while
offers the best result with an improvement percentage of tie rest of the applied experiment’s conditions were theesam
to 33.3%. Similar conclusions can be obtained for the SCPfhat those used to obtain Table 1ll. The obtained results
N.. The use of the observer reduces uR6®% this figure of confirm previous ones and are summarized in Table V for
merit when the C3 controller is applied. It is remarkable theach controller and figure of merit. It can be concluded that
obtained improvement in the stator current tracking cofimgar C3 method offers the best performance in termsaof 3
with Cla when the rotor current observer is used, and thgarrent tracking and prediction, although C2 techniquensho
with lower VSI switching frequency. Regarding the harmonibetter performance in the— y current tracking and harmonic
content, its value is lower if the rotor current observerssd, distortion.
being C2 the best controller in this particular figure of heri  Results in Table V also conclude that current tracking
reducing the THR; and THD, values10.2% and 20.6%, error (RMS) increases with the weighting factorn(,) in
respectively. all the analyzed controllers, being lower this figure of meri

As mentioned before, the use of an exact discretizatiéor the C3 control technique. Furthermore, the- y current
technique in the predictive model, C1lb controller, impveracking error éﬁé\/fs) is reduced when\,, increases, while
the control performance compared with more extended Cttee prediction error &%) remains practically constant for
controllers (as it is claimed in [17]). Nevertheless, théagted all values of),,. Fig. 11 depicts the polar trajectories of the
improvement using C3 remains the best, as it is shown in Talsi&ator currents in the — 8 andx —y planes for the considered
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Fig. 12. Transient response using the C3 controller witkosteurrent references!; = 0.57 A and i3, = 0(0, 0.1s), 1.6(0.1, 0.6s), —1.6(0.6, 1.3s),
1.6(1.3, 1.7s) and0(1.7, 2s). From top to bottomd — ¢ stator currents,; andisq, and their referenceg; andi},; o andz stator currentssq andisg,

with the imposed referencé , ; and mechanical speed,,.

values of\,,. Only the obtained results using C3 controllethe tracking performance is good even if a sudden reference

are plotted because similar curves are found using Cla, Gdiange appears, displaying a rise time of alib002 s. The

and C2. It can be appreciated thaty currents decrease whenlower plot draws the mechanical speeg of the drive during

Azy Value increases. On the contrasy:- 8 current trajectories the test, showing a quasi-linear response with the applied

perform worse when the weighting factor is increased. reference torque (the outer speed control loop is not used in
Afterwards, some tests have been carried out varying tthés experiment).

load torque in the multiphase drive. The experiments haeaebe Notice that from the computational cost perspective, one of

realized using a weighting factor,,, = 0.1 and an electrical the main drawbacks for the implementation of FCS-MPC in

frequencyf. = 29 Hz. Table VI resumes the obtained resultindustry applications, the addition of the rotor currens@tver

for three different load toque value%{ of 39%, 58%, and produces a negligible increment in the computational |G

78% of the nominal one), and all considered controllertotal computational cost of the control algorithm with noto

With respect to the current tracking and prediction errorsyrrent observers (C2 and C3 controllers) is estimateth irs

the obtained results and conclusions remain practically tihile it is of 32us for Cla, being7us the sampling time.

same for all load torque values. However, a reduction in the

switching frequency and THD values is observed when the VI. CONCLUSION

stator current and the load torque also increase. Observers have been normally used in relation to several
Finally, a dynamic test is carried out using the C3 controlleontrollers: FOC, sensorless drives, and for fault detadbut

to validate the transient performance of the proposed FO®st, to the best of our knowledge, to estimate rotor currents

MPC technique with a rotor current observer (similar resultn FCS-MPC techniques. In this paper, it has been shown that

are obtained with C2). The dc machine does not produce loiads possible to incorporate a rotor current observer to the

torque during the proposed testM, value of(0.1 is used, the FCS-MPC to enhance the predictions, without a considerable

observer is designed with the same poles than during steaggnalty in the computational burden of the implemented

state tests, and a total of six observer matrices are eealuatontroller. The obtained simulation and experimental ltesu

offline to take into account different rotor speeds. Th&tator show that, although the simple estimate and hold scheme used

current referenceil,) is set t00.57 A and theg stator current by most MPC practitioners in electrical applications or the

reference {;,) varies in the following way0 A from 0 to more complex MPC technique that uses the Cayley-Hamilton

0.1 s,1.6 A from 0.1 to 0.6 s, —1.6 A from 0.6 to 1.3 s, theorem produce acceptable results, the observer outperfo

1.6 A from 1.3 to 1.7 s, and0 A from 1.7 to 2 s. Fig. 12 the classic approach presenting some advantages sucliexs bet

summarizes the obtained results. The measudredq stator current tracking performance, less harmonic content, assl |

currents {,q andis,) fit their references well, and the stepVSI gating commutations. These advantages result in lower

response of thg current is fast. The trajectories of tlieand torque ripple and in higher efficiency (lower copper losses a

x currents {,, andi,) are also shown. It can be stated thatommutations of power switches), encouraging future rebea
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in the field where the proposed observer-based FCS-MPC ¢an J. Kautsky, N. K. Nichols, and P. Van Dooren, “Robustepassignment

be extended to conventional andphase induction machines,
just adjusting the predictive model and the observer eqnoati
to the new system.

REFERENCES
[1] M. Lopez, J. Rodriguez, C. Silva, and M. Rivera, “Preifiettorque
control of a multidrive system fed by a dual indirect matroneerter,”
|IEEE Trans. Ind. Electron., vol. 62, no. 5, pp. 2731-2741, May 2015.
M. Arahal, F. Barrero, S. Toral, M. Duran, and R. Gregdvluiti-phase
current control using finite-state model-predictive coljtrControl Eng.
Pract., vol. 17, no. 5, pp. 579-587, 2009.
W. Xie, X. Wang, F. Wang, W. Xu, R. Kennel, D. Gerling, andlRrenz,
“Finite control set-model predictive torque control with deadbeat
solution for PMSM drives,"|EEE Trans. Ind. Electron., vol. 62, no. 9,
pp. 5402-5410, Sep. 2015.
S. Kouro, M. A. Perez, J. Rodriguez, A. M. Llor, and H. A. ifog,
“Model predictive control: MPC’s role in the evolution of ywer
electronics,”|EEE Ind. Electron. Mag., vol. 9, no. 4, pp. 8-21, Dec.
2015.
D. G. Luenberger, “An introduction to observer$EEE Trans. Autom.
Control, vol. AC-16, no. 6, pp. 596-602, Dec. 1971.
P. L. Jansen and R. D. Lorenz, “A physically insightfulpapach to
the design and accuracy assessment of flux observers forofieldted
induction machine drivesJEEE Trans. Ind. Appl., vol. 30, no. 1, pp.
101-110, Jan./Feb. 1994.
S. A. Davari, D. A. Khaburi, F. Wang, and R. M. Kennel, “Ugi full
order and reduced order observers for robust sensorledistore torque
control of induction motors,"IEEE Trans. Power Electron., vol. 27,
no. 7, pp. 3424-3433, Jul. 2012.
C. Xia, M. Wang, Z. Song, and T. Liu, “Robust model predliet
current control of three-phase voltage source PWM rectifién online
disturbance observation|EEE Trans. Ind. Informat., vol. 8, no. 3, pp.
459-471, Aug. 2012.
A. Merabet, M. Ouhrouche, and R.-T. Bui, “Nonlinear pigte control
with disturbance observer for induction motor drive,"Rnoc. |EEE Int.
Symp. Ind. Electron. (ISE), 2006, pp. 86-91.
C. S. Lim, E. Levi, M. Jones, N. A. Rahim, and W. P. Hew, ‘E®1PC-
based current control of a five-phase induction motor ancbitsparison
with PI-PWM control,” IEEE Trans. Ind. Electron., vol. 61, no. 1, pp.
149-163, Jan. 2014.
F. Barrero and M. J. Duran, “Recent advances in the desigpdeling
and control of multiphase machines-Part IEEE Trans. Ind. Electron.,
vol. 63, no. 1, pp. 449-458, Jan. 2016.
M. J. Duran and F. Barrero, “Recent advances in the desitpdeling
and control of multiphase machines-Part IEEE Trans. Ind. Electron.,
vol. 63, no. 1, pp. 459-468, Jan. 2016.
R. S. Arashloo, M. Salehifar, L. Romeral, and V. Sala, r#bust pre-
dictive current controller for healthy and open-circuitlfg conditions
of five-phase BLDC drives applicable for wind generators afettric
vehicles,” Energy Convers. Manage., vol. 92, pp. 437-447, 2015.
C. Martin, M. R. Arahal, F. Barrero, and M. J. Duran, “Mphase rotor
current observers for current predictive control: A fiveapl case study,”
Control Eng. Pract., vol. 49, pp. 101-111, 2016.
E. Levi, R. Bojoi, F. Profumo, H. Toliyat, and S. Willisson, “Mul-
tiphase induction motor drives-A technology status reyieT Elect.
Power Appl., vol. 1, no. 4, pp. 489-516, 2007.
M. J. Duran, J. A. Riveros, F. Barrero, H. Guzman, and det®,
“Reduction of common-mode voltage in five-phase inductiontan
drives using predictive control techniquedEEE Trans. Ind. Appl.,
vol. 48, no. 6, pp. 2059-2067, Nov./Dec. 2012.
H. Miranda, P. Cortes, J. |. Yuz, and J. Rodriguez, “Ritace torque
control of induction machines based on state-space mbddEEE Trans.
Ind. Electron., vol. 56, no. 6, pp. 1916-1924, Jun. 2009.
S. Kouro, P. Cortes, R. Vargas, U. Ammann, and J. RoddgtModel
predictive control-A simple and powerful method to contymbwer
converters,”|EEE Trans. Ind. Electron., vol. 56, no. 6, pp. 1826-1838,
Jun. 2009.
G. C. Verghese and S. R. Sanders, “Observers for fluxnatitn in
induction machines,IEEE Trans. Ind. Electron., vol. IE-35, no. 1, pp.
85-94, Feb. 1988.
Y. Zhang and H. Yang, “Model predictive torque contrdlinduction
motor drives with optimal duty cycle controlJEEE Trans. Power
Electron., vol. 29, no. 12, pp. 6593-6603, Dec. 2014.

(2]

(3]

(4

(5]
(6]

(7]

(8]

El

[20]

[11]

[12]

(23]

[14]

[15]

[16]

[17]

(18]

[29]

[20]

in linear state feedback/fht. J. Control, vol. 41, no. 5, pp. 1129-1155,
1985.

A. G. Yepes, J. A. Riveros, J. Doval-Gandoy, F. Barrefo, Lopez,
B. Bogado, M. Jones, and E. Levi, “Parameter identificatibrmalti-
phase induction machines with distributed windings-ParSihusoidal
excitation methods,1EEE Trans. Energy Convers., vol. 27, no. 4, pp.
1056-1066, Dec. 2012.

J. A. Riveros, A. G. Yepes, F. Barrero, J. Doval-GandBy,Bogado,
O. Lopez, M. Jones, and E. Levi, “Parameter identificatiomaitiphase
induction machines with distributed windings-Part 2: Tidwmain
techniques,”|IEEE Trans. Energy Convers., vol. 27, no. 4, pp. 1067—
1077, Dec. 2012.

W. S. Levine, The control handbook.
Press, 1996.

[22]

(23]

[24] Boca Raton, FL, USA: CRC
Cristina Martin  was born in Seville,
Spain, in 1989. She received the Industrial
Engineer degree from the University of
Malaga, Malaga, Spain, in 2014. She has
been working toward the Ph.D. degree in
electronic engineering in the Department
of Electronic Engineering, University of
Seville, Seville, Spain, since 2015.

Her research interests include modeling and control of
multiphase drives, microprocessor and DSP device systems,
and electrical vehicles.

Manuel R. Arahal (M’06) was born in
Seville, Spain, in 1966. He received the
M.Sc. and Ph.D. degrees in industrial en-
gineering from the University of Seville,
Seville, Spain, in 1991 and 1996, respec-
tively.

He is currently a Professor with the
, Department of Systems Engineering and
Automation, University of Seville.

Dr. Arahal was the recipient of Best Paper Awards from
the IEEE Transactions on Industrial Electronics for 2008] a
from the IET Electric Power Applications for 2010-2011.

Federico Barrero (M'04-SM'05) re-
ceived the M.Sc. and Ph.D. degrees in
electrical and electronic engineering from
the University of Seville, Seville, Spain,
in 1992 and 1998, respectively.

In 1992, he joined the Department
of Electronic Engineering, University of
Seville, where he is currently an Associate

e

Professor.
Dr. Barrero was the recipient of Best Paper Awards from

the IEEE Transactions on Industrial Electronics for 2008 an

from the IET Electric Power Applications for 2010-2011.

Mario J. Duran was born in Malaga,
Spain, in 1975. He received the M.Sc. and
Ph.D. degrees in electrical engineering
from the University of Malaga, Malaga,
Spain, in 1999 and 2003, respectively.

He is currently an Associate Professor
with the Department of Electrical Engi-
neering, University of Malaga. His re-
search interests include modeling and control of multiphas
drives and renewable energies conversion systems.



