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Abstract 

The popularity of online reviews is causing a huge impact on consumers’ purchase intentions for 

goods and services. However, and hidden by the anonymity of the Internet, fraudsters can try 

to manipulate other consumers by posting fake reviews. Maintaining trust in online reviews 

require the development of automatic tools using machine learning approaches because of the 

huge volume of online opinions generated every day. This paper is focused on the hospitality 

sector and follows a content analysis approach based on a set of unique attributes and the 

sentiment orientation of reviews. The main contributions of the paper are i) a set of polarity-

oriented unique attributes able to distinguish positive and negative deceptive and non-

deceptive reviews and ii) the main topics associated to positive and negative deceptive and non-

deceptive reviews. Findings reveal that positive and negative unique attributes lead to non-

biased classifiers and that experience based reviews tend to be non-deceptive. 

Keywords: Deceptive reviews; online reviews; unique attributes; sentiment orientation; 

classifiers 

 

 

 

 

 

 

 

  



1. Introduction 

Today, most of independent travel related booking is done online, and after consumption, 

travellers have the option of providing feedback in the form of online reviews. They are fast, up-

to-date and publicly available, and they constitute the electronic version of traditional word-of-

mouth (eWOM, electronic word-of-mouth) (Schuckert et al., 2014). In the case of the hospitality 

and tourism industry, consumers trust reviews as they are independent from official or 

corporate information (Zhu & Zhang, 2010), and they show the previous experience of other 

travellers using their own words (Toral et al., 2018). They assist the decision-making process of 

potential customers and, indirectly, encourage hospitality managers to improve their product or 

service quality.  

However, all these benefits can be compromised by the increasing presence of deceptive 

reviews. In contrast to the voluntary and honest feedback provided by real consumers, 

fraudsters posting deceptive reviews pursuit the manipulation of other customers to artificially 

promote or devalue products and services. Recent studies estimate that around 25-30% of 

online reviews are deceptive reviews (Roberts, 2013; Li et al., 2014). Although there is a 

consensus in the fact that online reviews will continue growing in the future, the presence of 

fake reviews is a threat that can undermine consumer confidence on shared opinions (Chen et 

al., 2017). 

The success of online reviews is based on their credibility, so they influence the attitude towards 

the product and the purchase intention whenever they come from a credible source (Shan, 

2016; Banarjee et al., 2017). However, the concept of a credible source in Social Media is 

different to that of traditional word-of-mouth, where the source is someone belonging to the 

inner circle of the consumer. In the case of online reviews, users are anonymous and only 

identified by an alias. One possible source of credibility is the reviewer’s reputation, which is 

rated by other users (Cheung et al., 2009). Typically, eWOM websites not only display the 

content and the author of the review, but also some other information like the system-

generated profiles of reviewers (Martínez-Torres et al., 2018). The system-generated profile 

includes a brief information about the author posting the review as well as the community-rated 

reputation of reviewers, indicating the perceived usefulness of previously posted reviews and 

other products purchased or rated (Wu, 2013). Many eWOM websites such as Amazon, 

TripAdvisor or Ciao, allow users to vote on the “helpfulness” of posted reviews (Arenas-Marquez 

et al., 2014; Gonzalez-Rodriguez et al., 2016; Geetha et al., 2017). However, malicious users can 

easily manipulate online reputation systems, as the reputation is based on simple rules that can 

be distorted through false accounts that perform false scoring to artificially improve their 

trustworthiness (Kirilenko et al., 2019). 

While there exist researches that study the reviewers’ reputation to differentiate between 

deceptive and non-deceptive reviews, this paper follows a different approach that consists of 

analysing the content of reviews. The main challenge is that deceptive reviews always try to 

resemble honest reviews, so the aim of the paper is to identify those differences (features) that 

make possible a successful classification of deceptive and non-deceptive reviews, following a 

text-based machine learning approach. The body of reviews exhibit important differences 

depending on the sentiment polarity (positive or negative). Generally, negative deceptive 

opinions are more difficult to be detected than positive spam (Fusilier et al., 2015). Therefore, 

the sentiment polarity will also be considered when collecting differentiating features (Zhang et 

al., 2018). The hospitality sector will be analysed as a case of study. The advantage of following 

a text-based machine learning approach is twofold. First, it provides an automatic tool able to 



process a huge volume of reviews. Second, it learns from a specific context. As a difference from 

other approaches, machine learning techniques learns the specific vocabulary of a specific sector 

or industry, so it can learn better than other approaches based on generic features. 

The remainder of the paper is structured as follows: section 2 details the related work regarding 

the classification schemes for deceptive reviews detection. Section 3 presents the research 

question and hypotheses. Section 4 describes the case study based on a public dataset and the 

methodology followed for the identification of deceptive reviews and topics. Section 5 shows 

the obtained results and section 6 discusses how the research question and the proposed 

hypotheses are answered through these results. This section also includes the implications, 

limitations and future work. Finally, section 7 concludes the paper. 

 

2. Related work 

Previous literature has considered three main different approaches for obtaining relevant 

features of fake reviews: linguistic or review centric methods, reviewer centric, and network 

approaches (Crawford et al., 2015; Jiang et al., 2016; Bi et al, 2019). 

The aim of review centric approaches is finding predictive deception cues in the content of a 

message. The simplest method of representing texts is the “bag of words” approach, where 

individual or small groups of words (n-grams) from the text combined with their TF (Term 

Frequency) or TF-IDF (Term Frequency-Inverse Document Frequency) values are used as 

features (Larcker & Zakolyukina 2012). Part of Speech (POS) tagging (Markowitz & Hancock, 

2014), affective dimensions or location-based words (Hancock et al, 2013) can also provide 

frequency sets able to reveal linguistic cues of deception. Stylometric features are also used to 

identify fake reviewers based on the writing style traces embedded in their online comments 

(Shojaee et al., 2013) These lead to deep syntax analysis methods that focus on distinguishing 

rule categories (lexicalized or unlexicalized) for deception detection (Feng et al., 2012). Finally, 

semantic analysis can be used to find signals of truthfulness (Lau et al., 2011). The intuition is 

that a deceptive writer with no experience with a product or service (e.g., never visited the hotel 

in question) may fall into contradictions or omission of facts that are present in profiles on 

similar topics (Conroy et al., 2015). 

Reviewer centric approaches focus on features collected from reviewer profile characteristics 

and behavioural patterns. Features such as the number of reviews, the percentage of positive 

reviews, the deviation from the average review rating, the review length, and the presence of 

similar reviews for different products by the same reviewer, or the variety of products or services 

where the reviewer is posting reviews, are considered (Mayzlin, 2014). All this information is 

part of the system-generated profile and can be easily collected in online reviews, as it is publicly 

available (Olmedilla et al., 2016a). 

Finally, the network approaches refer to the analysis of interdependencies through the links or 

edges between objects (either reviewers or reviews) to obtain the behaviour of users in online 

reviews and eWOM websites. The interactions are modelled as a social network, and the micro 

and macro analysis can then reveal suspicious behaviours that can be associated to fraudsters. 

Ku et al. (2012) studied the role of the users’ trust network from a micro perspective by 

considering the users’ trust network as a 2-hop network. They define the trust intensity given 

by the size of the trust network as well as the average intensity of the 2-hop neighbours, which 

is the trust intensity of the members of the trust network. Both of them are positively related to 



the reputation of the member. From a macro perspective, PageRank-like approaches solve 

suspicious node detection problem in large graphs from the ranking perspective, such as 

MailRank for spam ranking (Chirita et al., 2005) or FraudEagle for fraud ranking (Akoglu et al., 

2013). In addition, from a macro perspective, density-based detection methods in graphs look 

for areas of higher density than the remainder of the graphs/data (Akoglu et al., 2010). Hybrid 

methods combining previous approaches have also been treated in the previous works. For 

instance, Barbado et al. (2019) added social features (friends, followers, votes…) to the reviewer 

centric features in the case of consumer electronics.  

In this paper we follow a review centric approach.  We are interested in obtaining the specific 

attributes of deceptive and non-deceptive reviews in the case of the hospitality sector, and 

considering the sentiment polarity of reviews. 

Regarding the detection methods, supervised methods are clearly the most frequent methods 

reported in the literature: linear/logistic regression models, naive Bayesian models, SVM, 

nearest-neighbour algorithms (such as k-NN), least squares, ensembles of classifiers and multi-

layer perceptrons (Zhang et al., 2012; Larcker & Zakolyukina, 2012; Jiang et al., 2016; Ahsan et 

al., 2016). There are many machine learning algorithms, so it is not easy the decision about which 

one is best. Additionally, each machine-learning algorithm has two types of model parameters: 

ordinary parameters, that are automatically optimized or learned in a model-training phase, and 

hyper-parameters, that are typically set by the user of a machine learning software tool 

manually before a machine-learning model is trained (Luo, 2016). 

 

3. Research framework 

Review centric approaches are based on a set of features given by a bag of words. Therefore, 

the performance of classifiers for the identification of deceptive reviews relies on the selection 

of relevant terms for this task. Some previous papers addressed the increased difficulty of 

identifying negative deceptive reviews (Ott et al., 2013; Fusilier et al., 2015; Chevalier & Mayzlin, 

2006), which lead to biased classifiers. This result can be explained because negative deceptive 

reviews are more similar to truthful reviews, as they are mainly related to complains. The 

selection of features is based either on the relative frequency of terms (Teso et al., 2018) or on 

the experience of researchers (Do et al., 2006). As the identification of positive deceptive 

reviews is easier, classifiers get biased towards better classifying this set of reviews. There have 

been some attempts to improve feature selection. For instance, Agnihotri et al. (2017) propose 

a variable global feature selection scheme for automatic classification of text documents 

considering a minimum number in each class. The main problem of previous methods is the 

interpretation of results. The selection of features attending only to the frequency or normalized 

frequency of terms does not say anything about their discriminative properties among classes. 

Obviously, some of the terms discriminate the target classes as the performance of the classifier 

is good enough, but there are also many other terms with a very small contribution to the 

performance of the classifier. In a pure prediction problem, the presence of a high number of 

features is not a problem. But when interpreting the results in terms of the selected features, 

those terms with a small contribution make difficult to differentiate between the topics of 

deceptive and non-deceptive reviews. Gao et al. (2019) considered the characteristics of the 

review content and the reviewers’ behaviour to identify deceptive reviews. They integrated 

sentiment analysis and the characteristics of reviewers, and utilized a feature-weighted model 

to describe the emotional intensity of the reviews and the importance of the characteristics of 



the reviewers. Once they identified deceptive reviewers through their unreliability scores, they 

featured their reviews (deceptive reviews) as having a high emotional intensity value and being 

the text very similar to other reviews. Moreover, they identified that non-deceptive opinions 

use positive words to express their sentiments, while deceptive favorable opinions use more 

compliments, with a stronger sentiment opinion and more exaggerated languages.  

In this paper we propose the use of the so-called unique features (Toral et al., 2018), which 

stands for those attributes that are uniquely associated to a given class among all the possible 

classes. The main advantage of using unique attributes is that they are the terms that account a 

major contribution to the classifier performance, that is, they are the terms with better 

discriminative properties. As the polarity of reviews has been demonstrated to lower the 

identification scoring of negative deceptive reviews, we will perform the unique feature 

selection considering positive and negative deceptive/non-deceptive reviews. Hence, we posit: 

H1: The polarity-oriented selection of unique attributes keeps the performance of the 

classification of deceptive and non-deceptive reviews lowering the number of attributes. 

H2: The polarity-oriented selection of unique attributes improves the association with 

positive and negative deceptive and non-deceptive reviews 

 

Review centric approaches are specifically focused on the content of shared reviews. Works 

based on writing style consider POS and psycholinguistic features (Tausczik & Pennebaker, 

2010). For instance, it has been argued that genuine reviews appeared less hyperbolic compared 

with deceptive ones (Banerjee & Chua, 2014). However, previous literature has demonstrated 

that, considering that a review is fake because it conveys an extreme opinion, is false (Li and Hitt 

2008; Dellarocas and Wood 2008). In many cases, extreme opinions are posted as a result of a 

very good or bad experience. In such cases, honest reviewers can be very positive or very 

negative, the same than presumed deceptive reviews. Therefore, it is necessary to go deeper 

inside the content of reviews. According to Barsky and Labagh (1992), the most valued attributes 

by guests when visiting a hotel are connected to the “reception”, “employee attitudes”, 

“facilities”, “services” and “location”. Regarding complaints, they can be categorized into four 

groups: (1) “physical environment”, which refers to noise, décor, parking, view, atmosphere, 

ambience, accommodations, room location (Li et al., 2017), (2) “physical goods”, including food 

and beverage quality, climate control, temperature of the pool, elevator service, cleanliness, 

furniture condition, pool (Xu & Li, 2016; Hu et al., 2019), (3) “service & personnel”, which refers 

to reservation handling, management attitude, service speed, employee attitude, level of 

service (Lee & Hu, 2005), and (4) “expectations”, which includes elation to advertising, available 

facilities, package plan delivery, price-value (Berezina et al., 2016). Depending on the opinion’s 

sentiment, Ott et al. (2013) concluded that positive and negative deceptive reviews include less 

spatial details due to the ignorance of not having been there (in a hotel). The application of 

topics analysis to online reviews shows that sentiment orientation influences the number of a 

variety of topics. Mankad et al. (2016) found that negative reviews tend to focus on a small 

number of topics, whereas positive reviews tend to touch on a greater number of topics. 

Additionally, Hernández-Castañeda et al (2018) found that relevant topics for negative non-

deceptive opinions include words that demerit things, while the relevant topics of positive non-

deceptive opinions consist of words such as warmly, experience, greatest, restaurant, 

experience, central). 



We suggest that some topics can be used to distinguish deceptive and non-deceptive reviews, 

but they are different depending on the sentiment polarity. More specifically, we hypothesize: 

H3: Deceptive positive reviews emphasize hotel ubication while non-deceptive positive 

reviews highlight city characteristics 

H4: Deceptive positive reviews emphasize hotel and room characteristics while non-

deceptive positive reviews are more focused on feelings and experiences related to the 

stay at the hotel. 

H5: Deceptive negative reviews emphasize physical and tangible inconveniences while non 

deceptive negative reviews are more focused on expectations and feelings. 

 

4. Case study and Methodology 

The dataset comprises 800 honest reviews, and 800 deceptive reviews uniformly distributed 

across 20 popular hotels in Chicago (Ott et al., 2011; Ott et al., 2013). This dataset was selected 

for two reasons. First, reviews are annotated as deceptive, non-deceptive, positive and negative 

(400 reviews for each case). Annotated data is required for building classifiers able to distinguish 

between deceptive and non-deceptive reviews, as it is a supervised machine learning technique. 

Second, it is a public dataset widely cited by the scholarly community (Sun et al., 2013; Ong et 

al., 2014; Parapar et al., 2014). 

The proposed methodology is depicted in Figure 1. Automatic text-based approach relies on the 

selection of a representative bag of words, but prior to the selection, it requires first a pre-

processing stage consisting of cleaning the input data, which are the body of reviews written by 

reviewers. The pre-processing stage involves stop-words and punctuation removal, lower case 

conversion and stemming. Stop-words are words that do not carry information, such as 

prepositions, pronouns or articles. Eliminating stop-words helps to improve text processing 

performance (Yee Liau & Pei Tan, 2014). The aim of the subsequent stage is to account each 

word belonging to the bag of words, every time they appear within the body of the reviews. By 

removing punctuations and conducting a lower-case conversion, the text is homogenized. 

Finally, stemming is a process of transforming words into their roots. By removing derivational 

affixes, all the possible variants of a given word are accounted as the same word. In this paper, 

we use the traditional Porter Stemmer, which is the standard stemmer used in NLP and 

Information Retrieval tasks (Porter, 1980). 

Following the scheme of Figure 1, the annotated dataset is randomly split into a training dataset 

(80%) and a test dataset (20 %). The train dataset is used to train a set of classifiers and the test 

dataset to report the accuracy of the trained classifiers. Classifiers are trained using as input 

values the TF-IDF of a bag of words. The TF-IDF is a normalized value that balance the frequency 

of words with its rarity along the corpus of documents (Youn Kim and Yoon 2013), so it is 

appropriate for discriminating classes of documents. Three options will be considered to collect 

the bag of words. The first one consists of selecting all the existing words. The second one 

consists of selecting the so-called unique attributes, which are those attributes that can be 

uniquely associated to one of the classes (Toral et al., 2018). Basically, the unique attribute 

identification consists of applying an ANOVA to the TF-IDF values followed by a Turkey’s 

Honestly Significant Difference (HSD) test. In the context of this study, we have two classes, 

deceptive and non-deceptive reviews, so unique attributes are uniquely associated to one of 



them. As a third option, we consider a polarity oriented unique attribute selection, which 

consists of extended the prior two classes to four classes, by adding the sentiment polarity. Thus, 

unique attributes are uniquely associated to positive deceptive reviews, positive non-deceptive 

reviews, negative deceptive reviews or negative non-deceptive reviews. 

 

Figure 1. Block diagram of the proposed methodology. 

Six different classifiers will be trained and tested using each bag of words. Precision and recall 

will be provided as the output metrics for classifiers. Both values are calculated using the 

confusion matrix illustrated in Figure 2 with the formulas of Eq. (1). 

 

Figure 2. Confusion matrix 

 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =  
𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒

𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒+𝐹𝑎𝑙𝑠𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒
 𝑅𝑒𝑐𝑎𝑙𝑙 =  

𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒

𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒+𝐹𝑎𝑙𝑠𝑒 𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒
 (1) 



 

Intuitively, the precision is the ability of the classifier not to label as positive a sample that is 

negative, while the recall is intuitively the ability of the classifier to find all the positive samples. 

The advantage of using precision and recall instead of simple accuracy is that they consider 

misclassified elements, so with both values it is possible to check if the classifier is biased toward 

one of the classes. A combination of precision and recall is given by F1-score, defined as: 

𝐹1-𝑠𝑐𝑜𝑟𝑒 = 2 𝑥 
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 𝑥 𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+𝑅𝑒𝑐𝑎𝑙𝑙
       (2) 

The F1-score summarizes in a single value precision and recall, so it can be used for comparison 

purposes. 

The proposed polarity-oriented of unique attributes provide four set of words with good 

discriminant properties among classes. They can be visualized using a correspondence analysis, 

which is a grouping method used for understanding similarities and association between 

variables and it has become popular for dimensional reduction and perceptual mapping 

(Whitlark and Smith 2001). As a second part of the methodology (bottom part of Figure 1), a 

clustering analysis will be applied to each one of the four set of words to obtain the main topics 

within each group. As a result, the topics for deceptive and non-deceptive positive reviews can 

be compared separately to the topics of deceptive and non-deceptive negative reviews. 

 

5. Results 

The 1600 annotated reviews were pre-processed following the steps previously detailed in the 

methodology section. Table 1 shows two examples of the resulting text after removing stop 

words and punctuations and after applying lower case conversion and stemming. The stemmed 

text preserves the root of words. In the second row of Table 1 it can be observed that the words 

‘stayed’ and ‘staying’ of the original text column are stemmed as ‘stay’. The same can be said 

for the second example for the words ‘price’ and ‘priced’ that are stemmed to the common root 

‘price’. 

Table 1. Results of text pre-processing including stop words and punctuation removal, lower case conversion and 
stemming. 

Original text Stemmed text (6, 1588) 

We stayed in the Conrad for 4 nights just before 
Thanksgiving. We had a corner room overlooking N 
Michigan Av and the Tribune Building. To say this is a 5 
star hotel is to damn this place with faint praise - it is 
wonderful. The staff were unbelievably helpful. The 
standard of the room was superb - HD plasma screens, 
luxury bedlinens, iPod radio, huge bathroom. Location is 
unbeatable - right in the heart of everything - watched 
the whole Light Festival parade from the window. 
Breakfasts were excellent - no help yourself buffet here - 
with full and attentive table service. Would have no 
hesitation recommending or staying again in this hotel - 5 
out of 5. 

stay conrad night corner room 
overlook michigan tribun build 
say star hotel place faint 
wonder staff help standard 
room superb hd plasma luxuri 
ipod radio huge bathroom locat 
unbeat right heart everyth 
watch whole light window 
breakfast excel help buffet full 
attent tabl servic would 
hesitation recommend stay 
hotel 

My stay at The Palmer House Hilton was less than 
satisfactory. I would have expected much for from such a 

stay palmer hous hilton less 
satisfactori would expect much 



'high end' hotel. The rooms were way over priced, and 
the service was less than satisfactory. At one point, I left 
my dirty towels on the floor to be picked up, and when 
room service came through, they were still there! On the 
other side of things, the cup I had left on my desk (which 
I was planning to use later) was gone. My coffee and my 
towels were also never replaced. I also was astounded 
that internet service did not come with the price of the 
room. Rather, it was a 'nominal fee'. After paying so 
much for a room, I had hoped to at least have 
complimentary wifi. My stay at the Palmer House Hilton 
left much to be wished for. I will not be staying there 
again. 

high end hotel room way price 
servic less satisfactori point left 
dirti towel floor pick room 
servic came still side thing cup 
left desk plan use later gone 
coffe towel never replac 
internet servic come price room 
rather fee pay much room hope 
least complimentari wifi stay 
palmer hous hilton left much 
wish stay 

 

The first bag of words consists of collecting all the stemmed words after the pre-processing stage 

but considering a minimum count of 20. That is, all those words that don't occur at least 20 times 

within the whole set of documents are discarded, as they are not good candidates as features 

for the classifiers due to its low frequency. The resulting number of words is 918. 

The second bag of words consist of considering the unique attributes for the two classes, 

deceptive and non-deceptive reviews. The total number of unique attributes is 296, being 198 

deceptive class attributes, and 98 non-deceptive class attributes. 

The third bag of words corresponds to the polarity oriented unique attributes for the four 

classes, deceptive positive, non-deceptive positive, deceptive negative, and non-deceptive 

negative. The number of unique attributes is 134, with 29 for deceptive positive class, 24 for 

non-deceptive positive, 44 for deceptive negative, and 37 for non-deceptive negative. 

For each of the three previous options, the TF-IDF value of words were calculated and provided 

as input to the classification stage. Six different classifiers were trained: k-NN, logistic, Support 

Vector Machines (SVM), Random Forest, Gradient Boosting, and Multi-Perceptron (MLP). The 

reason for choosing six different classifiers is because of the well-known No-Free-Lunch 

Theorem, a principle formulated by Wolpert and Macready (1997), that basically says that all 

machine learning or optimisation algorithms perform equally well when their performance is 

averaged against all possible datasets and objective functions. Therefore, there is no guarantee 

that one algorithm will perform better than others. Table 2 details the description, parameters 

and selected hyperparameters for the six proposed classifiers. 

Table 2. Description, parameters and hyperparameters of classifiers. 

Classifier Description: Parameters Hyperparameters 

k-NN k-nearest neighbour: non-parametric 
approach 

k=3 

Logistic Logistic classifier: weights of features - 

SVM Support Vector Machines: the support 
vectors, the Lagrange multiplier for each 
support vector 

Regularization factor C=1; 
kernel=linear 

RF Random Forest: the input variable used 
at each internal node of a decision tree, 
the threshold value chosen at each 
internal node of a decision tree 

The number of decision 
trees=500, the number of 
features to consider when 
looking for the best 



split=0,5 (maximum), 
maximum depth=10 

GB Gradient Boosting: the input variable 
used at each internal node of a decision 
tree, the threshold value chosen at each 
internal node of a decision tree 

The number of decision 
trees=500, the minimum 
number of samples 
required to split an 
internal node=5, 
maximum depth=10 

MLP Multi-layer Perceptron: the weight on 
each edge and bias values 

Number of layers=3, layer 
sizes=[16,8,8] 

 

The 80% of the original dataset (randomly selected) was used to train the classifiers, and the 

other 20% was used to report the output metrics. Table 3 compares the performance of the 

classifiers for the three options of bag or words. The metrics of this table were computed using 

the test dataset. In addition to precision, recall and F1-score, this table also includes the number 

of False Positives (FP) and False negatives (FN), which correspond to misclassified elements. It 

can be noticed that the best result for the F1-score is provided by the Support Vector Machine 

(SVM) classifier (0.881, 0.873 and 0.833 for the three options of bag of words). This result proves 

that the performance of the classifier is almost the same while lowering the number of attributes 

from 918 in the case of all words to 296 in the case of unique attributes and to 134 in the case 

of polarity-oriented unique attributes. Therefore, and as posited by hypothesis H1, the polarity-

oriented unique attributes keep the performance of classifiers when they discriminate between 

deceptive and non-deceptive reviews. 

 

Table 3. Output metrics of selected classifiers for the three options of bag of words. 

Bag of words Classifier FP FN Precision Recall F1-score 

All words 

k-NN 29 55 0.786 0.660 0.718 

Logistic 20 20 0.876 0.876 0.876 

SVM 17 21 0.892 0.870 0.881 

RF 37 32 0.778 0.802 0.790 

GB 41 30 0.7763 0.814 0.788 

MLP 24 23 0.852 0.858 0.855 

Unique 
attributes 

k-NN 27 41 0.817 0.747 0.780 

Logistic 20 21 0.875 0.870 0.873 

SVM 17 21 0.892 0.870 0.881 

RF 32 32 0.802 0.802 0.802 

GB 27 28 0.832 0.827 0.829 

MLP 24 25 0.851 0.845 0.848 

Polarity-
oriented 
unique 

attributes 

k-NN 30 43 0.798 0.734 0.765 

Logistic 20 33 0.865 0.796 0.830 

SVM 21 34 0.859 0.790 0.833 

RF 45 36 0.736 0.777 0.756 

GB 41 31 0.761 0.808 0.784 

MLP 24 37 0.839 0.771 0.804 

 

The advantage of using the polarity-oriented unique attributes is illustrated in Figure 3. A 

correspondence analysis was applied to find the relationships among the set of attributes of 



each bag of words and the classes represented by the following four classes: deceptive positively 

oriented (DECEPTIVE_POS), non-deceptive positively oriented (NON-DECEPTIVE_POS), 

deceptive negatively oriented (DECEPTIVE_NEG), non-deceptive negatively oriented (NON-

DECEPTIVE_NEG). The correspondence analysis mainly utilizes the coordinates on the bi-plot, 

which is the basic outcome of this analysis. Its shows the correspondence between the items of 

the two basic categories, classes and attributes, according to their distance to each other 

(Greenacre, M., & Blasius, 2006). The overall results of correspondence analysis are shown in 

Table 4, and it includes the number of dimensions, the eigenvalues and the proportions of 

explained variance from calculated dimensions. 

Figure 3 (a) details the correspondence analysis for the case of all words. It can be noticed that 

there is no clear words correspondence to each one of the four classes, and there is no clear 

separation. Therefore, using this set of attributes is difficult to define the topics belonging to 

each class. Figure 3 (b) depicts the case of unique attributes. In this case there is a clear 

separation of attributes associated to deceptive and to non-deceptive classes. However, they 

are not separated by the polarity of opinions, which has been claimed as a differentiating feature 

of deceptive and non-deceptive opinions. Finally, Figure 3 (c) shows the case of polarity-oriented 

unique attributes, where they are clearly separated by the type of opinions and by their polarity. 

Therefore, it can be concluded that polarity -oriented attributes improves the association with 

positive and negative deceptive and non-deceptive reviews. The results detailed in Table 4 

shows that the two dimensions represented in the bi-plot account over 85% of the variance, 

which means that with two dimensions we are able to explain over 85% of the association 

between classes and attributes. The significance of the association between classes and 

attributes is given by the chi-square test (F and p-value detailed in Table 4), which means a highly 

significant association. So, it can be said that the bi-plot of the correspondence analysis explain 

the relationships between classes and attributes in all cases, although this association exhibit a 

clear separation in the case of polarity-oriented unique attributes. Therefore, this set of 

attributed improves the association with positive and negative deceptive and non-deceptive 

reviews, as established by hypothesis H2. 

 

 



(a) Bag of words: all words 

 
(b) Bag of words: unique attributes 

 
(c) Bag of words: polarity-oriented unique attributes 

Figure 3. Correspondence analysis. 

 

 

Table 4. Statistical summary of correspondence analysis between classes and attributes for the three options of bag 
of words. 

Bag of words Dimension Eigenvalue Variance (%) Cum. Variance (%) 

All words Dim 1 0.139 60.62 60.62 

Dim 2 0.063 27.42 88.04 

Dim 3 0.027 11.95 100.00 

F=21715.49, p-value=0 

Unique attributes Dim 1 0.132 46.37 46.37 

Dim 2 0.118 41.52 87.89 

Dim 3 0.034 12.10 100.00 

F=11358.77, p-value=0 

Polarity-oriented 
unique attributes 

Dim 1 0.213 54.13 54.13 

Dim 2 0.124 31.71 85.84 

Dim 3 0.056 14.16 100.00 



Bag of words Dimension Eigenvalue Variance (%) Cum. Variance (%) 

F=9230.05, p-value=0 

 

By using the polarity-oriented unique attributes, we will obtain the distinguishing topics that 

belong to each of the four classes. To this aim, we apply a clustering algorithm to the attributes 

with a clear association to each class, so we can compare the topics of positive deceptive and 

non-deceptive reviews on one hand, and the topics of negative deceptive and non-deceptive 

reviews on the other. The clustering of documents was performed using the k-means algorithm, 

and value of k was selected using the elbow criterion. Figure 4 depicts the evolution of 

heterogeneity (sum of squares of the distances to centroids) with the value of k. The elbow 

criterion considers the optimum value of k as the elbow of the curve.  

  
(a) Deceptive positive (b) Non-Deceptive positive 

  
(c) Deceptive negative (d) Non-Deceptive negative 

Figure 4. Selection of the value of k for the k-means clustering algorithm using the elbow criterion. 

 

Following this criterion, we obtain the topics for the four classes given by deception and polarity. 

Figure 5 depicts discovered clusters over the bi-plot of polarity-oriented unique attributes, 

which lead to the distinguishing topics among deceptive and non-deceptive positive/negative 

reviews. 

 



 

Figure 5. Clusters of topics given by polarity-oriented unique attributes. 

 

Regarding the positive deceptive opinions, the value of k was set to 3 as given by Figure 4 (a). 

The clustering analysis aggregates the opinions belonging to this class in three topics related to 

the location of the hotel (98 opinions), the hotel meals (breakfast, buffet, 95 opinions) and the 

points of interest of the city related to the location of the hotel (207 opinions). We compare 

these topics to those obtained for positive non-deceptive opinions. In this case, Figure 4 (b) 

suggest also 3 clusters, and the obtained topics after applying the cluster analysis refers to 

Chicago downtown (110 opinions), recommendations about visiting Chicago (112 opinions) and 

hotel facilities (178 opinions). Table 5 details the three topics of positive deceptive and non-

deceptive opinions, their unique attributes, and two sentences per topic collected from the 

dataset. 

Table 5. Topics, unique attributes and examples of deceptive and non-deceptive positive opinions. 

Topics of deceptive 
positive opinions 

Attributes Examples 

Location 
walk, great, mile, huge, 
lake 

“Most major restaurants, Shopping, 
Sightseeing attractions within 
walking distance” 

“Our Suite has view on Michigan 
avenue with a bit of the Lake at the 
end” 

Hotel meals Breakfast, buffet 

“The breakfast buffet was great and 
was served in the hotels huge atrium 
which was nice” 

“We ate at their restaurant twice and 
the breakfast buffet was delicious” 

Points of interest 
north, michigan, river, 
millenium, quiet, loop, 
ave, block 

“We stayed in a Parkview Suite so we 
had a large room with a great view of 
Millenium Park” 

“Corner tower suite with a view of 
the river and Michigan ave” 



Topics of non-deceptive 
positive opinions 

Attributes Examples 

Chicago downtown chicago, downtown 

“My husband and I would highly 
recommend this hotel to anyone 
visiting downtown Chicago” 

“If you want the downtown 
experience of a lifetime, with 
historical living that will bring you 
back to Chicago in the early 1900's 
look no further” 

Feelings about the hotel 

visit, moment, feel, 
modern, gorgeous, 
recommend, home, 
enjoy 

“The room didn't seem like we were 
in a hotel, it had the feeling of home” 

“The most memorable part of my 
stay was looking out at the city after 
dark and seeing how gorgeous 
Chicago looks all lit up” 

Facilities pet, relax, spa, indoor 

“There were also some additional 
amenities that we appreciated such 
as high-speed internet access, a wet 
bar, an indoor swimming pool and 
two gorgeous sundecks for relaxing 
outside” 

“A nice aspect that isn't so common 
to find is the ability to have small pets 
stay with you in the hotel 

 

The comparison of topics of deceptive and non-deceptive positive reviews reveals important 

differences. Deceptive positive reviews typically emphasize the location of the hotel and its 

ubication with respect to some points of interest of Chicago, such as the Michigan Avenue, the 

Millenium Park or the river, while positive non-deceptive reviews are focused on characteristic 

of the city, not necessarily linked to the ubication of the hotel, facilities beyond meals (indoor 

activities, spa, pets), as posited by H3. Regarding H4, deceptive positive reviews put the focus 

on hotel meals while non-deceptive positive reviews are more likely to write about the feelings 

and experiences related to the stay at the hotel. The results obtained can be explained because 

deceptive reviews are specifically focused on the hotel, while honest reviews talk not only about 

the hotel but also about the global experience of visiting Chicago. 

With respect to negative opinions, we found 4 clusters for deceptive and non-deceptive opinions 

(Figure 4 (c) and (d)). The topics of negative deceptive opinions are focused on complaints about 

the hotel environment (241 opinions), the room environment (42 opinions), broken things (51 

opinions) and failures to keep the timetable (66 opinions). In the case of non-deceptive negative 

opinions, the complaints are related to long waits (85 opinions), staff behavior (133 opinions), 

smell and smoke (133 opinions) and unsatisfied expectations (76 opinions). Table 6 details the 

four topics of negative deceptive and non-deceptive opinions, their unique attributes, and two 

examples of sentences per topic collected from the dataset. 

Table 6. Topics, unique attributes and examples of deceptive and non-deceptive negative opinions 

Topics of deceptive 
negative opinions 

Attributes Examples 



Complaints about the 
hotel environment 

paid, dark, old, chair, 
small, floor 

“The air-condition has a noisy 
fan/compressor in each room. It 
starts every 3 to 5 min and the noise 
will wake you up. This is an old 
fashion system that needs to be 
replaced” 

“Rooms are so dark we had to insist 
they bring lamps so we could see” 

Complaints about room 
environment 

water, book, run, door, 
night, bathroom, second 

“THEN we get up the next morning at 
7:30 to get ready only to find that we 
have no running water.” 

“In the middle of the night the pipes 
in our room made a very loud 
vibrating noise which kept us awake” 

Complaints about broken 
things 

broken, told, inn, card, 
hold, wall 

“Our suite had a bathroom sliding 
door between the bedroom and 
bathroom which appeared broken, 
and would not move” 

“Room had a broken phone and 
broken lightbulb” 

Complaints about failures 
to keep de timetable 

pm, line, open, low, 
closet, prior 

“We overheard a lady asking when 
the pool would open as we were 
checking in. Though my son was 
eager to swim as soon as we checked 
in the pool was still closed at 6:30 
pm.” 

“We checked in at 7 PM and our room 
wasn't ready” 

Topics of non-deceptive 
negative opinions 

Attributes Examples 

Complaints about long 
waits 

wait, turn, look, hour, 
long, make 

“When I arrived I had to wait in the 
lobby for 15 minutes before someone 
came to the front desk to check me 
in” 

“Two-hours later, someone came 
into the room to 'investigate'. When 
they saw the mess that had been left, 
they offered a menial apology. Still 
another two hours later, 
housekeeping arrived” 

Complaints about staff 
behaviour 

clerk, rude, worst, 
complain 

“From the moment we arrived, the 
staff was belligerent and extremely 
rude” 

“All the staff at this hotel seemed 
unhappy and barley even 
acknowledged any of the guests” 

Complaints about smell 
and smoke 

odor, smell, needless, 
motel, hair, wrong, 
smoke 

“I was lured in by the hotel's pictures 
showing a fabulous suite. Instead I 
arrived to find cheap furniture that 
smelled of old cheese” 



“Although I asked for non-smoking, 
the room reeked of smoke” 

Complaints about 
unsatisfied expectations 

expect, spend, went, 
look, offer, recent, like, 
money 

“for the kind of money we spent for a 
weekend here, we were expecting at 
least a little luxury and special 
treatment” 

“Meanwhile, the hotel doesn't even 
offer free wireless-an essential 
feature for business travelers like 
me” 

 

In the case of deceptive negative, findings reveal that complaints basically address four areas 

related to tangible problems of facilities and services: hotel environment, room status, broken 

elements and failures to keep the timetable and services hours. Conversely, complaints of non-

deceptive reviews are focused on the bad experiences resulting from these problems. Reviewers 

like to show their emotions and feelings about unsatisfied expectations as well as their 

dissatisfactions with some functional aspects of the hotel, such as long waits, unkindness of staff 

or hotel smell and smoke. Therefore, and as posited by H5, the orientation of deceptive negative 

complaints is towards more tangible aspects that non-deceptive complaints, which are more on 

the side of feelings and expectations. 

 

6. Discussions and implications  

Fighting against the manipulation of information in the Internet is a priority for the tourist 

sector, as it can compromise consumers’ confidence on online channels. The main challenge is 

the ability of fraudsters to resemble the profile and opinions of honest reviewers. Although 

many websites provide some statistics and reputation about users, they can be easily 

manipulated through the creation of fake profiles. Recent studies (Jiang et al., 2016) point out 

the need to address the detection of fake reviews using a multifaceted behavioural information 

integration approach, considering review and reviewer approaches combined with network 

approaches. This paper advances in the field of review centric approaches by using several 

machine learning techniques with the aim of obtaining the unique attributes and topics of 

deceptive and non-deceptive reviews. The key findings of this study are the identification of 

polarity-oriented unique attributes able to clearly separate between deceptive and non-

deceptive reviews by their polarity orientation and the identification of distinguishing topics for 

deceptive and non-deceptive reviews, also considering their polarity orientation. 

 

6.1 Theoretical contribution 

From a theoretical perspective, this paper advances in the application of text mining techniques 

to online shared reviews. In general, text mining algorithms rely on the selection of a set of 

features (terms) which then are mathematically computed using their TF or their TF-IDF value. 

The performance of classifiers heavily depends on the selection of features, which must have 

some discriminative properties among the considered classes. Typically, TF-IDF value is a 

normalized value that emphasize those terms that are common in a subset of documents but 

not in all of them (in such case, the inverse document frequency is low). However, there is no 

guarantee that the subset of documents represented by a term with a high TF-IDF value matches 



those belonging to one of the pre-defined classes of the problem. The method consisting of 

selecting unique attributes proposed by Toral et al. (2018) overcomes this problem as attributes 

are specifically associated to one of the pre-defined classes. This paper introduces the idea of 

polarity-oriented unique attributes, so the classes of the problem are extended by considering 

the polarity orientation of reviews. Previous works address that opinions’ polarity plays an 

important role in the detection of deception (Fusilier et al., 2015). The assumption that opinions’ 

polarity is known a priori is justified because it is much easier to detect the sentiment polarity 

than their truthfulness (Zhang et al., 2018). The bi-plot resulting from the correspondence 

analysis clearly shows the benefits of selecting this set of attributes instead of unique attributes 

without polarity orientation, or the case of all words. 

As another contribution, the paper also provides a method for obtaining the distinguishing 

topics of honest and deceptive positive reviews on one hand, and honest and deceptive negative 

reviews on the other. Previous works about the topics of deceptive reviews were only focused 

on the deceptive side (Chen et al., 2017). However, and as an advance over these studies, finding 

unique topics associated to deceptive and non-deceptive reviews can help to prevent fraudulent 

activities. 

6.2 Managerial implications 

The findings of our study offer interesting implications for review site operators and hospitality 

sector. First, review site operators require an automatic system able to detect deceptive reviews 

prior to its publication, or at least a system that could inform about the trustworthiness of 

reviews. The need for an automatic system is justified because review sites receive thousands 

of reviews that cannot be manually checked, as this is a highly time-consuming and cost-

intensive human task. The main challenge for such system is that fraudsters try to resemble both 

the profile and style of normal reviewers to improve the credibility of their shared opinions. By 

using advanced artificially intelligence algorithms, computer programs and bots can create new 

reviews with a specific positive or negative purpose. Our findings reveal that it is possible to 

distinguish deceptive and non-deceptive reviews as they address specific and different topics. 

For instance, in the case of positive reviews, deceptive ones address common facilities of hotels 

and well known point of interest of the city, while non-deceptive reviews address more specific 

facilities that require a prior knowledge of the hotel as well as feelings and emotions linked to 

the facilities, more difficult to be copied for a manipulated review. Thus, our findings provide 

new features to be used in conjunction with additional ones to achieve a multifaceted 

behavioural information integration approach, a pointed out by Jiang et al. (2016). 

Regarding the hospitality industry, its scope of action to handle malicious practices is limited. 

Chevalier & Mayzlin (2006) find that consumer purchasing behaviour responds less intensively 

to positive reviews (which consumers may estimate are more frequently fake) than to negative 

reviews (which consumers may assess to be more frequently unbiased). Therefore, the most 

advisable course of action for hotel managers consists of actively address responses to negative 

reviews. To increase the effectiveness of such responses, they should be able to discriminate 

those reviews coming from real reviewers.  

6.3 Limitations and further research 

There are several limitations of this work. First, the dataset corresponds of truthful and 

deceptive hotel reviews of 20 most popular Chicago hotels. The data size of 800 reviews was not 

big enough, which might have introduced some biases in the results. However, it is worth 

mentioning the difficulty of collecting a manually annotated dataset of deceptive and non-



deceptive reviews. Additionally, although the geographical scope is limited to a city, it is 

important to know the specific context of the city to extract conclusions about the distinguishing 

topics resulting from the proposed analysis. 

A second limitation is that we follow a review centric approach, so we do not include anything 

about user profiles or user networking activities. Regarding the content approach followed in 

this paper, only unigrams (single words) were considered for the analysis. Adding bi-grams 

(sequence of two adjacent words) could provide an easier interpretation of features. However, 

the frequency of bi-grams is usually much lower that the frequency of unigrams, so it is not 

expected that the addition of bi-grams could seriously impact the results. 

As a future work, our study could be extended by considering other cities or even other sectors 

different to the hospitality sector. Moreover, our approach could be combined with other 

approaches based on reviewers’ profiles and their networking activities to build an integrated 

and more robust system. Also, an independent analysis for different hotel classes (i.e., star 

ratings) could be conducted. 

Additionally, it would be also interesting to conduct a longitudinal study to check how the 

polarity-oriented unique attributes and the distinguishing topics change over time. The reason 

is that fraudsters can also change their patterns of action over time. The development of 

artificial intelligence and deep learning is making possible the artificial creation of reviews by 

bots or algorithms that learn from honest reviews, making the much harder the identification of 

deceptive reviews. However, other emotional states such as happiness, sadness, anger, etc. 

could be considered to identify deceptive reviews 

7. Conclusions 

Most works in fake reviews detection use and combine different methods to generate features 

which allow identifying these. However, they do not consider that features may change 

influenced by the nature of the text. This paper follows a review centric approach and 

determines the polarity-oriented unique attributes and the polarity-oriented unique topics for 

deceptive and non-deceptive reviews.  

Our study demonstrates that it is possible to distinguish deceptive and non-deceptive reviews 

in the basis of a set of attributes. This set also facilitates the interpretation of topics uniquely 

associate to each class of reviews considering their polarity.  
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