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Abstract

Successful application of finite control set model predictive control (FCS-MPC) strategies with long prediction horizon
depends on the careful design of the optimization algorithm. The conventional method involves transforming the problem
to an equivalent box-constrained integer least-squares (BILS) formulation that can be solved with branch-and-bound
techniques such as the sphere decoding algorithm (SDA). In this work, it is proposed to define an artificial neural network
(ANN) to replace the SDA, avoiding its inherent computational variability. Similarly to practical applications of the SDA, the
ANN finds an approximate solution of the underlying optimization problem. In contrast, the main benefit of the proposed
approach is that it can be implemented in a low-cost microprocessing platform, greatly improving the performance in
terms of resources in comparison with other advanced techniques proposed in the literature.
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I. INTRODUCTION

ODEL predictive control (MPC) is becoming a prominent research topic in the power electronics field [1], [2].
Particularly, finite control set - MPC (FCS-MPC) strategies are favored in the literature thanks to its straightforward
formulation and ease to address the control of complex systems and multiple control targets [3].

In a power converter, there is a set of admissible switching states defined by the topology. This is the so-called finite
control set (FCS). Considering control inputs constrained to the FCS, allows one to relatively reduce the problem formulation
complexity in comparison to continuous control set MPC methods [4]. Conveniently, in FCS-MPC, the problem is reduced
to an exhaustive search algorithm (ESA), i.e. evaluating the FCS candidates in terms of system plant predictions and a cost
function that determines the suitability of each candidate. However, exhaustive enumeration of all the possible candidates can
become intractable depending on the selected prediction horizon length (V), i.e. the number of time steps considered in these
predictions. In particular, the problem complexity grows exponentially with N,. Thus, an ESA-based solution is generally
disregarded due to computational issues for NN, > 3. There is an important amount of recent research works attempting to
mitigate this problem [2], [S]-[7]. The reason is that important closed-loop performance benefits can be achieved by increasing
the prediction horizon. In particular, it is possible to achieve a better harmonic performance for a given switching frequency,
or reduce the switching frequency for a target harmonic distortion [8], [9].
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To overcome these computational issues, a large part of the study of long prediction horizon -FCS-MPC (LPH-FCS-MPC)
in the literature has focused on the design and implementation of the optimization algorithm. To solve this problem more
efficiently than through exhaustive enumeration, it was proposed to transform the problem into an equivalent box-constrained
integer least-squares (BILS) problem [8]. This enabled the usage of branch-and-bound techniques such as the sphere decoding
algorithm (SDA) that can solve the problem without exploring every candidate in the FCS. Research works achieving practical
implementation of LPH-FCS-MPC can be categorized in three groups. The first one is characterized by the use of dSPACE
platforms, generally reaching up to N, =4 [5], [10], [11]. These platforms offer excellent rapid prototyping capabilities.
However, they are quite expensive (around tens of thousands of dollars). The second group is based on low cost FPGA
platforms (hundreds of dollars) [6], [12]-[14]. These implementations achieve great performance as they can generally reach
N, ranging from 5 to 7. Nonetheless, these proposals usually require hardware programming which is not ideal in terms
of design and verification complexity. Finally, other works opt to use intermediate solutions following High-Level Synthesis
tools to accomplish implementations in FPGA-based platforms with reduced design complexity [7], [15]. However, the required
platforms in this case are more expensive as FPGA resource consumption is higher. Also, the obtained performance is generally
lower, with IV, = 4.

In this paper, it is proposed to imitate the behavior of the SDA by means of an artificial neural network (ANN). The
main objective is to establish a method by which LPH-FCS-MPC can be solved reaching large N, with reduced costs and
low computational requirements. ANN-based techniques have been previously proposed in FCS-MPC works. In [16]-[18], an
ANN is used to select the optimal weighting factors of the cost function. However, the control algorithm is solved through
conventional methods. It is possible to find some works in the literature that propose the usage of neural networks to imitate
the control algorithm. However, there are some important differences that can be highlighted. In [19], an ANN-based control
strategy is proposed for the output voltage control of an UPS. The ANN is trained with a conventional FCS-MPC strategy
with IV, = 1. The design is validated with simulation results. Thus, there is no proof of experimental validity of this method
or extension to long prediction horizons. This limits the proposal practical usefulness as FCS-MPC with N, = 1 is not
computationally challenging with modern control platforms. In [20], an ANN is proposed to learn an LPH-FCS-MPC problem
up to IV, = 5. However, experimental assessment is not provided. This step is crucial as the main motivation for the usage of
ANN is to obtain a more easily implementable algorithm to solve the LPH-FCS-MPC problem. In [21], an ANN is proposed
to imitate the behavior of conventional FCS-MPC up to N, = 3. Experimental validation is provided to show the validity
of ANN for practical application. However, usage of the conventional FCS-MPC formulation limits the achievable prediction
horizon. Also, control effort limitation is not considered in the formulation. This is an important element as it is known that
under no control effort penalty, long horizon FCS-MPC renders the same solution as FCS-MPC with V,, = 1 [1].

In contrast to other FCS-MPC ANN imitation works, the proposed approach is trained to learn only the search stage of
the LPH-FCS-MPC algorithm. This aims to be a more flexible and generalizable method. Particularly, a conventional SDA is
selected as it provides optimality guarantee with much greater efficiency than exhaustive enumeration, while being a sufficiently
standard solution in the LPH-FCS-MPC literature. Another benefit is that SDA imitation is relatively well-known in multiple
input multiple output (MIMO) communication systems [22] where it is usually employed as information detector. However,
SDA has become computationally prohibitive in modern MIMO communication systems and several works have been published
on this topic proving that the application of deep learning to MIMO decoding can drastically reduce the complexity of the
decoder while preserving its performance [23]-[26]. In particular, the authors of [23] investigate several ANNarchitectures,
obtaining promising accuracy with low computational complexity. The major problem of the proposed architectures is their
lack of flexibility, causing a performance drop of the detector in varying channels, a common situation in real communication
systems but not in LPH-FCS-MPC for power conversion applications where the system model can usually be considered as
time invariant [7]-[10].

Thanks to the proposed method, it is possible to achieve viable solutions up to N, = {7,8} using a single microprocessing
core of a low-cost platform such as the Zyng-7000. In contrast to other LPH-FCS-MPC works, this eliminates the requirement
of costly platforms or hardware design knowledge, providing a very accesible methodology to implement LPH-FCS-MPC and
incentivize its usage in the industry.

The rest of this paper is organized as follows: In Section II, the selected system model and the control problem are presented.
Section III is dedicated to illustrate the conventional SDA algorithm. The ANN imitator for SDA solution is described in Section
IV. Finally, experimental validation is provided in Section V.

Il. SYSTEM MODEL AND LPH-FCS-MPC FORMULATION

A grid-forming two-level three-phase voltage source inverter (VSI) with output LC' filter is selected as the case study for
this paper. The electric circuit is shown in Fig. 1. System variables and parameters are summarized in Table I.

The prediction model for this system can be expressed in state-space form as shown in Table II !. By default, magnitudes
are referred to the stationary «3-frame for simplicity. A steady-state Kalman filter is used to estimate the output current value

'I,, and O,, are the identity and zero matrices of dimension n x n, respectively. The matrix J is: J = H _(1) } . Matrix be‘i is the well-known

power invariant Clarke’s transformation matrix.
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Fig. 1. Three-phase VSI with output LC filter circuit.
TABLE |
SYSTEM VARIABLES AND PARAMETERS
Variable Description
Ly, Cy Output filter inductor and capacitor
bf.abe = [if,a ifp ifyc]T Output filter inductor current
Vo,abc = [vo,a Vo,b vo,c]T Output filter capacitor voltage
Vi abe = [Vi,a Vi,p V)T VS| output voltage
Vde DC-link voltage
Sabe = [Sa Sp Se]T VSI switching state
to,abc = [to,a to,b io,c]T Output load current
VS abe = [v3.q vy h v(*)yc]T Output filter capacitor reference voltage
fsy Ts Sampling frequency and sampling period
TABLE I
DISCRETE PREDICTION MODEL
af frame UPS system equations
x =Az; + Bu
State-space model a k K
yr =Czy
State variables zp = [(35,6)T (Wo,k)T (Gok)T]F
Input up = Sabc,k
Output and reference Yk = Vo,k» Yp =5,
Ts
A =eATs B = / eAc(Ts=7) B dr
0
(o)) —L%f.rz 0,
Matrices Ae = C%b - _C%fIz
(0)) (0} Jw
T
ﬁIZ 02
B: = (0 beﬁvdcv C= I
02 02

without direct measurement [27]. The filter inductor current, capacitor output voltage and the output load current are the state
variables.

The control input uy, is the switching state of the inverter, Sgpc , With Sl‘z:a,b,c € {0,1}. Thus, uy, € V, where V = {0,1}3
is the FCS which defines the admissible switching positions. The system output yy, is a selection of the state variables that the
controller aims to regulate. In the particular case of the grid-forming VSI, the output voltage v, i is selected as the system
output. The objective is to follow a sinusoidal reference v . For the LPH-FCS-MPC formulation, it is useful to define the
so-called switching or input sequence Uy, output sequence Y, and output reference sequence Y. These result from appending
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the individual inputs and outputs within the prediction horizon in a single array [6], [12].

The desired behavior is imposed by means of a cost function. This function assigns a value to each possible control action
that quantifies its suitability and impact in the system to accomplish the control targets. The same conventional cost function
defined in [8] is used:

k+N,—1
Te= > llyer —yialls + Mlwe — w3 (1
(=k

The output voltage regulation is addressed by the first term, as the squared error between output and reference is evaluated.
Switching sequences that yield smaller tracking error will present lower costs and be favored by the optimization algorithm.
The second term is the control effort penalization. It evaluates the switching effort of imposing a different switching state.
Weighting factor A > 0 adjusts the trade-off between the switching effort penalization and output tracking error. Higher values
provide lower average switching frequency F,,, as states that imply switching a semiconductor are deemed less preferable.
Due to the impact of this parameter in the formulation, it is also shown in several papers that A can also greatly affect the
computational costs of branch-and-bound techniques when solving the optimization problem [6], [12].

The selection and evaluation of candidates is performed by the optimization algorithm, which seeks the minimization of the
cost function. To solve this problem more efficiently, it is convenient to reformulate it as an equivalent BILS-problem. The
necessary operations for this particular case are described in [6]. The final result is summarized in the expression:

U = argmin J, = argmin || HU,, — O3 2
Uk Uk
s.t. Uy, € {07 1}3Np7 (25)

where (2b) are constraints that restrict the input sequences to members of the FCS extended for N,. Also, U;™ is the
unconstrained solution to the optimization problem. This can be computed every time step as U™ = W ! F,. Computation
of matrices W, H and vector Fj, is described in [8]. Matrix H is a lattice generator which forms a 3N,-dimensional discrete
space wherein the solution lies. The optimization problem is equivalent to finding the optimal U}, within the lattice with the
shortest Euclidean distance Jj, to U™ = HU}™ in the transformed space.

I1l. SPHERE DECODING ALGORITHM

The conventional SDA for LPH-FCS-MPC applications is a branch-and-bound algorithm that can solve the BILS-problem.
Its fundamental principle lies on the successive computation of candidate hyperspheres centered at the unconstrained solution
U’,‘C“‘C. Each of these hyperspheres contains one candidate sequence from the FCS. It is guaranteed that candidates outside this
hypersphere can be disregarded and eliminated from the search process. The SDA seeks to minimize the squared radius of the
incumbent hypersphere until the smallest hypersphere is found, which corresponds to the optimal sequence U ,gpt.

The evaluation of each hypersphere’s squared radius can be successively performed following a sequential process in which
each step considers a new component Uy (7). This process is usually illustrated with a tree diagram with 3N, levels as shown
in Fig. 2. Each level presents a predefined number of nodes that append a new individual switching position to the parent
branch in component i. Thus, each node is a partial candidate Uy (i : 3N, — 1) = [Ux(i) Ug(i+1) .. Ui(3N,— 1)]T.
The conventional SDA follows a depth-first search strategy where vertical progression to an inferior layer ¢ — 1 is prioritized.
However, when exploring a branch, if the partial cost exceeds that of the incumbent candidate, it is guaranteed that the
subsequent nodes growing from this branch will not yield an optimal solution. Thus, these children nodes are not explored.
This is done by performing a sidetracking movement, for which, a different switching position U} (7) is assessed for the current
tree layer ¢. If all the individual switching positions are explored from a parent node and none of them yield a better candidate
than the incumbent, the branch can be pruned, effectively deleting all the subsequent children nodes from the search space.
This is done by performing a backtracking movement, where the next layer corresponds to the parent node (¢ + 1). The imposed
search strategy does not allow the algorithm to return to the pruned branches, remaining outside of the algorithm’s scope.

In each node, a partial cost is computed and accumulated to the branch cost. The 3N, + 1 dimensional array, d is used to
calculate, store and retrieve these costs following the equation:

d(i) = ||H (i, ) Uy — U™ (i)[[3 + d(i + 1), 3)

where H (7,:) denotes row 4 of matrix H and d(3N,) = 0.

The SDA provides a certificate of optimality with important computational costs reductions in comparison with exhaustive
enumeration. This feature has allowed practical application of several LPH-FCS-MPC works [5]-[7], [12]-[14]. Nonetheless,
there is still an important drawback to the SDA method which is its inherently high computational variability. For this reason, it
is necessary to introduce computational upper bounds that limit the amount of explored nodes so that a solution can be available
within the allowed time, albeit suboptimal [28]. This implies that the SDA search stage may end prematurely. Thus, losing the
certificate of optimality and introducing a certain degree of suboptimality that can noticeably degrade performance of LPH-
FCS-MPC. This problem has been extensively studied and analyzed in the literature, leading to the proposal of several design
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Fig. 2. Three-layer SDA search tree (N, = 1). The search pattern is illustrated by arrows. Blue color indicates branches further explored to a
deeper level (i — 1). Yellow dashed arrows represent a horizontal step (U () + 1). Red dash-dotted arrows imply backtracking (i 4+ 1). Red triangle
nodes indicate branch pruning. A yellow square indicates a suboptimal solution that was selected as incumbent. The green circle is the optimal
solution.

and implementation techniques that address this computational concerns to achieve long N, [6], [7], [12]-[14]. However, these
proposals present a considerable drawback due to the extensive usage of FPGA resources and the development of hardware
designs that are complex in terms of design and verification effort. For this reason, it is proposed to design an ANN that will
learn the ideal SDA behavior without computational constraints. The ANN must be able to map the correct solution to each
optimization problem in a more computationally efficient manner than the SDA.

IV. ARTIFICIAL NEURAL NETWORK FOR SDA IMITATION

ANNSs are mathematical models inspired by the human brain. Each neuron in the network provides a non-linear function,
called activation function, of the sum of its weighted biased inputs [29]. Neurons are usually organized in layers, so the same
inputs simultaneously feed all the neurons in the layer. In a deep ANN, layers are stacked. Thus, the outputs of each layer are
connected to the next layer inputs. The supervised learning of ANN aims to establish the input-output mapping and functional
relationships of complex problems such as the BILS-problem previously formulated [30]. Thus, the optimal sequence provided
by the SDA algorithm is equivalent to class in a classification problem.

The ANN for MIMO detectors presented in [23] cannot be directly used in LPH-FCS-MPC due to the inherent differences
of both applications. In the case of MIMO detectors, the terms in equations (2a) and (2b) are complex and different sets of
constellations are usually available for transmitting the information (the equivalent of the FCS V in FCS-MPC). The main
difference is related to the H matrix, which represents the MIMO channel: it is unknown by the receiver and it is usually time
varying in mobile communications. For these reasons, a new ANN specifically designed for the SDA used in LPH-FCS-MPC
is proposed.

A. Proposed ANN

The proposed ANN is a 3-layer neural network with 2 hidden layers, as shown in Fig.3, where [ denotes the layer number.
Thus, [ = {1, 2} are the hidden layers, and [ = 3 is the output layer. A previous pre-processing block is added to both remove
the mean value and to scale the ANN input to unit variance.

The inputs of the ANN (commonly called features) are the M = 3N, components of the unconstrained solution U"",
without transforming to the space generated by H. This reduces the number of online calculations. The number of neurons
in the hidden layers is also M, whereas the number of neurons in the output layer was chosen based on the number of
switching states of the inverter (8). Some previous simulations showed that neither more neurons per layer nor more hidden
layers improve the accuracy results.

Each inverter switching state is 8-bit one-hot coded, i.e, each state is represented by an 8-bit number where only one bit is
set to “1” and the remaining bits are “0”. Regarding the ANN outputs, the neurons of the output layer encode the switching
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Fig. 3. Proposed ANN architecture. The inputs are normalized before feeding the ANN, where M neurons compose the hidden layers (I = {1, 2}),
the same number as the inputs, and 8 neurons compose the output layer (I = 3).

state of the inverter by means of a softmax function, which is commonly used in other classification applications [31]. That is,
each of the eight outputs neurons W,, provides a value between 0 and 1, with a total sum equal to 1. The higher WW,, value is
the one-hot coded version of the inverter switching state. The equivalent 3-bit coded version of this state is mapped to the three
first components of the optimal sequence ngt during the training process. The softmax function is only implemented during
the training process because it is required by the categorical crossentropy function used as loss function [31]. In the hardware
implementation, the softmax function is not performed, only its argument is calculated in each output neuron of the ANN.
The resulting switching state is calculated by detecting the maximum of these arguments, since this maximum yields the same
result and avoids calculating the softmax function. Regarding the activation function, a reduced complexity approximation of
the hyperbolic tangent function shown in (4) is selected for all the neurons of the hidden layers.

1 ifx>1
falz) =<z ifxzel-1,1] 4)
-1 ifz< -1

ANN with ideal hyperbolic tangent was also tested and implemented, showing that the approximation has a negligible impact
on the performance of the ANN, while reducing computational costs in comparison to the ideal.

B. Datasets and ANN training

Datasets were generated by simulation of the UPS model whose parameters are shown in Table III, which includes an ideal
implementation of the SDA algorithm, i.e., a certificate of optimality is ensured. In order to cover several operation conditions
and to improve the generalization of the proposed ANN, the models are set with the parameters shown in Table IV. That is, each
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Fig. 4. Example of training process (fs = 25kHz and IV, = 7). a) accuracy, and b) loss function value on the validation dataset versus number of
epoch.

TABLE IlI
UPS PARAMETERS

Parameter Value

Output filter inductor, L 2 mH

Output filter capacitance, C'y 50 uF

DC-link voltage, v4. 700 V

Voltage reference (phase to ground) 230 V

Fundamental frequency 50 Hz
TABLE IV

PARAMETERS VARIATIONS FOR THE TRAINING OF THE ANN

Parameter Values
Load resistor [Q2] {15, 30,60}
Load inductor [mH] {10, 20}

Target switching frequency, F.,, [kHz] {1.5,2,2.5}

dataset includes simulations using three load resistors, two load inductors, and three target switching frequency values. One
dataset was generated per each sampling frequency fs = {20,25,33,40} kHz and per prediction horizon N, = {1,2,...,7}.

The equivalent time duration of the datasets were 20 periods of the fundamental frequency. By default, these datasets are
unbalanced as the switching states are not uniformly distributed. Particularly, zero vectors are more probable than active vectors.
To avoid the model to be biased to any switching state, the datasets were randomly down-sampled to the minority one. The
resulting balanced dataset was splitted for training (80 %) and testing (20 %). In addition, the 20 % of the samples of each
training dataset was reserved for model validation during the training process. The exact number of samples used for training
depends on the trained case. For example, 88909 samples were used to train the model for configuration f; = 25kHz and
N, =T.

The ANN model is implemented, trained, and evaluated using Keras, the deep learning API written in Python running on
top of the machine learning platform TensorFlow. The interested reader is referred to [32] for a detailed description of the
followed steps. For training, a variation of the stochastic gradient descent method called Adam optimizer has been selected
[31]. A learning rate of 103, batch size of 64 samples and 5000 epochs were selected to carry out the training. In some
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TABLE V
LOSS FUNCTION / ACCURACY VALUES ON THE TEST DATA FOR DIFFERENT SAMPLING FREQUENCY fs AND HORIZON (NNp).

f. = 20kHz fs = 25kHz  fs = 33kHz fs = 40kHz
0.051 /098  0.036/099  0.031/099  0.033/0.99
0.077/097  0.075/097  0.048/098  0.041/0.99
0.148/0.94  0.119/095  0.073/097  0.071/0.97
0225/091  0200/092  0.094/096  0.079 /0.97
0217/091  0.187/093  0.140/094  0.114/0.95
0283/0.88  0216/091  0.154/094  0.119/0.95
0261/090  0242/090  0.177/093  0.137/0.95

\IO\UI-PL»I\)b—_t?

TABLE VI
COMPUTATIONAL COMPLEXITY PER ANN LAYER: ‘+’ AND ‘*’ ARE ADDITIONS AND PRODUCTS, RESPECTIVELY.

Layer * + Layer % +
0 3N, 3N, 2 9NZ 3N,
1 INZ 3N, 3 24Ny 8

TABLE VII
MEASURED Fsy FOR Ny, = 7. F%, 1S THE TARGET Fly IN kHz. EACH PAIR REPRESENTS Fiyy ANN / Flsy, IDEAL SDA

Fr, f.=20kHz f,=25kHz f, = 33kHz f, = 40kHz
15  157/155 1.55/ 1.54 1.47 / 1.49 1.65 / 1.68
2.0  2.13/2.06 1.99 / 2.01 1.94 / 2.00 1.97 / 1.97

2.5 2.50/2.49 2.55/2.50 2.40/2.52 24717253

cases the batch size is increased up to 128 to avoid convergence problems. As other classification problems, the categorical
cross-entropy function is used as loss function [31].

To avoid over-fitting, the following measures have been implemented: (a) the hidden layers include L1 and L2 regularization,
and (b) validation-based early-stopping. L1-L2 regularization includes a term in the cost function that penalizes the network
weights [31], whereas early-stop uses the accuracy on the validation set to premature stop the training processes. If the validation
accuracy does not improve in the patience time of 500 epochs, the training process is stopped, and the weights are restored
from the best epoch in that set [31].

To illustrate the training process, the accuracy and loss function histories for case N, = 7 and fs = 25kHz are shown in
Fig.4 (a) and (b), respectively. The monotonous evolution of both, the results obtained with training and validation datasets,
with no sign of divergence, shows that the over-fitting has been avoided. The accuracy shown in Fig.4(a) exhibits that the
training loop is stopped at epoch 2500, after 500 epochs with no improvement.

C. Trained models results

Table V shows the accuracy and the value of the loss function. Lower horizons and higher sampling frequency exhibit better
performances for both, loss function and accuracy.

The confusion matrix of case N, = 7, fs = 25kHz is shown in Fig.5. Here, each element represents the instances of
known versus predicted switching states, both coded in decimal. The bottom row and the column on the right summarize
the information of columns and rows, respectively. The lower right corner shows the total accuracy of the model. Note that,
switching states 0 and 7 (the same switching state) exhibit lower accuracy. In addition, the predicted switching states are
uniformly distributed (see the right column of Fig. 5), indicating that the ANN does not alter the distribution of the switching
states provided by the SDA (see bottom row of Fig.5).

Regarding computing complexity, Table VI shows the number of arithmetic operations that the proposed ANN requires for
a given horizon N,,.

V. PERFORMANCE EVALUATION
A. Simulation Results

The first analyses use the same data sets and simulation model employed in Subsection IV-B for the training of the ANN.
Unless otherwise specified, all the results presented in this subsection have been obtained simulating 20 fundamental cycles
and averaging the results for all the combinations of parameters shown in Table IV.

The simulation analysis focuses on the optimization process performance and how this translates to the control outcome.
For this, two metrics will be the focus of the study: optimality Op(%) and total harmonic distortion THD(%). Optimality
refers to the optimization phase success rate. An ideal SDA is capable of unequivocally finding the optimal, i.e. provides an
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Fig. 5. Confusion matrix for case: fs = 25 kHz and N, = 7. It is evaluated only on the dataset test portion.

optimality of 100 %. However, an ANN or a constrained SDA algorithm may select suboptimal solutions in some occasions. In
simulation, it is possible to compute a percentage of successfully found optimal solutions in the total amount of optimization
problems computed in the considered time frame. As a byproduct of this suboptimality, a certain control outcome degradation
is to be expected. To address control outcome in the analyzed UPS application, the THD of the output voltage is computed
and represented.

Fig. 6a shows the optimality of the proposed ANN architecture for different [V, and fs values. As stated in Subsection
IV-B, each point of the graphs corresponds to a particular ANN implementation trained for these particular pair of values.
From this figure it can be seen that for the depicted range of N, and f the optimality is always greater than 85%. As seen in
Subsection IV-C, lower prediction horizon lengths and higher sampling frequencies exhibit better optimality. Also, suboptimal
solutions selected by the ANN-SDA have a low impact in terms of THD degradation. Fig. 6b also shows the evolution of the
THD versus N, comparing the ideal SDA algorithm (with no limit in the number of explored nodes) and the proposed ANN
architecture for different values of f,. From this figure, it can be seen that the THD obtained with the ANN is very similar to
the one with the ideal SDA. The greater difference occurs at f; = 25 kHz and N,, = 6 where it is lower than 0.2%.

Regarding the switching frequency, Table VII shows the measured switching frequency versus the sampling frequency,
comparing the proposed ANN architecture and the ideal SDA, for different target switching frequencies. From this table, it
can be seen that the ANN can imitate the outcome of the ideal SDA while yielding similar switching effort.

Additionally, the generalization ability of the designed ANN was evaluated, i.e., its ability to adapt properly to new and
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Fig. 6. a) Optimality versus N,,. b) THD versus N, for different f, values. The THD obtained with the ideal SDA is also shown for comparison.

TABLE VI
EXECUTION TIMES FOR ANN-BASED LPH-FCS-MPC ALGORITHM.

Ex. Time N, =3 Np =4 Np =5 Np =6 Np =7
Tade 7.53 ps
Tpre 311 us 430 us  5.85 s 7.56 us  10.09 ps
TANN 376 us 542 pus 733 pus 975 us  12.21 ps

previously unseen data. Simulations with loads different than the ones used in the training process were tested, more specifically,
load resistors of {10, 20,40, 50,70}€, and load inductors of {5,15,25}mH. The obtained results, not presented here for the
sake of brevity, are almost the same than the one presented in Fig. 6. For instance, for a target switching frequency of 2 kHz,
the absolute value of the differences between the THD obtained with the new loads and the one shown in Fig. 6 are always
lower than 0.08%. These results prove that the ANN is able to generalize well for new load values.

B. Experimental Results

Experimental tests are performed in an UPS laboratory prototype that consists of a 20-kVA 2L-VSI connected to an LC filter.
The VSI is composed by three SKM100GB12T4 commercial IGBT modules from Semikron operated using the Semikron 32
PRO R gate driver. Parameters are the same as in the simulation study unless otherwise specified. The utilized load is a 30 2
resistor with a 20 mH inductor. The digital control is implemented in a low-cost PYNQ-Z1 development board from Digilent
Inc. The board is based on a Xilinx Zyng-7000 FPSoC. Execution times for the entire algorithm are depicted in Table VIII in
terms of ADC conversion time, preliminary calculations and ANN computation.

Four optimization techniques are assessed in the comparisons. The first method is the proposed ANN-SDA design executed
in one ARM core. The second method is the conventional constrained SDA, as proposed in [8], [14] and executed in the same
ARM core. For further validation, the FPGA-based, parallel SDA proposed in [12] and K-best SDA proposed in [6] are also
included in the comparative results.

For these tests, the parallel SDA is configured with 8 parallel blocks and K-best SDA with K; = 8. Harmonic distortion
results for different parameters are depicted in Fig. 7. As can be seen, the proposed ANN-SDA design provides a vastly
superior performance to the conventional SDA. In particular, the conventional SDA implemented in microprocessor yields a
very degraded performance for N, > 4 due to the required computational upper bounds. For this application, it is found that
the maximum number of nodes that can be explored halves by each incremental unit of N,. For instance, this value is 60
nodes for N,=5 and 30 nodes for N, = 6, which is insufficient for proper solution of the optimization problem. In contrast,
the ANN-SDA achieves further improvements as [V, is increased. Also, performance is generally better than other advanced
techniques that require more complex and resource demanding implementations, as they similarly suffer from computational
restrictions. This fact is demonstrated in the experiment shown in Fig. 8. As can be seen, when selecting a prediction horizon of
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Fig. 7. Steady-state performance as a measure of the output voltage THD. Sampling frequency is fs = 25 kHz. a) Switching frequency sweep for
N,, = 6. b) Prediction horizon sweep for Fi,, = 1.5 kHz.

N, =7 and Fy,, = 2 kHz, the optimization problem is too complex for parallel SDA and K-best SDA methods. However, the
ANN-SDA has been able to properly learn the optimization problem from the ideal SDA and provide more accurate solutions.

Another important topic regarding the ANN-SDA method is adaptability to operation points outside the training set. For
instance, in the proposed design, training is performed for a set of three different switching frequency values Fl,, = {1.5,2,2.5}
kHz, which correspond to specific parameter A values depending on parameters such as IV, or f; among others. Even if training
is performed for these specific A values, the proposed method decouples the optimization phase from the rest of the control
algorithm. Thus, in contrast to other ANN-based methods fin the literature such as [20], [21], it is possible to tune different
A parameters that affect the calculation of the unconstrained solution. Interestingly, experimental results highlight that the
proposed ANN-SDA provides great flexibility to parameters outside the training set. This fact is depicted in Fig. 9.

VI. CONCLUSION

The main contribution of this paper is the design and development of an ANN imitator for the conventional SDA to solve
the underlying optimization problem in LPH-FCS-MPC strategies. Solving the optimization stage with an ANN provides a
method with fixed computational costs where a great part of the problem original computational burden is shifted to the offline
training. The results highlight the validity and the benefits of this method as the achieved performance is vastly superior to
the conventional SDA executed in the same microprocessor with computational upper bounds. The proposed method is also
compared against more advanced optimization techniques in the literature that require costly hardware resources. The proposed
ANN-SDA can outperform these techniques while maintaining a strong robustness for parameters outside the training data.
For this reason, ANN-based SDA has been revealed as a very promising tool to help the growth of LPH-FCS-MPC strategies
and enable wider application in the industry.
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