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Abstract—Cybersecurity is developing rapidly, and new meth-
ods of defense against attackers are appearing, such as Cyber
Deception (CYDEC). CYDEC consists of deceiving the enemy
who performs actions without realizing that he/she is being
deceived. In this article, we conduct a comprehensive review
of the CYDEC paradigm, addressing its main techniques and
tools to its most relevant applications and highlighting the
principal benefit in each scenario. Furthermore, we highlight
the potentially revolutionary use of Artificial Intelligence (AI) in
conjunction with CYDEC, analyzing the most significant gaps
in the field of CYDEC-AI and, at the same time, identifying the
most promising opportunities to address these gaps and present
to the scientific community the next steps in the field of CYDEC-
AI. Thanks to the research that follows from this paper, we will
better understand the great potential for the use of CYDEC-AI
in modern defense systems.

Index Terms—Cyber Deception, Artificial Intelligence, Cyber-
security, Cyber Defense

I. INTRODUCTION

In an increasingly connected and digitized world [1], the
proliferation of users, devices, and applications has become
overwhelming. This technology boom has been accompanied
by an avalanche of data [2], which is of critical value and
subject to strict privacy and confidentiality regulations. In
this scenario, the security and reliability of systems become
essential and non-negotiable in any sector of society and
industry, especially when it comes to critical infrastructures
where ensuring security is a top priority.

The cybersecurity landscape is exacerbated by the con-
tinued increase in the number and complexity of cyber
attacks [3]. Malicious actors have developed increasingly
sophisticated techniques to infiltrate systems, steal sensitive
information, alter records, and, in most cases, cause significant
damage. The expansion of threats such as ransomware [4],
phishing, and cyber espionage constantly threatens individuals
and organizations. This huge increase in cyber attacks is due to
the economic benefit it brings to cybercriminals, thus creating
an increasingly booming data market surpassing different
countries in terms of Gross Domestic Product (GDP) [5].

Another critical arena that is being targeted by cyber-
criminals is the military environment, whose cyberspace has
become a new battleground where nations measure their
forces in a scenario that transcends physical borders [6]. In
this sense, cyber capabilities have become crucial to many
nations’ national defense and security strategies as conflicts
and tensions increasingly shift to the digital realm. States seek
not only to protect their critical infrastructure and national

secrets but also to use cyberspace to gather intelligence,
conduct covert operations, and, in some cases, exert influence
on the international stage [7].

In this context, a solid cybersecurity strategy is essential to
protect against these constantly evolving threats. This strategy
focuses not only on detection and response to incidents
but also on proactive prevention or active defense [8]. This
cybersecurity strategy seeks to fortify systems and safeguard
organization’s assets. It also allows for the anticipation and
blocking of attacks intended to disable or disrupt entity’s
normal operations, which could result in catastrophic conse-
quences, both financial and operational [9].

Due to these needs, new concepts and novel techniques
are appearing to which special attention should be paid to
defend against cyber attacks successfully. Specifically, one
that has caught the attention of the research community and
industry is Cyber Deception (CYDEC) [10], or Cyber Military
Deception (CYMILDEC) [11] as a counterpart to CYDEC in
military environments. In particular, CYDEC is defined as a
cybersecurity strategy that involves deliberately implementing
some form of deception in a environment to confuse and deter
cyber attackers. Figure 1 shows the main advantages and use
cases of CYDEC. These use cases are divided into three:
slowing attacker, learning and protect assets, and each of
them has several advantages that enhance the effectiveness of
CYDEC techniques to provide defense to different application
scenarios.

CYDEC

Protect assets
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Datasets
Improve systems
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Figure 1. Cyber Deception uses case and main advantages.

The idea behind CYDEC is to create a digital environment
based on deception that makes it difficult for attackers to
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accomplish their malicious goals and makes them believe
that they have gained access to valuable data or systems.
This proactive approach not only seeks to defend against
attacks by slowing them down or even neutralizing the
attack within a controlled environment but also to gather
information about the tactics and motivations of adversaries
that allows organizations to strengthen their defenses based
on the knowledge gained. CYDEC is becoming an essential
tool in the modern cybersecurity arsenal, helping businesses
and government entities improve their resilience in the face
of ever-evolving cyber threats. As an example, the use of
honeypots could be used for the detection and study of threats,
in order to improve detection systems. [12].

However, analyzing vast volumes of heterogeneous data
from various sources regarding attacker/threat behaviors poses
a significant challenge. While humans can perform this task
manually, it’s laborious and time-consuming, prompting the
emergence of Artificial Intelligence (AI). AI enhances pre-
vention, detection, and reaction systems, enabling continuous
learning and improvement in security mechanisms. Machine
learning algorithms enable AI to process extensive data and
identify patterns indicative of malicious activity. Furthermore,
AI’s adaptive nature enables security systems to promptly
respond to emerging threats.

The convergence between CYDEC and Artificial Intelli-
gence (AI) promises to mark a revolution in cybersecurity in
the future [14]. As the AI continues to develop and mature,
its integration with the CYDEC will become increasingly
promising and crucial in the fight against cyber threats. In the
near future, we can anticipate that AI will drive the creation of
even more sophisticated and adaptable CYDEC environments.
In fact, AI systems can generate and deploy decoys and traps
autonomously and in real-time, making cyber attacks much
more difficult to execute successfully. The AI will also enable
continuous, in-depth analysis of cybercriminals’ tactics and
strategies, which will help organizations anticipate and defend
against emerging threats such as “0-days” (vulnerabilities
that have just been discovered and do not yet have a patch
to address them) more effectively. In addition, the AI and
CYDEC will work simultaneously to improve the detection
and mitigation of cyber threats. In particular, AI based systems
will be able to identify patterns of suspicious behavior in real-
time and make decisions.

Despite the great advantage of the union of these two
aspects, there are no papers that identify the union of these
two concepts and identify the gaps and opportunities of the
interconnection of the two.

In the light of the above, the most promising innovations
in the paper are summarized below:

• We give an insight into the most important technical prin-
ciples and their associated tools to help future researchers
choose and implement methods of CYDEC.

• We contextualize the current use of CYDEC and the main
advantages and disadvantages of its use by organizations.
We also show which are its main application scenarios.

• We identified gaps and opportunities in the union of
CYDEC and AI to focus researchers on key areas of ex-
ploration, improving CYDEC techniques and leveraging
the benefits of AI to improve security systems.

The reminder of this article is as follows: a compilation
of CYDEC’s main techniques as well as its main tools are
presented in Section II. In Section III, we provide a contex-
tualization of CYDEC and its main application scenarios. In
the Section IV, we detail the main gaps and opportunities that
CYDEC and AI together present and, finally, in Section V, we
review the main conclusions of the work and propose possible
next steps.

II. RELATED WORK

Next, we are going to define which are the papers related
to CYDEC. These works will be divided according to the
technique used, and subsequently, the main tools used to carry
out each technique will be identified and defined.

A. Techniques

This section will explore various CYDEC techniques used
to deceive, disorient, and deter adversaries. Each technique
offers an additional layer of protection to strengthen an orga-
nization’s security, from the implementation of honeypots and
honeynets to the application of obfuscation and perturbation.

• Honeypots [15]: They are computer systems designed to
simulate real resources and attract attackers. Honeypots
are configured to record and analyze attacker behaviors,
which help organizations to understand the tactics and
techniques used by adversaries and detect suspicious
activity within the organizations’ network.

• Honeynets [15]: They are networks of interconnected
honeypots. While an individual honeypot can simulate a
single system, a honeynet is a collection of honeypots
that simulate an entire network.

• Honeytokens [15]: They are lures of information placed
within a system or network to lure attackers and alert
them to suspicious activity. Honeytokens can be files,
fake credentials, or any other type of false data that
attackers can find and indicate an intrusion when used
or accessed.

• Honeyfiles [15]: These are fictitious files or documents
that contain information valuable to attackers. By access-
ing these files, attackers reveal their presence and inform
defenders about their targets and tactics.

• Redirections [16]: It is a technique that involves redirect-
ing attackers’ network traffic to fake or isolated systems,
away from real critical systems and data. This diverts
attackers’ efforts and allows defenders to detect and
respond to threats.

• Decoys [17]: These are fake systems, applications, or
data designed to resemble an organization’s real assets.
The main difference with honeypots is that a decoy
should look as much like a real system as possible.

• Obfuscation [18]: The process of hiding or masking sys-
tems or data’s true purpose or operation. In cybersecurity,
obfuscation makes it difficult for attackers to understand
and analyze assets.

• Perturbation [19]: It involves introducing deliberate
changes to an organization’s systems, networks, or data
to confuse attackers and hinder their activities. Disrup-
tion can include changes to network topology, system
configuration, or data distribution.
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• Moving Target Defense (MTD) [20]: It is a strategy that
involves continually changing an organization’s security
parameters to make it more difficult for attackers to
predict and exploit vulnerabilities.

B. Tools

Understanding key CYDEC techniques should be paired
with identifying the essential tools for executing those tech-
niques effectively. Below, we identify the main tools with
which to carry out CYDEC and, in addition, we can see in
Table I the relationship of each tool with the techniques that
can be implemented.

Table I
LIST OF TECHNIQUES AND CORRESPONDENT TOOLS IDENTIFIED

IN THE CYDEC CONTEXT.

Techniques Tools

Honeypots Awesome Honeypots

Honeynets Modern Honey Network (MHN)
Specter

Honeytokens
Canarytokens

Metta
Honeybits

Honeyfiles Canarytokens

Redirections
HoneyPorts

Iptables
Fiddler

Decoys Clonezilla
Acronis True Image

Obfuscation Obfsproxy

Perturbation Packet generator tool

MTD
UBER

MIRAGE
DESIR

• Awesome Honeypots [21]: A curated list of awesome
honeypots, plus related components and much more,
divided into categories such as Web, services, and others,
with a focus on free and open source projects.

• MHN [22]: It is an open-source platform for centralized
honeypot management and threat data collection. MHN
facilitates the configuration and deployment of honeypots
and provides tools for analyzing and sharing threat data.

• Specter [23]: It is a commercial solution that provides a
distributed honeypot network and an intuitive user inter-
face for analyzing threat data. Specter helps organizations
detect and respond to cyber threats by creating digital
decoys.

• Canarytokens [24]: It is a tool that allows generating
honeytokens, such as web links, documents, and email
addresses, to detect unauthorized activity. Canarytokens
alerts administrators when one of these decoys is ac-
cessed or used, indicating a possible intrusion.

• Metta [25]: It is an open-source tool that generates
honeytokens and helps track the spread of insider threats.
Metta can be used to simulate the presence of sensitive
data and detect unauthorized access attempts.

• Honeybits [26]: It is a tool that generates false data
or decoys within a network to deceive attackers and
discourage attacks. Honeybits can be used to simulate
the presence of valuable assets and lure attackers away
from real network resources.

• Honeyports [27]: They are fake ports or spoofed services
that lure attackers and log their activities. Honeyports can
be implemented using firewall software or network tools
to fool adversaries and protect real systems.

• Iptables [28]: It is a packet filtering and Network Ad-
dress Translation (NAT) tool on Linux-based operating
systems. iptables can be used to redirect network traffic
and control access to network services and resources.

• Fiddler [29]: It is an HTTP traffic debugging tool that
allows network administrators to analyze and manipulate
web communications. It can be used to create deception
scenarios and detect malicious activity on the network.

• Clonezilla [30]: It is an open-source disk cloning tool
that allows creating and restoring disk images of com-
plete systems. Clonezilla can be used to create identical
systems.

• Acronis True Image [31]: It is a commercial backup and
recovery solution that offers advanced system cloning
features. Acronis True Image can be used to clone
systems in real-time.

• Obfsproxy [32]: It is a tool used to obfuscate network
traffic and complicate the work of attackers. Obfsproxy
can be combined with anonymizing software like Tor to
hide behavior and activities.

• Packet generator tool [33]: It is a tool that allows
creating and sending customized data packets through
a network to add changes in the network behavior to
deceive the attacker and not to obtain behavioral patterns.

• UBER, MIRAGE, DESIR [34]: These three tools are
part of the same research group focused on BAT. De-
pending on the scenario where we want to perform, we
can choose one of them.

As discussed in this Section and Table I, we have iden-
tified tools with functionality associated with a technique
of CYDEC to help future researchers find the easiest way
to implement different CYDEC strategies. Any techniques
described above can be implemented using programming
languages, software-defined networking (SDN), or similar. In
addition, the table identifies the most commonly used tools
to carry out CYDEC techniques, leaving aside tools that are
rarely used, paid tools or those that do not offer the required
level of support and updating.

Existing works in the literature focus on defining and
identifying CYDEC techniques, leaving aside how they could
be implemented or executed. Due to this lack of knowledge,
the compilation and association undertaken in this work
represent a novelty that will furnish future researchers with
the necessary knowledge to execute these CYDEC techniques.

III. WHAT IS CYBER DECEPTION?
CYDEC, as a cyber defense strategy, represents a fasci-

nating and underexplored facet of the digital security world.
In a landscape where cyber threats are constantly evolving,
deception is an intriguing and promising way to protect
critical assets. While its implementation may be limited, the
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convergence of the CYDEC with the new capabilities of the
AI offers an exciting prospect for its future development and
application. In Section III-A, we discuss a review on the
current use of CYDEC, while in Section III-B we show the
main CYDEC application scenarios.

A. Actual use of CYDEC and AI

Although the concept of CYDEC has been under devel-
opment for several years, its practical application, especially
when combined with AI, remains relatively limited. This is
due to several factors, including the technical complexity
of implementing effective CYDEC strategies and the need
to overcome concerns about potential unwanted side effects,
such as false positives or interference with legitimate opera-
tions [35].

Despite these challenges, there is a growing recognition that
CYDEC, combined with AI, can provide a highly effective
layer of defense against various threats [36]. The AI provides
advanced analytics capabilities that can detect patterns and
anomalies in data at a speed and scale that are impossible for
humans.

When used with CYDEC, AI (CYDEC-AI) can further
enhance organizations’ ability to prevent, detect, and mitigate
security threats. For example, deception systems can improve
their methods with the continuous learning that takes place
thanks to the AI. By performing this action, we will be
transforming our system into an autonomous system with the
ability to operate independently.

In the current era, there are several companies with exten-
sive experience in using deception-based technologies [37],
some of which are based in Spain and have direct ties to
U.S. government funding agencies. These types of companies
seek to use the CYDEC to mitigate threats they detect in
their systems more sophisticatedly. The main disadvantage
of the vision of these companies is that they focus all their
effort on the CYDEC, leaving aside the advantage of using the
AI to improve these systems autonomously and to generate
intelligence for each attack that is made towards our organiza-
tion. An additional benefit of integrating artificial intelligence
into these systems is the ability to adapt and learn from past
attacks, enabling a faster and more effective response to new
threats. In addition, AI can automate detection and response
processes, freeing up human resources and reducing threat
detection and mitigation time.

Another important aspect of researchers’ current use of
CYDEC is that all these years in which CYDEC has been
present, much emphasis has been placed on the Honey-X part.
At the same time, the other techniques with great potential to
prevent, detect, and mitigate threats and attacks have been
forgotten. As a result, we have obtained a great knowledge of
the Honey-X part but a great lack of knowledge of redirection
or decoy strategies with an important potential.

Figure 2 shows a high-level architecture detailing the link-
ing components between CYDEC and the AI. In addition, the
application scenarios identified in Section III-B are shown.
In the Figure we see how CYDEC-AI is able to perform
defensive actions in both prevention, detection and reaction to
threats by complementing the various advantages of CYDEC
and the use of AI to enhance the decision and performance
techniques.

B. Application scenarios

Another key point when studying the concept of CYDEC is
where defense strategies based on CYDEC can be carried out,
i.e., in which scenarios it can be applied effectively. Below,
we show the main application scenarios in which CYDEC
techniques can be used to improve defense:

• Critical Infrastructure: In sectors such as energy, trans-
portation, healthcare, and utilities, CYDEC-AI can pro-
tect critical infrastructure against targeted cyber attacks.
Implementing CYDEC systems powered by CYDEC-AI
can detect and mitigate emerging threats [38], ensuring
the availability and integrity of vital services to society.
For this purpose, networks of decoy traps could be
created to trick the attacker into not detecting which of
the systems is the real one.

• Defense and Homeland Security: CYDEC-AI plays a
crucial role in protecting military and government net-
works against advanced cyber threats. The use of various
techniques in this area can greatly improve military de-
fensive capabilities as well as those of public institutions
by improving and innovating their security techniques.
In this context, the use of decoy-driven redirection
techniques would be of great use along with improved
information gathering and attribution techniques [39].

• Internet of Things (IoT) environments: In the IoT con-
text, CYDEC-AI can protect IoT devices and networks
against intrusions and cyber attacks. In order to deceive
attackers in such scenarios, MTD strategies can be used
to make the attack more difficult while not consuming
unnecessary resources [40].
By implementing CYDEC techniques and behavioral
analytics supported by CYDEC-AI, organizations can
detect and mitigate threats in real-time, ensuring the
security and integrity of IoT ecosystems.

• 5G/6G: In next-generation networks, such as 5G and
future 6G, CYDEC-AI plays a key role in protecting the
communications infrastructure from threats. By utilizing
CYDEC techniques and vulnerability analysis driven by
AI, organizations can mitigate the security risks associ-
ated with these emerging technologies, ensuring fast and
secure connectivity for users and devices. In this way,
any attacker found in wireless networks can be tricked
or moved to a different network so as not to harm the
connectivity of other users [41].

As we progress in the digital age, the adoption and evolu-
tion of CYDEC in partnership with AI are crucial to keep
us one step ahead of cyber adversaries. In this direction,
collaboration between industry, academia, and government
agencies will be critical to unlocking the full potential of these
powerful tools and safeguarding the integrity and security of
our digital infrastructures.

Moreover, acknowledging that CYDEC is predominantly
utilized in network and cybersecurity realms, it’s pivotal
to consider its potential extension to diverse contexts. This
includes detecting financial fraud, safeguarding online pri-
vacy, countering social media disinformation, and curtailing
public opinion manipulation campaigns. Expanding into new
domains demands interdisciplinary teamwork and innova-
tive adaptation of existing techniques, promising substantial
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Figure 2. High level architecture CYDEC-AI highlighting the main defensive actions it can perform.

progress in digital threat defense.

C. Ethics aspects

Ethics in the field of CYDEC [42] emerges as a crucial area
for reflection and action in the digital age. In this context, the
ethical challenges are diverse and require detailed considera-
tion to ensure that the use of these techniques does not violate
fundamental values or generate unintended consequences.

One of the main ethical issues facing the field of CYDEC is
how to ensure that activities conducted through systems such
as CYDEC adhere to sound moral and legal standards. It is
crucial to clearly define under what circumstances it is eth-
ically justifiable to use disinformation or data manipulation,
and how we can ensure that these practices do not violate
individual or collective rights, such as privacy or freedom of
expression [43].

Ensure thorough examination of these crucial inquiries to
steer the conscientious advancement and application of these
technologies. Additionally, prioritize transparency and ac-
countability in CYDEC techniques’ utilization. Users should
openly disclose their actions and goals, and be governed by
robust oversight and control measures.

This implies not only responsibility on the part of individual
actors [44], but also the need for clear policies and regulations
governing the use of CYDEC in different contexts, whether
military, corporate or governmental.

Furthermore, incorporating real-world instances illustrating
ethical dilemmas in CYDEC enhances comprehension of
the field’s ethical challenges. It’s crucial to consider various
viewpoints, encompassing effects on both individuals and so-
ciety, to comprehensively tackle these issues. By recognizing
these challenges, we can advance towards a more ethical
and accountable utilization of CYDEC techniques, fostering
a safer digital environment for everyone.

IV. CYDEC-AI: WHAT IS STILL MISSING?

As previously mentioned, the intersection between CYDEC
and AI has emerged as a crucial field in cybersecurity, offering
new perspectives and approaches to address evolving cyber
threats. However, as we progress with this technological
convergence, many challenges and opportunities emerge that
must be addressed to realize the full potential of CYDEC-AI.

In this section, we explore a variety of key gaps and
opportunities in CYDEC-AI. From the need for more accurate
metrics to adapt to increasingly sophisticated attacks, each
challenge presents an opportunity to innovate and improve our
cyber defenses. In addition, we examine how the utilization of
AI can provide innovative solutions to address these problems,
from continuous learning to multiple attack detection.

Throughout this exploration, we will identify key areas
where additional research and collaboration between industry,
academia, and government agencies is required to advance
the field of CYDEC-AI and ensure cyberspace security in an
increasingly digitized and connected world.

A. Gaps

First of all, we will define the most important generic
gaps. We will also define what each gap consists of and
the associated opportunities within these gaps. We can see a
summary of the relationship between gaps and opportunities
in Table II.

1) Improving CYDEC techniques: Continuous enhance-
ment of CYDEC techniques is vital to combat the evolving cy-
ber threat landscape. Many existing techniques rely on estab-
lished principles and may not adequately address sophisticated
cyber attacks. A key challenge is their limited adaptability
to emerging adversary tactics, such as advanced evasion
techniques and exploitation of specific system vulnerabilities.
Moreover, the lack of diversity in deception techniques can
render decoys and deception environments easily identifiable
by attackers, diminishing CYDEC effectiveness. This gap in
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Table II
LIST OF GAPS-OPPORTUNITIES IDENTIFIED IN THE CONTEXT OF CYDEC-AI.

Gaps Opportunities

Improvement of the techniques of CYDEC
Designing a decision making approach to generate environments of CYDEC

Implement CYDEC techniques with stealth behavior.
Update and improve attack modeling.

Integration of mechanisms for AI to CYDEC

Leveraging AI for continuous learning.
Improve attack attribution techniques.

Researching and adopting other, newer AI techniques.
Develop and provide appropriate datasets.

Joining of different CYDEC methods Propose a comprehensive framework integrating
prevention, detection, and response strategies with CYDEC

Evaluation of implemented solutions
Identify additional specific metrics.

Develop and employ more advanced test environments.
Implement realistic testbeds.

improving CYDEC techniques exposes organizations to more
complex and harder-to-detect cyber threats, jeopardizing data
and system integrity, confidentiality, and availability.

2) Integration of AI mechanisms into the CYDEC: The
effective integration of AI mechanisms into CYDEC solutions
is essential to strengthen the cyber defenses of organizations.
However, despite the enormous potential offered by AI, its
full implementation and adoption in the CYDEC domain still
faces significant challenges. One of the main limitations is
the lack of adequate infrastructure and resources to develop,
deploy, and maintain complex AI systems in cybersecurity
environments. In addition, AI requires extensive and high-
quality datasets to train models accurately, which can be
difficult to obtain in dynamic and constantly changing cyber
environments. This also includes the significant breakthroughs
in recent advancements in AI models and mechanisms, where
the field has evolved greatly, and AI strategies must be adapted
to these new AI methods. The lack of integration of AI
mechanisms can limit the ability of CYDEC solutions to
proactively adapt to emerging threats and detect and mitigate
cyber attacks more accurately and effectively. The main gap in
the use of AI in CYDEC environments is given by the constant
improvement of reaction and detection systems as well as the
improvement of decision making. In addition, there is also a
big gap in the use of AI techniques for attack attribution and
the creation of more sophisticated deception environments.

3) Joining different methods of CYDEC: The use of dif-
ferent methods of CYDEC for the improvement of defense
capabilities presents as a determining gap. However, there is
currently a gap in the integration and coordination of these
methods. The lack of unification can result in redundancies,
gaps in defense coverage, and difficulties in managing and
maintaining multiple CYDEC solutions. In addition, the lack
of a unified approach can make it difficult to effectively
detect and respond to cyber attacks, as adversaries can exploit
gaps between different defense methods. This gap in bridging
different methods of security leads to a weakness in acting
effectively against attacks/threats.

4) Evaluation of implemented solutions: The correct eval-
uation of CYDEC solutions is still a task to be solved in
order to identify which of the techniques implemented in
different scenarios is the most determinant. However, there
is currently a gap in the ability of organizations to conduct

comprehensive and regular evaluations of these solutions.
The lack of a systematic and standardized approach can
result in incomplete or superficial assessments, making it
difficult to identify vulnerabilities and weaknesses in cyber
defenses. In addition, the lack of clear and objective metrics
in environments where CYDEC and AI are used is a weakness
in the implementation of both.

B. Opportunities

Once the most important gaps have been defined, we will
define and develop the associated opportunities, relating each
opportunity with the gap to which it contributes, as reported
in Table II.

1) Designing a decision making approach to generate
environments of CYDEC: Developing a structured and sys-
tematic approach to decision-making in generating CYDEC
environments could provide an opportunity to improve the
effectiveness of these solutions. By establishing clear criteria
and well-defined decision-making processes, the likelihood
of creating more effective and difficult-to-detect decoys and
deception environments could be increased.

2) Implement CYDEC techniques with stealth behavior:
Developing CYDEC techniques with stealthy behavior could
provide an opportunity to improve the ability to defend
against cyber attacks. By operating unobtrusively and going
undetected by adversaries, these techniques could increase the
effectiveness of CYDEC solutions by deceiving attackers and
protecting systems undetected. Stealth is the most important
feature of any CYDEC technique, and currently, few papers
focus on obtaining that feature.

3) Update and improve attack modeling: Updating and
improving attack modeling to accurately reflect modern tac-
tics and techniques used by cyber adversaries could provide
an opportunity to strengthen cyber defenses. By developing
more advanced and up-to-date models, the ability of CYDEC
solutions to anticipate and respond to emerging threats can be
improved, increasing the effectiveness of protection against
cyber attacks. In this context, the use of CYDEC for the
creation of information gathering environments plays a key
role in accomplishing this task.

4) Leveraging AI for continuous learning: Taking full
advantage of the AI for continuous learning could provide an
opportunity to improve the capability of CYDEC solutions.
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By enabling solutions to learn and adapt to new threats
continuously, the ability to detect and respond to evolving
cyber attacks could be improved. In other words, making
the best use of the environments created in response to feed
our detection and prevention systems. Using different AI
techniques in real-time to improve our systems will equip
our organizations with a continuous defense, i.e., every new
threat that appears we will be able to detect and mitigate it. For
example, by isolating new threats in controlled environments
we will be able to observe their behaviors and observe patterns
that will help us to detect them.

5) Improve attack attribution techniques: Improved attack
attribution techniques in CYDEC environments, supported by
AI, could provide an opportunity to strengthen cyberattack
response capabilities. The development of more accurate and
effective methods for attributing attacks could make it easier
to identify the culprits and take appropriate measures to
mitigate damage. AI can play a crucial role in this process
by analyzing large volumes of security event data, identifying
patterns and correlations between different attacks and helping
to determine the origin and modus operandi of attackers.

6) Researching and adopting other, newer AI techniques:
Researching and adopting other newer AI techniques, such
as Natural Language Processing (NLP), deep learning, evo-
lutionary computing, federated learning, generative AI, etc.,
could open up new possibilities in the CYDEC field. These
techniques could improve the ability of solutions to detect
and respond to cyber threats more effectively while providing
greater flexibility and adaptability to ever-changing cyberse-
curity environments. Thanks to techniques such as federated
learning, we will be able to share the intelligence generated
by different organizations to improve common systems. In
addition, the emergence of generative AI will make the
deception scenarios created increasingly sophisticated.

7) Develop and provide appropriate datasets: Developing
and providing appropriate datasets to feed AI systems in the
CYDEC field could provide an opportunity to improve the
ability to detect and respond to cyber attacks. By having
relevant and representative datasets, the accuracy and effec-
tiveness of CYDEC solutions in identifying and mitigating
threats could be improved. This type of action can be devel-
oped thanks to technologies such as honeypots, honeynets, or
decoys. A large deployment of machines in the cloud capable
of collecting information and tagging it automatically can be
carried out.

8) Propose a comprehensive framework integrating preven-
tion, detection, and response strategies with CYDEC: Devel-
oping a comprehensive framework that integrates prevention,
detection, and response strategies with CYDEC could provide
an opportunity to improve the effectiveness of cyber defenses.
Such a framework would enable more effective coordination
between different cybersecurity components and optimize the
use of CYDEC to protect systems against various threats.

9) Identify additional specific metrics: Developing and
establishing additional specific metrics to evaluate the effec-
tiveness of CYDEC solutions could provide an opportunity
to improve the understanding and measurement of their im-
pact on cybersecurity. These metrics could enable a more
accurate assessment of solution performance and facilitate the
identification of areas for improvement. In particular, it will

be necessary to obtain Key Performance Indicators (KPIs)
of the quality of the different CYDEC mechanisms for each
technique, i.e., a study of the most decisive characteristics of
CYDEC techniques should be carried out to identify their key
points and to obtain the most appropriate metrics.

10) Develop and employ more advanced test environments:
Developing and employing more advanced test environments
that simulate realistic cyberattack scenarios could provide
an opportunity to improve the CYDEC solutions. These
environments would allow researchers and developers to test
and refine solutions against more complex threats, resulting in
increased robustness and adaptability of CYDEC’s tools in de-
tecting and mitigating advanced cyber attacks. The main idea
is to replicate past attack scenarios to observe the behavior of
CYDEC techniques in critical situations. We will also have to
launch Advance Persistence Threats (APTs) against this type
of techniques to observe the ability of CYDEC techniques to
mitigate this type of attacks.

11) Implement realistic testbeds: Developing and estab-
lishing realistic testbeds could provide a solid platform for
testing and continuously improving CYDEC solutions. This
would enable more effective validation of existing techniques
and open opportunities for developing new strategies and tools
in a controlled environment, which could lead to significant
advances in cyber defense. Unlike the previous opportunity,
this one is based on the creation and testing of CYDEC tech-
niques in more realistic environments with more concurrent
data and more users and systems.

As we have seen in this section, there are a number of
gaps and opportunities related to the use of CYDEC and
AI in the cybersecurity domain. While these opportunities
are accompanied by significant challenges, they also offer a
wide range of benefits that have the potential to significantly
improve the effectiveness of our defense mechanisms.

V. CONCLUSIONS

This paper proposed a contextualization of the current
state of CYDEC, exploring its main techniques and tools,
application scenarios, and more. It also joining the concepts of
AI with CYDEC, aiming to revolutionize security benefits. To
achieve this, we identify the primary gaps in using CYDEC
and its linkage with AI and define the key opportunities to
fill them.

This research shed light on the current role of CYDEC in
the security arsenal of organizations and enterprises, and the
lack of a common understanding of its key concepts. It also
underscores the urgent need to harness the power of AI in the
context of CYDEC. These insights reveal numerous opportu-
nities to unlock the vast potential that remains untapped. This
research provides a robust foundation to drive the development
and implementation of innovative strategies that fully leverage
CYDEC and security capabilities.

The path forward involves a comprehensive compilation of
the state of the art on CYDEC, unifying key concepts of its
many features and creating a taxonomy. We also envision
the development of a generic framework that can unite all
CYDEC techniques for use in threat prevention, detection,
and mitigation. Lastly, we advocate further exploring the
opportunities identified through their application to leverage
their potential and generate comprehensive defense tools.
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