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A B S T R A C T 

The Lyman–Werner (LW) radiation field is a key ingredient in the chemothermal evolution of gas in the early Universe, as it 
dissociates H 2 molecules, the primary cooling channel in an environment devoid of metals and dust. Despite its important role, 
it is still not implemented in cosmological simulations on a regular basis, in contrast to the ionizing UV background. This is 
in part due to uncertainty in the source modelling, their spectra and abundance, as well as the detailed physics involved in the 
propagation of the photons and their interactions with the molecules. The goal of this work is to produce an accurate model of the 
LW radiation field at z ≥ 6, by post-processing the physics-rich high-resolution FiBY simulation. Our no v elties include updated 

cross-sections for H 2 , H 

− and H 

+ 

2 chemical species, IGM absorption by neutral Hydrogen and various spectral models for 
Population III and Population II stars. With our fiducial set of parameters, we show that the mean LW intensity steadily increases 
by three orders of magnitude from z ∼ 23 to z ∼ 6, while spatial inhomogeneities originate from massive star-forming galaxies 
that dominate the photon budget up to a distance of ∼100 proper kpc. Our model can be easily applied to other simulations or 
semi-analytical models as an external radiation field that regulates the formation of stars and massive black hole seeds in high- z 
low-mass haloes. 

Key words: astrochemistry – molecular processes – radiative transfer – methods: numerical – stars: Population III – early Uni- 
verse. 
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 I N T RO D U C T I O N  

olecular Hydrogen (H 2 ) is a key ingredient of the early-Universe
hemistry, as it represents the main cooling channel of pristine gas
t T < 10 4 K (Saslaw & Zipoy 1967 ; Peebles & Dicke 1968 ).
ight primordial elements such as Hydrogen and Helium are efficient
oolants in their atomic form only abo v e that temperature. On the
ther hand, heavier elements (collectively referred to as metals ) do
ot form during the Big Bang Nucleosynthesis and are a product of
he evolution and explosion of stars (Kobayashi, Karakas & Lugaro
020 ), either in isolation or in binary systems; hence cooling due to
etal-line transitions (Smith, Sigurdsson & Abel 2008 ), C-, F-, and
-based molecules and dust grains (Hirashita & Ferrara 2002 ) starts
ominating the energy budget of the interstellar medium (ISM) only
fter the first chemical enrichment episodes. 

The abundance of H 2 (and secondarily of other simple molecules,
.g. HD and HeH 

+ ) strongly influences the thermodynamical evo-
ution of the gas that condenses in the first mini-haloes forming at
edshift z ≤ 30 (see e.g. Abel, Bryan & Norman 2000 ; Galli &
alla 2013 , for a re vie w). Molecular cooling allo ws the gas to
each temperatures as low as ∼200 K, condense to high densities
nd form the first Population III (PopIII) stars (Haiman, Thoul &
oeb 1996 ; Tegmark et al. 1997 ). Analytical models, 1D and 3D
imulations all show that the compressional heating that develops
 E-mail: andrea@roe.ac.uk 
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hile gas falls into dark matter haloes is efficiently dissipated with
 central H 2 fractional abundance of at least 10 −5 –10 −4 (Abel et al.
000 ; Machacek, Bryan & Abel 2001 ; Yoshida et al. 2006 ; Latif &
hochfar 2019 ). This sets a clear consensus about the initial phase
f metal-free PopIII star formation episodes, while models diverge
n the final outcome of this process (the multiplicity and the Initial
ass Function – IMF - of PopIII stars), due to differences in the

patial and mass resolution, and in the treatment of accretion, gas
hemistry, and turbulence (see Bromm & Larson 2004 , for a re vie w,
r e.g. Hirano et al. 2015 ; Chiaki & Yoshida 2022 ; Latif, Whalen &
hochfar 2022b , for more recent discussions). 
Nevertheless, PopIII stars are generally thought to be massive and

ot (Bromm, Coppi & Larson 1999 ; Abel, Bryan & Norman 2002 )
nd are predicted to emit a copious amount of energetic photons
uring their very short lifetime (Schaerer 2002 ). The y e xplode as
iolent supernovae, leaving black hole remnants with masses ∼10–
00 M � (Fryer, Woosley & Heger 2001 ; Madau & Rees 2001 ) and
nriching the Universe with metals (Heger & Woosley 2002 ), that
ave the way for the formation of the first proto-galaxies made of
etal-poor Population II (PopII) stars (Bromm & Loeb 2003 ). 
Due to their peculiar features, PopIII stars represent also the most

mportant source of Lyman–Werner (LW) photons at the Cosmic
awn (e.g. Haiman, Abel & Rees 2000 ; Agarwal et al. 2012 ). The
W radiation lies within the soft-UV part of the electromagnetic
pectrum (its range is commonly indicated as 11–13.6 eV, or 911–
150 Å) and is able to efficiently dissociate H 2 through the two-
tep Solomon process (Solomon 1965 ; Stecher & Williams 1967 ).
© The Author(s) 2023. 
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 2 formation can be also prevented with the detachment of H 

−

nd the dissociation of H 

+ 

2 , due to NIR-VIS-NUV photons with a 
ew to ∼10 eV (Glo v er 2015a , b ). H 

− and H 

+ 

2 indeed represent the
wo main H 2 formation channels in the ISM at moderate densities
nd devoid of dust grains. Radiation abo v e the Lyman limit, that
n principle would be able to directly dissociate H 2 molecules, is
apidly absorbed by atomic H in the diffuse intergalactic medium 

IGM), that is still completely neutral at this stage. LW photons, on
he contrary, have a very long mean free path ( ∼100 cMpc; Haiman
t al. 2000 ; Ahn et al. 2009 ), as they can only be absorbed when
edshifted to the exact frequencies of the atomic Lyman transitions. 
 2 molecules, instead, are not dense enough in the IGM to play any

ole in this context. This leads to the definition of a spatially nearly
omogeneous background, whose intensity at the Lyman limit at z 

25 − 10 is often bracketed by J 21 ∼ 10 −3 and J 21 ∼ 10 2 , where
 21 is the Lyman–Werner background (LWB) intensity normalized 
o 10 −21 erg s −1 sr −1 Hz −1 cm 

−2 (e.g. Haiman, Rees & Loeb 1997 ;
achacek et al. 2001 ; Ahn et al. 2009 ; Trenti & Stiavelli 2009 ;

ohnson, Dalla Vecchia & Khochfar 2013 ). 
The build-up of a homogeneous LWB during the formation of the 

rst cosmological structures has important implications on the PopIII 
tar formation (Haiman et al. 2000 ), as it makes molecular cooling
nefficient in low-mass haloes. Without H 2 molecules, star formation 
s delayed until dark matter haloes reach virial temperatures of T vir 

10 4 K, when atomic H cooling becomes efficient and the collapse 
an start (Haiman et al. 1997 ). Recently, many theoretical efforts
ave been focused on trying to quantify this effect. The interplay 
etween a time-varying LWB and PopIII star formation has been 
xplored with cosmological hydrodynamical simulations (Wise et al. 
012b ; Johnson et al. 2013 ), that are designed to accurately capture
he highly non-linear evolution of cosmic structures, and with semi- 
nalytical/seminumerical models (Haiman et al. 2000 ; Ahn et al. 
009 ; Trenti & Stiavelli 2009 ; Agarwal et al. 2012 ; Qin et al. 2020 ;
isbal, Bryan & Haiman 2020 ), that on the other hand require a
ertain number of approximations and a priori assumptions, but 
llow a fast parameter exploration. In addition, Latif & Khochfar 
 2019 ), Kulkarni, Visbal & Bryan ( 2021 ), Schauer et al. ( 2021 )
mployed high-resolution small-scale cosmological simulations to 
xplore the minimum halo mass required for PopIII star formation 
n molecular cooling haloes under a range of constant LWB intensi-
ies. 

The modelling of the LW radiation is usually approximated, due to 
he technical complexity of the calculation from first principles (Abel 
t al. 1997 ; Wolcott-Green, Haiman & Bryan 2017 ) and the lack of
onstraints on the spectra of the stellar populations responsible for 
he LW emission (Bromm & Larson 2004 ). Often, only very young
opIII and PopII stars are considered in the radiative budget, stellar
volution is neglected, and the emissivity is kept constant (Greif & 

romm 2006 ). A fully self-consistent treatment of the closed loop 
etween star formation and the growth of a LWB, that e x erts a
e gativ e feedback on the subsequent star formation episodes, is also
ade difficult by the computational cost of radiative transfer methods 
 v er large cosmological volumes (Johnson et al. 2013 ). 
Another matter of debate is the importance of the LW radiation in

he context of the Direct Collapse Black Hole (DCBH) scenario 
Begelman, Volonteri & Rees 2006 ; Lodato & Natarajan 2006 ; 
ijkstra et al. 2008 ; Agarwal et al. 2012 ), that represents one of

he most promising formation channels of the initial seeds of the 
upermassive black holes observed at z > 6 (Fan et al. 2006 ;
ortlock et al. 2011 ; Ba ̃ nados et al. 2018 ). Haloes illuminated by

igh LW intensity, such as small star-less satellites of massive high- 
edshift galaxies, where the radiation from the neighbouring galaxies 
re v ails by orders of magnitude o v er the large-scale background,
ave been proposed as birthplaces of black holes with initial masses
f 10 4 −6 M � (Agarwal et al. 2014 , 2019 ; Wise et al. 2019 ; Lupi,
aiman & Volonteri 2021 , see also Bonoli, Mayer & Callegari 2014 ;
ernandez et al. 2014 ). 
A critical value J 21, crit of LW intensity is usually assumed to

xpress the minimum level of radiation needed to efficiently prevent 
 2 molecular cooling, the first-order requirement of the DCBH 

cenario together with a pristine chemical composition. In the last 
ew years many studies have explored its feasibility with 1D and 3D
ydrodynamical simulations that employ non-equilibrium chemistry, 
igh spatial and temporal resolution, and in some cases a self-
onsistent treatment of the radiative feedback from the central object 
Omukai, Schneider & Haiman 2008 ; Shang, Bryan & Haiman 2010 ;
egan, Johansson & Haehnelt 2014 ; Luo et al. 2018 ). Ho we ver,
 consensus on the value of J 21, crit is still lacking. Recent studies
e.g. Sugimura, Omukai & Inoue 2014 ; Latif et al. 2015 ; Wolcott-
reen et al. 2017 ) have shown that, if the interstellar radiation field

s modelled as a blackbody, J 21, crit can vary by many orders of
agnitude (from 10 to 10 5 ), depending on the assumed blackbody

emperature, usually 10 5 K (10 4 K) if PopIII (PopII) stars dominate
he radiation field. Agarwal & Khochfar ( 2015 ) have highlighted that
onsidering the evolution of the spectral shape across the lifetime of a
tellar population has an important impact on J 21, crit , especially when
lso long-li ved lo w-mass stars are included. Furthermore (Glo v er
015a , b ; Agarwal et al. 2016 ; Sugimura et al. 2016 ; Luo et al. 2020 )
ll proposed that the chemical netw ork emplo yed in the simulations
hould also include H 

− detachment and H 

+ 

2 dissociation, to provide 
 more accurate estimate of the H 2 formation rate. Further degrees of
reedom include the H 2 self-shielding treatment, that in the optically 
hick regime can reduce the effect of the LW photons by up to
hree orders of magnitude and strongly depends on the accuracy of
he calculation (Draine & Bertoldi 1996 ; Wolcott-Green, Haiman & 

ryan 2011 ; Hartwig et al. 2015b ; Wolcott-Green & Haiman 2019 ),
nd the impact of additional fields, such as X-rays or cosmic rays,
hat can increase the fraction of free electrons, thus facilitating the
ormation of H 2 (Inayoshi & Omukai 2011 ; Inayoshi & Tanaka
015 ; Glo v er 2016 ; Re gan, Johansson & Wise 2016 ; Park, Ricotti &
ugimura 2021 ). These uncertainties lie on top of other aspects, such
s unresolved fragmentation and long-term sustainability of the mass 
ccretion flow, whose role the scientific community still has to have
 final say on (e.g. Ge & Wise 2017 ; Bhowmick et al. 2022 ). 

With this work we tackle some of the current limitations of the
tudies on the effect of the LW radiation on the formation of stars
nd black hole seeds in the early Universe. In particular, we aim at
ho wing ho w the LWB and the other associated photochemical rates
an be accurately modelled given a star formation history, that can be
ither derived from a simulation or a semi-analytical model. We also
tudy the spatial inhomogeneities of the radiation field (Haiman et al.
000 ; Ahn et al. 2009 ; Dijkstra, Ferrara & Mesinger 2014 ). To do so
e post-process the First Billion Year (FiBY) suite of cosmological 

imulations. We describe the FiBY project in Section 2.1 , together
ith the methods employed in the post-processing algorithm. We 
eep an agnostic approach with regards to the IMF of PopIII and
opII stars (Section 2.2 ), in order to show the intrinsic uncertainty
ue to the current lack of constraints on the stellar models. We
utline our code that accurately calculates the photochemical rates 
n Section 2.3 , while deferring to a companion paper (Incatasciato
t al., in preparation) for a in depth comparison of the specific
ethods to calculate the H 2 dissociation rate given a stellar spectrum.

GM absorption is described in Section 2.4 . Our homogeneous LWB
odel is outlined in Section 3.1 , while its spatial inhomogeneities
MNRAS 522, 330–349 (2023) 
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re investigated in Section 3.2 . Finally, our considerations on the
mpact of the LWB on PopIII star formation are reported in Section
.3 . We then complete the paper with further discussions and our
onclusions in Section 4 . 

 M E T H O D S  

n this work, we use the simulations of the First Billion Year (FiBY)
roject to e v aluate the e volution of the LW background 1 at z ≥ 6.
he FiBY suite is described in Section 2.1 . To obtain an estimate
f the LW background we sample the radiation field by choosing
andom points ( observers ) within the simulation box. For each
bserver we sum the radiation emitted by all the sources, taking into
ccount various stellar models (described in Section 2.2 ), a detailed
alculation of the photochemical rates, including recent updates to
ake into account molecular level populations (Section 2.3 ) and the
bsorption by the IGM (Section 2.4 ). The number of points used in
ach snapshot is selected such as the mean and the standard deviation
f J 21 converge to per cent level and corresponds to O(10 4 ). We repeat
his e x ercise for each snapshot available at z ≥ 6. 

.1 FiBY 

he FiBY project (Johnson et al. 2013 ; Paardek ooper, Khochf ar &
alla 2013 ; Agarwal et al. 2014 ; Paardek ooper, Khochf ar & Dalla
ecchia 2015 ; Cullen et al. 2017 ; Phipps et al. 2020 ) includes a
et of high-resolution and physics-rich cosmological simulations
f the early Universe. The simulations were run with a modified
ersion of the GADGET-3 code (Springel, Yoshida & White 2001 ;
pringel 2005 ), already employed for the OWLS project (Schaye
t al. 2010 ). The code was updated further to include the rele v ant
hysical processes and stellar models required for a better modelling
f the formation of the first stars and proto-galaxies at z ∼ 30 − 6.
ubstructures within the simulations are identified with the SUBFIND

lgorithm (Springel et al. 2001 ) and merger trees are generated with
he method described in Neistein et al. ( 2012 ). 

We refer the reader to the original FiBY papers and the references
herein for a detailed description of the subgrid models and provide
ere only a brief summary. For completeness and convenience of
he reader, we also summarize the key parameters of all the runs
e.g. box size and mass resolution) used in this work in Table 1 . All
he simulations were run using the following cosmological param-
ters, consistent with those reported by the Wilkinson Microwave
nisotr opy Pr obe ( WMAP ) team in Komatsu et al. ( 2009 ): �m =
.265, �b = 0.0448, �� 

= 0.735, H 0 = 71 km s −1 Mpc −1 , and σ 8 =
.81. The same cosmological parameters are assumed throughout
his work, unless otherwise stated. 

Collisionless dark matter particles and SPH gas particles are the
wo main constituents of the simulated volumes. The thermodynam-
cal evolution of the gas particles is described with the usual atomic
ooling due to H and He, but also with metal line cooling (C, N, O,
e, Mg, Si, S, Ca, and Fe; Wiersma, Schaye & Smith 2009 ) and H 2 

nd HD non-equilibrium chemistry (Abel et al. 1997 ; Yoshida et al.
006 ). The multiphase interstellar medium (ISM) is modelled with an
f fecti ve equation of state (EOS), following Schaye & Dalla Vecchia
 2008 ), explicitly designed to yield star formation rates consistent
ith the observed Schmidt–Kennicutt law (Schmidt 1959 ; Kennicutt
NRAS 522, 330–349 (2023) 

 Here and in the following, when we refer to the LW background, we 
mplicitly consider not only the photons responsible for the H 2 dissociation, 
ut also the ones rele v ant for the H 

− detachment and the H 

+ 
2 dissociation. 

2

r
t
h

998 ). The density threshold for the ef fecti ve EOS is 10 cm 

3 , that
epresents also the threshold for the star formation. Depending
n the metallicity of the star forming gas, collisionless particles
epresenting metal-free Population III or metal-poor Population II
tars are spawned. Each stellar particle is treated as a single stellar
opulation with a perfectly sampled IMF. PopIII stars are assigned
 Salpeter ( 1955 ) IMF with stellar masses in the range 21–500 M �,
onsistent with the top-heavy IMF predicted e.g. by Bromm & Larson
 2004 ), while PopII stars have a Chabrier ( 2003 ) IMF that extends
own to subsolar masses. The critical metallicity to distinguish PopIII
nd PopII stellar particles is Z crit = 10 −4 Z � (Maio et al. 2011 ) 2 ,
here Z � = 0.02. Massive stars explode as supernovae at the end
f their lives. Metal enrichment due to core-collapse (CCSNe, 8 M �
 M � < 100 M �) and pair-instability (PISNe; 140 M � < M � <

60 M �) supernov ae follo ws He ger & Woosle y ( 2002 , 2010 ). The
hermal energy due to the explosions is stochastically injected to
he neighbouring particles following the scheme described by Dalla
ecchia & Schaye ( 2012 ). The cosmic reionization is modelled with
 time-dependent and spatially uniform UV radiation background
Haardt & Madau 2001 ), while high-density gas is shielded against
he UVB as proposed by Nagamine, Choi & Yajima ( 2010 ). One
pecific run (FiBY LW, see Table 1 ) includes also an on-the-fly
W background, that comprises both a homogeneous component
ependent on the cosmic star formation rate (Greif & Bromm 2006 )
nd the contribution from the local sources (Johnson et al. 2013 ). In
his run, the H 2 self-shielding follows the prescriptions by Wolcott-
reen et al. ( 2011 ). 
The main sources of LW photons in the early Universe are

opIII and PopII stars. The simulations predict high-redshift UV-
uminosity function and a star formation main sequence that are in
ood agreement with observational constraints (Cullen et al. 2017 ),
s well as an o v erall star formation rate density ( ρSFR ) that is in
air agreement with observational bounds (Johnson et al. 2013 ). This
ives us confidence that to first order stars form within the simulations
t the right rate and in the right objects. 

For the sake of completeness we show in Fig. 1 ρSFR of the XL
solid purple), L (dashed blue), M (dotted green), and S (dash-dotted
ed) FiBY simulations, superimposed o v er the one obtained with
eep HST observations at z ∼ 4–10 from two collaborations, in
rey (Oesch et al. 2014 ; Bouwens et al. 2016 ; Oesch et al. 2018 )
nd in red (McLure et al. 2013 ; Bowler et al. 2015 ; McLeod et al.
015 ; McLeod, McLure & Dunlop 2016 ), and recent constraints from
round (COSMOS/UltraVISTA) and JWST NIRCam photometry
Donnan et al. 2023 ) at z ∼ 8–15 in blue. We make use of the
haded regions to highlight the uncertainties due to the underlying
ssumption on the stellar IMF, where the higher (lower) values
re for a Salpeter 1955 (Chabrier 2003 ) IMF, that have different
V luminosity per stellar mass conversion factors (Madau &
ickinson 2014 ). To ensure a consistency between observations

nd simulations, we include only galaxies with SFR � SFR min =
.3 M � yr −1 , that corresponds to the integration limit of the UV
uminosity function down to M UV = −17 as in Oesch et al. ( 2018 )
nd Donnan et al. ( 2023 ). 

The simulations employ the same number of particles to evolve
he dark matter and baryonic density fields (684 3 each) within cubic
olumes of different sizes (from 32 to 4 cMpc). They therefore
 The specific choice of the critical metallicity does not strongly impact our 
esults, as metal pollution proceeds quickly and increases the metallicity of 
he interstellar medium (ISM) to large values in the hosting and neighbouring 
aloes (Maio et al. 2010 , 2011 ; Smith et al. 2015 ). 



Modelling the Lyman–Werner background 333 

Table 1. Compilation of the different FiBY simulations used in this work. We report the box size in the second column, where the corresponding value in 
brackets is the size when assuming h = 0.71. Columns 3, 4, and 5 show the number of particles of each component (dark matter and gas) and their (initial) 
mass. The final redshift reached is listed in Column 6, while the next one indicates whether the LW background is self-consistently calculated starting from 

the star formation rate and the local contribution of young stars (see Section 2.2 of Johnson et al. 2013 ). The last column reports a rough estimate of the mass 
of the smallest haloes resolved (with at least 50 dark matter particles). 

Name Boxlength (cMpc h −1 ) (cMpc) N 

1/3 M dm 

(M � h −1 ) M g (M � h −1 ) z end LW background M halo,min (M �) 

FiBY XL 22.72 (32) 684 2.24 × 10 6 4.56 × 10 5 4 N 1.6 × 10 8 

FiBY L 11.36 (16) 684 2.80 × 10 5 5.70 × 10 4 4 N 2 × 10 7 

FiBY M 5.68 (8) 684 3.50 × 10 4 7.12 × 10 3 6 N 2.5 × 10 6 

FiBY S 2.84 (4) 684 4.37 × 10 3 8.90 × 10 2 6 N 3 × 10 5 

FiBY LW 2.84 (4) 684 4.37 × 10 3 8.90 × 10 2 6 Y 3 × 10 5 

Figure 1. The star formation rate density ( ρSFR ) in the following FiBY 

simulations: XL (solid purple), L (dashed blue), M (dotted green), and S 
(dash-dotted red line). Coloured shaded areas indicate the ρSFR derived from 

deep HST and JWST + COSMOS observ ations: Bo wler et al. ( 2015 , z = 

5 −7), McLure et al. ( 2013 , z = 8), McLeod et al. ( 2015 , z = 9), and McLeod 
et al. ( 2016 , z = 10) are in red, Bouwens et al. ( 2016 , z = 4 − 8), Oesch 
et al. ( 2014 , z = 9) and Oesch et al. ( 2018 , z = 10) in grey and Donnan et al. 
( 2023 ) in blue. To ensure a consistency between observations and simulations, 
we estimate the FiBY ρSFR only from galaxies with SFR � 0.3 M � yr −1 , 
corresponding to the usual integration limit of M UV = −17 in the observed 
UV luminosity function. The horizontal lines indicate the minimum value 
that can be predicted by FiBY due to the limited volume of each simulation. 
The shaded regions quantify the uncertainties due to the assumptions on the 
stellar IMF: the higher (lower) values are for a Salpeter 1955 (Chabrier 2003 ) 
IMF, that give a slightly different UV luminosity per stellar mass, with a 
correction factor of 0.63 as suggested by Madau & Dickinson ( 2014 ). 
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nvestigate different sections of the halo mass function. In particular, 
nly the M and S boxes properly resolve H 2 -cooling haloes with M h <

0 7 −8 M � (last column in Table 1 ), but lack the rarer massive galaxies
ue to the limited volume. On the other hand, the larger L and XL
oxes focus on atomic-cooling haloes and include a wide range of
osmic environments, hence they contain massive galaxies above the 
bservational limit of SFR min from earlier times ( z ∼ 11–14, exactly 
he redshift range that is currently being studied for the first time with
WST ; Donnan et al. 2023 ; Harikane et al. 2023 ). The minimum ρSFR 

hat can be estimated from each simulation (corresponding to only 
ne galaxy with SFR = SFR min in the entire volume) is shown with
he horizontal thin lines. 

The ρSFR in FiBY shows a reasonable convergence between the 
L, L, and M volumes, and an evolution with redshift that is

onsistent with observations by Oesch et al. ( 2018 ) and collaborators.
o we ver, the slightly different absolute values suggest that FiBY
ight o v erproduce stars in massiv e galaxies at z � 10. Nev ertheless,
eviations on this level cannot be too surprising, given the uncertain-
ies both on the observational side (dust correction, incompleteness) 
nd in simulations (resolution, LW radiation, stellar feedback, only 
o name a few, see e.g. Vogelsberger et al. 2020 ). The shallower
volution found by McLeod et al. ( 2016 ) and Donnan et al. ( 2023 )
ndeed demonstrates that observations still do not provide a unique 
olution to this problem. Finally, the S box shows a peculiar evolution
t z = 6–9 that matches McLeod et al. ( 2016 ), despite being very
lose to the limits set by the small simulated volume. In conclusion,
he FiBY simulations produce a fairly realistic high- z Universe and
e consider it a useful tool to model the evolution of the LWB in the
re-Reionization Era. 

.2 Stellar emission 

e use nine different models for the spectral energy distribution 
SED) of the stars. For PopIII and PopII stars we employ the models
escribed in Table 2 and Table 3 , respectively, calculated with the
ublicly available stellar population synthesis (SPS) codes Yggdrasil 
Zackrisson et al. 2011 ), Slug2 (da Silva, Fumagalli & Krumholz
012 , 2014 ), and BPASS (Stanway & Eldridge 2018 ). Yggdrasil uses
odels for PopIII stars from Schaerer ( 2002 ) and Raiter, Schaerer &
osbury ( 2010 ) and provides pre-computed SEDs for a very top-
eavy IMF (Salpeter 1955 between 50 and 500 M �) and a more
oderate one (lognormal with characteristic mass equal to 10 M �).
lug2, instead, allows the user to calculate stellar SEDs with a wide
ariety of IMFs and evolutionary tracks (e.g. P ado va Bressan et al.
993 ; Gene v a Eggenberger et al. 2008 ; and MIST Dotter 2016 ), and
tmosphere models resembling the Starburst99 SPS code of Leitherer 
t al. ( 1999 ). 3 BPASS provides a large set of pre-computed SEDs
ith an in-depth treatment of stellar binary systems. The minimum 

vailable metallicity is 5 × 10 −4 Z �, hence we use BPASS models
nly for metal-poor PopII stars. 
To include the approximation of the stellar spectra commonly 

ssumed in the literature, we additionally consider two blackbody 
BB) spectra with T rad = 10 5 K and 10 4 K for PopIII and PopII stars,
espectively. The normalization of these spectra is chosen such that 
he number of emitted photons in the LW range per stellar baryon ηLW 

s 2 × 10 4 and 4 × 10 3 , respectively, as adopted in Greif & Bromm
 2006 ) and Johnson et al. ( 2013 ). When using the BB spectra we do
ot consider stars older than 5 Myr, in order to match the model used
n the FiBY (Johnson et al. 2013 ). 

PopIII and PopII stars often coexist in simulated high- z galaxies.
he total LWB is therefore calculated as the sum of the contributions
MNRAS 522, 330–349 (2023) 
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Table 2. SEDs for PopIII stars, where the masses are in M �. Nebular emission and extinction are neglected. The Slug2 spectra are calculated with the 
MISTv1.0 (Choi et al. 2016 ; Dotter 2016 ) non-rotating stellar tracks and are generated with logarithmic time-steps of 0.05 dex from 1 Myr to 1 Gyr, in order 
to accurately resolve the rapid evolution of young stellar populations. The presented metallicity is the minimum available for these stellar tracks. 

Name IMF Parameters Metallicity (Z �) SPS code References 

PopIII Ygg1 Salpeter ( 1955 ) M min = 50, M max = 500 0 Yggdrasil Schaerer ( 2002 ); Zackrisson et al. ( 2011 ) 
PopIII Ygg2 Lognormal M min = 1, M max = 500 0 Yggdrasil Raiter et al. ( 2010 ); Zackrisson et al. ( 2011 ) 

M c = 10, σ = 1 
PopIII Slug Salpeter ( 1955 ) M min = 21, M max = 300 10 −4 Slug2 da Silva et al. ( 2012 , 2014 ) 

Table 3. Same as Table 2 , but for for PopII stars. α1 and α2 are the low-mass and the high-mass slopes, respectively, and the masses are in M �. The BPASS 
SEDs include binaries as according to Stanway & Eldridge ( 2018 ) and have M min = 0.1 M �. Nebular emission and extinction are neglected. 

Name IMF Parameters Metallicity (Z �) SPS code References 

PopII BPASS TH Double power law α1 = −1.3, α2 = −2 5 × 10 −4 BPASS Stanway & Eldridge ( 2018 ) 
M t = 0.5, M max = 300 

PopII BPASS Chab Chabrier ( 2003 ) M t = 1, M max = 100 5 × 10 −4 BPASS Stanway & Eldridge ( 2018 ) 
PopII BPASS BH Double power law α1 = −1.3, α2 = −2.7 5 × 10 −4 BPASS Stanway & Eldridge ( 2018 ) 

M t = 0.5, M max = 100 
PopII Slug Chabrier ( 2003 ) M t = 1, M max = 120 10 −3 Slug2 da Silva et al. ( 2012 , 2014 ) 
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Figure 2. LW photon emission rate per stellar baryon for each SED used 
in this work. Models for PopIII and PopII stars are shown in black and red, 
respectively: with reference to the definitions in the main text and Tables 2 –3 , 
the ’FID’ (thick solid), the ’TH’ (thin solid), the ’SLUG’ (dot-dashed), the 
’BB’ (dashed), and finally the BPASS bottom-heavy IMF (red dashed line). 
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rom these two distinct stellar populations, where we consider 5 out
f the 20 possible combinations: 

(i) FID : PopIII Ygg2 + PopII BPASS Chab , this is our ’fidu-
ial’ choice; see bottom panel of Fig. A1 for an example of the SEDs
 Myr after the star formation episode; 
(ii) TH : PopIII Ygg1 + PopII BPASS TH , with top-heavy

MFs; 
(iii) BH : PopIII Ygg2 + PopII BPASS BH , with bottom-heavy

MFs; 
(iv) SLUG : PopIII Slug + PopII Slug , where both SEDs are

alculated with the Slug2 SPS code; 
(v) BB : PopIII BB5 + PopII BB4 , with single-temperature

lackbody spectra. 

In particular ‘TH’ and ‘BH’ should bracket the level of uncertainty
ntroduced by the choice of IMF, where the contribution from high-

ass and low-mass stars, respectively, is enhanced with respect to
ur fiducial model and to all the other combinations neglected in this
ork. 
We show in Fig. 2 the emission rate per stellar baryon of LW

hotons in the range 11–13.6 eV for each SED used in this work.
lack and red lines indicate PopIII and PopII models, respectively.
ur fiducial choice for PopIII stars (black thick solid line) is

onserv ati ve, as it could have been predicted from the IMF, since
he other PopIII models emit ∼5 times more LW photons in the early
tages, but die off very quickly after 5–10 Myr. The differences in
he IMFs for PopII stars can be noticed in the first 10 Myr, where the
umber of high-mass stars determines a factor of 4–5 higher (lower)
W emission of BPASS TH (BPASS BH) with respect to the fiducial
ase (red thin solid, dashed, and thick solid lines, respectively), while
hey all show pretty similar evolution at later times. PopII BB is
ardly distinguishable from the fiducial SED, but it shows a totally
ifferent shape when it comes to low energy photons that determine
he H 

+ 

2 dissociation and H 

− detachment rates (see bottom panel in
ig. A1 ). 
Once the radiation is emitted by a star, it takes a not-negligible

ime to reach an observer at a giv en como ving distance r com 

. By
NRAS 522, 330–349 (2023) 
everting equation (8) of Ahn et al. ( 2009 ), in the high-redshift limit 

 em 

= 

(
(1 + z obs ) 

−1 / 2 − H 0 �
1 / 2 
m 

r com 

2 c 

)−2 

− 1 (1) 

xpresses the redshift of emission of a photon observed at z obs (here
he redshift of a given simulation snapshot). We hence account for
he light time travel 	 t = t ( z obs ) − t ( z em 

) when choosing the age of
he emitted spectrum of each stellar particle, where t ( z) is the age of
he Universe at a given redshift. The time resolution of the spectra
enerated with the SPS codes listed in Tables 2 –3 allows us to
roperly follow the spectral evolution of a stellar population. The
hysical motion of the stars is instead negligible in this context. 

.3 Optically thin photochemical rates 

hree photoreactions need to be taken into account to accurately
 v aluate the formation and destruction of H 2 in pristine gas (e.g.
lo v er 2015a ): 

 2 + γ → H 

∗
2 → H + H hν � 6 . 7 eV (2a) 
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− + γ → H + e − hν � 0 . 76 eV (2b) 

 

+ 

2 + γ → H + H 

+ hν � 0 . 1 eV (2c) 

eaction ( 2a ) represents the indirect dissociation of H 2 molecules 
y LW photons via the two-step Solomon process (Solomon 1965 ), 
hile reactions ( 2b ) and ( 2c ) are the detachment of H 

− and the
issociation of H 

+ 

2 , respectively; these two chemical species are the 
ain catalysts that lead to the formation of H 2 at moderate densities

n a gas devoid of metals and dust. The full frequency-dependent 
omputation of these rates requires the following integration over 
he rele v ant range of photon energies: 

 [s −1 ] = 

∫ νmax 

νmin 

4 πJ νσ ( ν) 

hν
d ν, (3) 

here J ν is the radiation intensity in erg s −1 sr −1 Hz −1 cm 

−2 , σ ν is
he frequency-dependent cross section in cm 

2 , and νmax is the Lyman 
imit that corresponds to the ionization energy of Hydrogen atoms 
t 13.6 eV. As commonly assumed, photons abo v e this threshold are
e glected, as the y are quickly absorbed by the ISM in the proximity
f the source. We stress here that for the dissociation of molecules
n Reactions ( 2a ) and ( 2c ) the minimum energies required are lower
han the threshold energies usually adopted in the literature ( ∼11 and

2.65 eV, respectively, see e.g. Abel et al. 1997 ; Glo v er 2015a ). The
atter are valid when only the ground state roto-vibrational level of
he respective molecule is taken into account; ho we ver, we include
n our model also the appropriate population of e xcited lev els, that
ave lower bounding energies, hence the lower threshold energies. 
 detailed discussion on the molecular level populations is deferred 

o a companion paper (Incatasciato et al., in preparation), while here 
e limit the description of the rates calculation to a more general

evel. 

.3.1 H 2 photodissociation rate 

he indirect photodissociation of H 2 molecules takes place through 
he Solomon process (Solomon 1965 ): a molecule in the roto-
ibrational level with quantum numbers ( v, J ) of the electronic
round state X 

1 
 

+ 

g is excited to a ( v ′ , J ′ ) state of the B 

1 
 

+ 

u or C 

1 
 

+ / −
u 

lectronic level, due to the absorption of a Lyman or Werner photon,
espectiv ely. A fraction ( ∼ 15 per cent , on av erage) of the excited
olecules then decay into the vibrational continuum of the ground 

tate, resulting in its subsequent dissociation (Abgrall, Roueff & 

rira 2000 ). 
To compute the optically thin dissociation rate, we follow the 

pproach described in Draine & Bertoldi ( 1996 ), Abel et al. ( 1997 ),
olcott-Green et al. ( 2011 ), for the continuum limit: the ’ef fecti ve

ross section’ can be calculated with 

( ν) = C 

∑ 

v,J 

⎡ 

⎣ 

∑ 

v ′ ,J ′ 

( ∑ 

i ∈ LW 

f osc , i V( ν − ν0 , i ) f diss ,v ′ ,J ′ 

) 

N X ( v, J ) 

⎤ 

⎦ , (4) 

here C = 

πe 2 

4 πm e cε0 
(Corney 1977 ) 4 and the summation runs over all

he possible LW transitions, excited, and ground state levels. V( ν −
0, i ) is the Voigt line profile of the i-th transition between the ground
tate level ( v, J ) and the excited state level ( v ′ , J ′ ), whose width takes
nto account both the natural damping coefficient and the thermal 
 e is the electron charge, m e is the electron mass, c is the speed of light in 
acuum, and ε0 is the electric constant. 

h  

t  

5

roadening; f osc,i is the transition oscillator strength, f diss ,v ′ ,J ′ is the 
raction of molecules that dissociate after the excitation, and N X ( v,
 ) is the fraction of molecules initially in the level ( v, J ). 

The LW transitions are taken from the data bases of Ubachs
t al. ( 2019 ) and Salumbides et al. ( 2015 ), where the transition
requency ν0 , the oscillator strength f osc , and the natural damping
oefficient � are reported for each transition. These two data sets
re complementary and are updated versions of the widely used data
ase by Abgrall et al. ( 1993a , b , c ). The fraction f diss ,v ′ ,J ′ of excited
olecules ( v ′ , J ′ ) that dissociate is instead derived from Abgrall et al.

 2000 ) as A c / A t , where A c is the probability of decay to the vibrational
ontinuum and A t is the total probability of decay of an electronically
xcited state B/C. We also include the data from Abgrall et al.
 1997 ) 5 to derive the mean kinetic energy of the products of the
issociation (two H atoms), that in turn allows us to estimate the
verage heating rate due to H 2 photodissociation. We find ∼0.4 eV
er dissociated molecule, similar to Black & Dalgarno 1977 , but
ith some variations of the order of 30 per cent depending on the gas

emperature and density and the shape of the incident spectrum. 
We also take into account how the roto-vibrational levels of the

lectronic ground state X 

1 
 

+ 

g are populated, for a given combination
f gas temperature and density. These levels can be excited and de-
xcited both due to collisions or the absorption/emission of photons. 

hen these processes are frequent enough (abo v e a certain density
hreshold) the local thermodynamical equilibrium (LTE) is reached 
nd the level population follows the Boltzmann distribution. The 
TE density threshold for H 2 molecules lies between 10 3 and 10 6 

m 

−3 depending on the gas temperature. At lower densities only the
rst rotational levels of the ground vibrational level ( v = 0, J = 0–3)
re populated. At intermediate densities, we interpolate between the 
on-LTE ( k H 2 , 0 ) and the LTE case ( k H 2 , LTE ) as in Glo v er ( 2015a ): 

 H 2 = k H 2 , LTE 

(
k H 2 , 0 

k H 2 , LTE 

)α

, (5) 

here α = (1 + n / n crit ( T gas )) −1 . Interested readers will find a detailed
escription of n crit in Incatasciato et al. (in preparation). 
In this work, we do not vary the gas temperature (set at 10 3 K)

nd density (set at 10 2 cm 

−3 ), that is well within the non-LTE limit,
 crit being approximately 3 orders of magnitude higher at 10 3 K.
his choice of gas temperature and density ensures that the H 2 

nd H 

+ 

2 dissociation rates are representative of the initial stages of 
ollapse of a gas cloud in a low-metallicity environment (Omukai 
t al. 2005 ). The effect of the LW radiation during the subsequent
volution at densities n � 10 4 cm 

−3 would instead involve other
hysical processes, such as the H 2 self-shielding (Wolcott-Green 
t al. 2011 ; Hartwig et al. 2015b ; Wolcott-Green & Haiman 2019 ),
hat are beyond the scope of this work. 

.3.2 H 

+ 

2 photodissociation 

pdated state-resolved cross sections for the H 

+ 

2 photodissociation 
nd the inverse process (radiative association) are available in the 
iterature (e.g. Babb 2015 ; Zammit et al. 2017 ) for photons with
nergies as high as 40 eV. We choose to use the data from Zammit
t al. ( 2017 , 2018 ) as they are including the cross sections for all
he 423 roto-vibrational levels of the electronic ground state of 
 

+ 

2 . This makes the calculation more reliable in the LTE limit at
igh temperatures ( T gas ∼ 10 3 –10 4 K). They also take into account
ransitions to 23 different electronic excited states, while Babb ( 2015 )
MNRAS 522, 330–349 (2023) 
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Figure 3. H 2 modulation factor assuming a PopIII Ygg2 stellar population 
at different ages. The black dot-dashed line is the Ahn et al. ( 2009 ) fit, that 
reproduces fairly well f mod for young stars ( < 10 Myr, in blue), but fails to 
match it for increasing ages (green, yellow, and red solid lines). 
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6 We neglect here the resonant photons that are absorbed by the neutral IGM 

and re-emitted at lower frequencies. The data set of LW transitions adopted 
in this work is more extended than the one in Fialkov et al. ( 2013 ) and some 
low-energy photons might still excite H 2 molecules through LW transitions 
at energies < 10.2 eV. Ho we ver, our choice is still a reasonable assumption, 
given that those transitions are not important outside the LTE regime of dense 
gas (defined as abo v e a critical density of n ∼ 10 4 cm 

−3 ). 
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onsiders only the first excited state 2p σ u : this is less crucial for the
urpose of our work, as the total cross section is essentially due
o transitions to the continuum of the first excited state, other than
t energies � 12 eV ( λ < 1000 Å), where the contribution from the
ther states is noticeable, and we neglect photons above the Hydrogen
onization limit. 

We again follow the approach of Glo v er ( 2015a ) as in equation
 5 ) to interpolate between the non-LTE and the LTE rates. For the
on-LTE limit, we assume that all the molecules are in the roto-
ibrational level with the lowest energy ( v = 0, J = 0) (see e.g.
hapiro & Kang 1987 ; Glo v er 2015a ; Latif et al. 2015 ). The LTE

imit is assumed for a gas density abo v e the critical value n crit , that
s determined as in Glo v er ( 2015a ) Section B1.2, assuming that H
toms and free electrons are the most important collisional partners.

.3.3 H 

− photodetachment 

everal cross sections are available in the literature for this process:
hapiro & Kang ( 1987 ); John ( 1988 ); Chuzhoy, Kuhlen & Shapiro
 2007 ); McLaughlin et al. ( 2017 ). We choose the latter, that for the
rst time includes the resonances at 11 eV. This gives an increase of

20 per cent on the H 

− detachment rate for energetic spectra (e.g.
 blackbody spectrum with T rad = 10 5 K; Glo v er 2015b ). 

.4 IGM optical depth 

aiman et al. ( 2000 ) show that the LW radiation can be efficiently
bsorbed by the diffuse neutral gas of the IGM. In the pre-reionization
niverse, in fact, the Hydrogen optical depth in the Lyman lines

energy range 10.2–13.6 eV) is very high ( τ ∼ 10 6 at z ∼ 20);
ence, LW photons are absorbed by H atoms as soon as they are
osmologically redshifted into the closest atomic Lyman transition.
s suggested by Haiman et al. ( 2000 ) and Ahn et al. ( 2009 ), the

ontribution of H 2 molecules to the IGM optical depth is subdominant
nd can be neglected due to its low abundance in the diffuse gas. 

If we consider a LW photon emitted at redshift z em 

with energy
 νem 

and its closest Lyman line with energy h ν line , the maximum
istance at which the photon can be observed corresponds to a
inimum redshift z obs expressed as 

1 + z obs 

1 + z em 

= 

νline 

νem 

. (6) 

nder the assumption of a homogeneous LW background, this
ormula leads to the definition of the ’sawtooth modulation’ (see
g. 1 in Haiman et al. 2000 ; Ahn et al. 2009 , for a flat emitted
pectrum). 

Ho we ver, this works aims at studying the LW background beyond
he homogeneous-universe approximation. We need to consider the
o-called ’picket-fence’ modulation factor by Ahn et al. ( 2009 ), that
escribes (from the point of view of a single source) the fraction of
nabsorbed spectrum in the LW energy range at a comoving distance
 com 

: 

 mod = Max (0 , A exp [ −( r com 

/Bα) C ] − D) , (7) 

here A = 1.7, B = 116.29, C = 0.68, D = 0.7, r com 

is in (comoving)
pc and 

= 

(
h 

0 . 7 

)−1 (
�m 

0 . 27 

)−1 / 2 (1 + z em 

21 

)−1 / 2 

(8) 

ontains the dependence on the cosmological parameters and the
edshift of emission. The parameters in the expression were estimated
y Ahn et al. ( 2009 ) considering a flat spectrum in the energy interval
NRAS 522, 330–349 (2023) 
1.5–13.6 eV. From equation ( 7 ) the maximum distance that a LW
hoton can travel is R LW 


 97 α cMpc. This defines a ’LW horizon’,
hat represents the largest volume that needs to be considered in order
o e v aluate a self-consistent LW background. 

Fialkov et al. ( 2013 ) showed that a more accurate e v aluation of f mod 

s obtained if the full frequency-dependent calculation is performed
ithout simplifying assumptions, such as the LW transitions being
niformly distributed in frequency or a flat incident spectrum. We
uild further on this, by recalculating the fit of equation ( 7 ) for
ach SED mentioned in Section 2.2 and for each of the three
hotochemical rates described in Section 2.3 . In particular, we
alculate here for the first time the modulation factor for k H − and
 H + 2 

, that have a much larger ‘horizon’, as the corresponding threshold
nergies are lower than than E Ly α = 10.2 eV. 

Given a stellar spectrum and the assumption of a Universe at
he mean density, we perform the full frequency-dependent rate
alculation for the transmitted spectrum at distances from 0.1 α to
00 α cMpc. The result is then fitted using the same functional form
s in equation ( 7 ), where we fix D = A − 1, but we re-e v aluate the
ther parameters for each SED at each stellar age. By automatically
ncorporating the appropriate cross section, in this work (as also
n Fialkov et al. 2013 ) f mod represents the true correction factor to
he photochemical rates 6 and not just the fraction of unabsorbed
pectrum as in Ahn et al. ( 2009 ). 

Fig. 3 shows how f mod for the H 2 dissociation rate changes if spectra
ith different shapes are assumed. In particular, we use PopIII Ygg2
EDs at different ages, from young energetic spectra (in blue, <
0 Myr) to intermediate and old stellar populations (green, yellow,
nd red solid lines). The dot-dashed black line represents the fit from
hn et al. ( 2009 ), that matches reasonably well only the modulation

actor for young stellar populations at r com 

< 40 α cMpc. At larger
istances the fit o v erestimates it, ev en though less than in Fialko v
t al. ( 2013 ), as in our larger data set of LW transitions some at
11 eV do not end up in any absorption window until very large
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Figure 4. Modulation factors (solid lines) and the corresponding fits (dashed 
lines) for the three reactions and a 1-Myr-old PopIII Ygg2 SED. The optimal 
parameters valid for this particular stellar model are listed in Table 4 . As in 
Fig. 3 the black dot-dashed line is the Ahn et al. ( 2009 ) fit for H 2 . It can be 
noted here that f mod for H 2 is slightly non-monotonic, unlike what is proposed 
by Ahn et al. ( 2009 ) and Fialkov et al. ( 2013 ), due to the presence of LW 

transitions at energies lower than the Lyman- α transition, that do not enter 
any absorption windo w. This, ho we ver, represents only a second-order effect, 
while the trend first shown by Ahn et al. ( 2009 ) is confirmed and is valid for 
young stellar populations in general (see the text for the relative discussion). 
For the same reason f mod for H 2 does not reach exactly zero at the LW horizon, 
but values as low as 10 −3 –10 −4 that can be approximated with zero. 

Table 4. Optimal parameters for the fit shown in Fig. 4 . The parameters are 
defined as in equation ( 7 ) and we have fixed D = A − 1. 

Rate A B C 

H 2 1.548 79.733 0.719 
H 

− 0.357 217.445 0.776 
H 

+ 
2 1.188 220.907 0.831 

H 2 - Ahn et al. ( 2009 ) 1.7 116.29 0.68 
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Figure 5. Top panel: Cumulative contribution to the LW background of 
the sources inside a sphere of radius r (normalized to R LW 

), for the XL 

simulation at z = 8.9 and for the ’FID’ choice of SEDs, with (solid lines) 
and without (dotted lines) considering the IGM absorption. The three rates, 
H 2 dissociation, H 

− detachment, and H 

+ 
2 dissociation, are colour coded as in 

Fig. 4 . As expected, including the IGM optical depth has a stronger impact on 
the H 2 dissociation rate, while the H 

− detachment rate is almost unaffected. 
Bottom panel. Cumulative fractional contribution to the LW background, 
inside a sphere of radius r as in the top panel. Here we account for the 
IGM absorption. By definition the H 2 dissociation rate converges within R LW 

(grey dashed vertical line). We consider a maximum distance of ∼5 R LW 

(black dashed vertical line) to have a convergence of k H + 2 
and k H − too. 
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istances, hence they contribute to the dissociation rate. For older 
tellar populations, instead, f mod e volves more and more slo wly with
he distance, as hard photons at ∼13 eV, that are absorbed closer
o the emitting source due to the high density of Lyman lines, have
 minor impact to the total H 2 dissociation rate. We hav e v erified
hat the same trend is found for all the other SEDs we use in this
ork, for both PopIII and PopII stars. Assuming Ahn et al. ( 2009 )
tting function regardless of the stellar age would hence lead to an
nderestimation of the contribution of old stars to the LW background 
y a factor of 2–3. 
In Fig. 4 , we show f mod for the H 2 dissociation, the H 

− detachment
nd the H 

+ 

2 dissociation (blue, orange, and green solid lines, respec- 
ively). The dashed lines show the relative fits, with the black dot-
ashed line being the Ahn et al. ( 2009 ) fit for H 2 . The SED used in this
llustrativ e e xample is the one for a 1-Myr-old PopIII Ygg2 stellar
opulation and the corresponding fitting parameters are reported in 
able 4 . As already discussed abo v e, the Ahn et al. ( 2009 ) fit closely
escribes the H 2 f mod for the radiation emitted by young stars (our
tting parameters are only slightly different) and the LW horizon at 
100 cMpc is still valid and independent from the spectral shape (see
ig. 3 ). f mod for the other two reactions, instead, decreases much more
lowly with the distance and never actually reaches zero, as photons 
elow the Lyman α line are not absorbed by the neutral Hydrogen. 
his in principle would imply that the volume employed for the 
alculation of the background is not finite. Ho we ver, we choose to
imit it to a sphere of radius 500 α cMpc. We moti v ate our strategy in
he next section. 

.4.1 Cosmological volume needed for the LWB evaluation 

n the top panel of Fig. 5 we report the cumulative contribution to
he LW background of spheres of increasing radius and centred on
andom points within the simulation volume. We use here the XL box
t z = 8.9 and the ‘FID’ choice of SEDs. The solid and dotted lines
ndicate whether the IGM optical depth is included (solid) or not
dotted). The largest sphere has a radius of ∼500 α cMpc, the same
aximum distance considered for the e v aluation of the modulation

actor (Fig. 4 ). In order to reach a volume that is larger than the
imulated box, we stack several copies of the box until the target
phere is reached. As expected, including the IGM optical depth has
he strongest impact on the H 2 dissociation rate, that is reduced by a
actor of 5–10. The H 

+ 

2 dissociation rate is only moderately reduced, 
hile the H 

− detachment rate is almost unaffected. 
In the bottom panel, we demonstrate instead the convergence of the 

hree rates, in terms of cumulative fractional contribution to the LW
ackground. By definition, the H 2 dissociation rate converges within 
 LW 

(gre y dashed v ertical line). H 

− detachment and H 

+ 

2 dissociation 
nstead converge somewhere between 1 and 5 R LW 

, and the exact
istance slightly depends on the star formation history and the stellar
odels. We hence assume that all three photochemical rates converge 
ithin a maximum distance of 5 R LW 

. This sets the volume that needs
o be considered around a giv en observ er in order to determine the
W background in that point. Only the total H 

− detachment rate 
ould be underestimated by not more than 5 per cent at low redshift,
ue to f mod being significantly greater than zero at any distance. 
MNRAS 522, 330–349 (2023) 
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 norbe 

M

Figure 6. The evolution with redshift of the mean H 2 dissociation rate, 
given by the LW radiation measured in the XL (solid purple), L (dashed 
blue), M (dotted green), and S (dash-dotted red) FiBY simulations. The 
colour and line-style scheme is consistent with Fig. 1 . On the secondary 
y-axis we express the LW radiation intensity at 13.6 eV in units of J 21 = 

10 −21 erg s −1 Hz −1 sr −1 cm 

−2 , where we use the approximate relation k H 2 = 

1 . 38 × 10 −12 J 21 s −1 commonly used in the literature. 
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Figure 7. Top panel: the evolution of the three photochemical rates consid- 
ered in this work, in the M simulation and for our ’FID’ choice of SEDs. 
Bottom panel: the ratio of H 

− detachment rate (orange) and H 

+ 
2 dissociation 

rate (green) to H 2 dissociation rate, for the FiBY simulations. 
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The simulation boxes described in Table 1 (with sizes ranging
rom 4 to 32 cMpc) are smaller than 5 R LW 

. As already done in Ahn
t al. ( 2009 ), we account for this by attaching multiple copies of the
imulation box next to the central one, until the maximum distance is
eached. This ensures that we include all the sources that contribute
o the radiation background as measured in the central box. The
rawback of our method is that the conclusions we can draw on
he inhomogeneities of the radiation field are certainly limited, as
he simulated volume is not able to capture the total variance of the
osmic structures that we would expect to find in a sphere with radius
500 α cMpc. 

 RESU LTS  

.1 Mean LW background 

n Fig. 6 , we show the LW background obtained with the post-
rocessing method described in Section 2 , using the ’FID’ choice
or the stellar models. The four coloured lines represent the mean
 2 dissociation rate measured in the XL (solid purple), L (dashed
lue), M (dotted green), and S (dash-dotted red) FiBY simulations.
he secondary y-axis expresses the common conversion between the
 2 dissociation rate and the LW radiation intensity at the Lyman

imit (13.6 eV) J 21 , in units of 10 −21 erg s −1 Hz −1 sr −1 cm 

−2 . With
his definition, and under the assumption of low-density gas in the
ptically thin limit and a flat incident spectrum, the H 2 dissociation
ate is k H 2 = 1 . 38 × 10 −12 J 21 s −1 (Abel et al. 1997 ) 7 

The LWB intensity generally increases with time, as primordial
ow-mass haloes and then proto-galaxies grow in mass and trigger
he formation of more and more stars. The LWB reaches mean values
ell abo v e J 21 ∼ 1 at z � 10 in all simulations. We attribute the small
ifference in the XL run to the slightly lo wer ρSFR in massi ve galaxies
Fig. 1 ), that in turn can be explained with a systematic degradation
f the star formation efficiency in lower resolution simulations, as
lready found in IllustrisTNG (Pillepich et al. 2018 ). The S box
hows a more irregular evolution at low redshift due to low number
NRAS 522, 330–349 (2023) 

 Note that this scaling is generally only valid for young stellar populations 
Shang et al. 2010 ; Agarwal & Khochfar 2015 ; Glo v er 2015b ). 

l  

t  

(  

t  
f high-mass haloes that dominate the photon budget in the small
olume. On the other hand, at z > 12 the different halo mass range
hat is resolved by each simulation determines when the LWB starts
o build up and its intensity. Both M and S simulations resolve star
ormation in low-mass haloes and hence show a good convergence
rom early times, even if there is a hint of a missing contribution
rom M h � 10 6 M � haloes (not resolved in M, see the last column
n Table 1 ) at z ≥ 20. L and XL, instead, have delayed PopIII star
ormation, as the y resolv e only haloes with M h � 10 7 M � and M h �
0 8 M �, respectively. This is reflected into a delayed build-up of the
W intensity, that is 5–10 (100) times lower in L (XL) than in M at
 ∼ 20–15. 

Overall, we find that the LWB from the FiBY simulations, when
he rele v ant halo mass range is resolved, is well fitted by the following
olynomial, with 6 < z < 23: 

log J 21 = A + B(1 + z) + C(1 + z) 2 (9) 

ith A = 2.119, B = −1.117 × 10 −1 , and C = −2.782 × 10 −3 . 

.1.1 Effective LW spectral shape 

s already stated abo v e, in this work we include also the H 

−

etachment and H 

+ 

2 dissociation rate, that are important to determine
he rate at which H 2 molecules form during the initial phases of gas
ollapse. The top panel of Fig. 7 illustrates the evolution of these
ates in the M box, for our ‘FID’ choice of SEDs. The blue line
s the LWB previously shown in Fig. 6 , while the orange and the
reen lines are k H − and k H + 2 

, respectively. The rates concurrently
row in time, as the UV photons emitted by young massive stars
re the major contributors to all of them; nevertheless, an increasing
dditional contribution of IR photons is present in k H − and k H + 2 

. 
The bottom panel of the same figure presents the ratio between the

atter two rates and k H 2 , for the same four FiBY runs as in Fig. 6 . At
he zero-th order (see e.g. Latif et al. 2015 ), the H 

− detachment rate
in orange) and the H 

+ 

2 dissociation rate (in green) are approximately
wo and and one order(s) of magnitude higher than the H 2 dissociation
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Table 5. Parameters that reproduce the ratio of k H − and k H + 2 
to k H 2 . 

They are valid for the ’FID’ case, but in Appendix B we demonstrate 
that the rates given by other stellar SEDs differ by not more than a 
factor of 2–3. 

Ratio A B C 

k H −/k H 2 3.06 −8.70 × 10 −2 1.03 × 10 −3 

k H + 2 
/k H 2 1.37 −2.84 × 10 −2 3.09 × 10 −4 
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Figure 8. Fraction of the LWB due to the radiation emitted by Population 
III stars, in the same FiBY simulations as in Figs 1 and 6 . 

Table 6. Redshift after which the contribution from PopIII stars to the three 
rates falls below 50 per cent (first three columns) and 10 per cent (second 
group of three columns), as shown in Fig. 8 for the H 2 dissociation rate. 

Simulation z 50 z 10 

H 2 H 

− H 

+ 
2 H 2 H 

− H 

+ 
2 

XL 9.9 11.9 10.0 6.8 7.1 6.7 
L 11.1 13.0 11.2 8.2 8.2 8.0 
M 12.0 15.6 12.2 9.2 8.8 8.8 
S 13.0 16.4 12.9 9.7 9.5 9.4 

Figure 9. Fraction of the H 2 dissociation rate (left-hand panel) and H 

−
detachment rate (right-hand panel) in the M simulation originated by newly 
born stellar particles (age < 5 Myr, solid blue), young (5 Myr < age < 20 Myr, 
dashed green), intermediate (20 Myr < age < 100 Myr, dotted gold), and old 
stars (age > 100 Myr, dash-dotted red). 
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ate, respecti vely. These dif ferences increase for softer spectra (with 
ower blackbody temperature, in their approximate treatment): the 
 

− detachment rate, in particular, is more sensitive to the spectral 
hape due to the wider photon energy range of its cross section. This
s reflected into the evolution of these ratios with time: they increase
ith decreasing redshift, as older stellar populations and PopII stars, 

hat are predicted to dominate at later times, have softer spectra 
ith a higher IR-to-UV ratio. In particular, given the star formation 
istory of the FiBY simulations and our fiducial set of SEDs, we
an tentatively describe the spectral shape of the LW background by 
ssigning it an ef fecti ve blackbody temperature, based on the ratios
n Fig. 7 : we predict that the LW background spectral shape evolves
rom T eff = 6 × 10 4 K at z = 23 to T eff = 2 × 10 4 K at z = 6. In
ppendix B we show that the choice of the specific set of stellar
EDs does not drastically change these results. 
The differences in the star formation history of the different FiBY

uns results in a scatter of 0.1–0.2 dex in k H −/k H 2 and no appreciable
catter in k H + 2 

/k H 2 , with the exception of the bump at z ∼ 18 for
he XL box, that is caused by the high stochasticity of the first star
ormation episodes at early times. The scatter in k H −/k H 2 is due
o the dependence of the timing of the transition from PopIII- to
opII-dominated star formation on the spatial resolution, discussed 

n Section 3.1.2 . Here we neglect this second-order effect and fit the
atios with equation ( 10 ): 

log 

(
k X 

k H 2 

)
= A + B(1 + z) + C(1 + z) 2 , (10) 

here the best-fitting values for A , B , and C are reported separately
or k H − and k H + 2 

in Table 5 . 

.1.2 Contribution from P opIII/P opII and young/old stars 

ig. 8 shows the fraction of the LWB that is emitted by PopIII stars,
gain for the ’FID’ SEDs. Metal-free stars dominate in the early 
niverse, but their contribution is slowly reduced to ∼ 50 per cent 

t z = 11, before quickly dropping to less than 10 per cent at z ∼
–10, following the fast metal injection from PopIII CCSNe and 
ISNe that boosts the metallicity abo v e the threshold for PopII star
ormation. When the resolution limits the halo masses that can be 
esolved, the sequence ’PopIII formation – metal enrichment – PopII 
ormation’ is delayed by a few hundreds Myr (as already shown 
.e. by Maio et al. 2010 ) and this is reflected in the shallower and
elayed drop in the PopIII contribution in the XL simulation. We 
ummarize these results in Table 6 , where we report z 50 and z 10 , the
edshifts at which the contribution from PopIII stars falls below 50 
er cent and 10 per cent, respectively. We estimate them for all the
hree photochemical rates considered in this work, while only the 
 2 dissociation rate is shown in Fig. 8 . z 10 does not significantly

hange according to the specific rate considered and the lower IGM
ptical depth associated with H 

− and H 

+ 

2 (see Section 2.4 ), that 
arginally increases the contribution from distant sources, does not 

av e an y impact. z 50 , on the other hand, is appreciably higher for the
 

− detachment rate: the contribution from PopII stars shows indeed 
 more rapid and steady growth with redshift, due to their softer
pectrum. 

Beyond the distinction between metal-free PopIII and metal-poor 
opII stars, it is commonly accepted in the literature that young stellar
opulations are the major contributors to the UV radiation field, as the
hort-li ved massi ve stars dominate over the more abundant low-mass
tars by several orders of magnitude, due to their hotter atmospheres
nd larger luminosities. We quantify this in Fig. 9 , where we show the
MNRAS 522, 330–349 (2023) 
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Table 7. Parameters that reproduce the LWB intensity in the FiBY 

simulations, following equation ( 11 ). Both parameters are in units of 
cMpc 3 M 

−1 
� s −1 . PopIII and PopII stellar populations are split into four 

bins according to their age and their SEDs are the ones included in our ’FID’ 
choice. The result of the fit is shown in Fig. 10 . 

SED Age A B 

PopIII Ygg2 Newly born −2.782e-17 1.241e-17 
Young −5.425e-18 2.223e-18 

Intermediate −1.437e-18 2.718e-19 
Old −1.602e-19 2.151e-20 

PopII BPASS Chab Newly born 3.958e-18 3.841e-18 
Young −8.967e-18 2.761e-18 

Intermediate −2.673e-18 5.651e-19 
Old −5.222e-19 9.660e-20 
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ontribution from stellar populations with different ages, as concerns
he H 2 dissociation rate (left-hand panel) and the H 

− detachment rate
right-hand panel). In particular, we split the rates estimated from
he M simulation into four bins depending on the stellar age: newly
orn stellar particles (age < 5 Myr, solid blue), young (5 Myr < age
 20 Myr, dashed green), intermediate (20 Myr < age < 100 Myr,

otted gold), and old stars (age > 100 Myr, dash-dotted red). 
Newly born stars dominate both rates at early times, when PopIII

tar formation occurs at sustained rate. The contribution from young
tars is approximately constant at all z ( ∼ 35 − 40 per cent ), while
n increasing importance of older populations can be seen at z < 15
nd is > 20 per cent ( > 30 per cent ) at z < 10 for H 2 dissociation
 H 

− detachment). The latter is actually dominated by stars older than
00 Myr during the latest stages of the simulation, while they never
ccount for more than 5 per cent–10 per cent in the H 2 dissociation
ate. Such a different behaviour is expected, as for an ageing stellar
opulation the H 2 dissociation rate due to the emitted radiation drops
uch faster than the corresponding H 

− detachment rate. 8 We do not
how here the dissociation of H 

+ 

2 as, with regard to this discussion,
t qualitatively lies between H 2 and H 

−: far UV photons at ∼10 eV
ontrib ute the most, b ut the energy threshold is well within the VIS
nd IR range ( ∼0.5 eV for the excited molecular states). 

In conclusion, we confirm that young stellar populations (with age
 20 Myr, in our treatment) are the major contributors to the UV

adiation field at z ≥ 10. The star formation rate history hence needs
o be well modelled in order to estimate a realistic LWB. Ho we ver,
t z � 12 the role of older stars cannot be neglected and at later
imes they even dominate over young stars in the H 

− detachment
ate. The radiation background and its ne gativ e feedback on the
tar formation could then be underestimated if the contribution of
lder stellar populations is neglected, especially at z ∼ 6–10, when
opIII star formation episodes are mainly restricted to low density
egions still marginally affected by metal enrichment (Tornatore,
errara & Schneider 2007 ; Maio et al. 2010 , but see Liu & Bromm
020 ). These results are only mildly dependent on the choice of
he IMF and spectra for PopIII and PopII stars. We report further
iscussions in Appendix B , where in particular we show that a
ottom-hea vy (top-hea vy) IMF increases (decreases) the contribution
rom old stellar populations to up to 40 per cent (20 per cent) and
0 per cent (40 per cent) in the H 2 dissociation and H 

− detachment
ate, respectively. 

.1.3 Connecting stellar mass densities and the LWB 

n this paper, we present a method to accurately determine the
imulated radiation field in the Lyman–Werner energy range. In
articular, we describe its effect on the atomic and molecular gas
y explicitly calculating the photochemical rates k H 2 , k H − , and k H + 2 
iven the radiation emitted by all the stars formed in our simulations.
he high computational cost of our algorithm makes it unfeasible to
e used on-the-fly to self-consistently determine the LW background
hat develops in a cosmological simulation, during the formation of
he first minihaloes up to the Epoch of Reionization. The relations in
quations ( 9 ) and ( 10 ) provide an estimate of the three time-varying
hotochemical rates associated with the LW radiation; ho we ver,
hey rely on the physical processes included in the FiBY suite of
imulations. 
NRAS 522, 330–349 (2023) 

 We will show a more in-depth analysis in a companion paper focused on the 
etailed calculation of the rates and their dependence on the spectral shape 
Incatasciato et al., in preparation). 
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Alternatively, we present here a method to quickly reconstruct
he LWB from the star formation history of a generic cosmological
olume, hence making it independent from the specific predictions of
iBY on the formation and evolution of the early galaxy populations
t z > 6. In Section 3.1.2 we split the LWB into four bins depending
n the age of the stellar populations contributing to it. We proceed
ere along the same path. For PopIII and PopII stars individually, we
onsider the contribution from each bin ( k H 2 , i ) and divide it by the
omoving stellar density in that bin ( ρ� , i ). We here consider only the
ensity within the central box, thus neglecting the additional copies
ntroduced to reach the LW horizon. 9 By doing so, the values from
ll the FiBY simulations collapse onto the same relation, that can be
odelled with equation ( 11 ): 

k H 2 , i 

ρ�, i 
= A + B(1 + z) , (11) 

here the moderate dependence on the redshift mainly includes the
mpact of the varying IGM modulation factor, while A and B are free
arameters in units of cMpc 3 M 

−1 
� s −1 , e v aluated with the MCMC

tting procedure of the emcee library. The resulting parameters are
isted in Table 7 for the ’FID’ choice of stellar SEDs. 

The contributions from all the bins of both PopIII and PopII
tars have to be added up to obtain the total LWB. With these
arameters, we are able to reconstruct the mean LWB with a good
recision. In Fig. 10 we show the residuals between the reconstructed
nd the mean LWBs, for the same FiBY simulations and the
ssociated colour scheme represented in Figs 6 –8 . The reconstructed
WB is consistently within 0.3 dex (a factor of 2) from the mean
alues and especially at z � 17 is extremely close to it, within
0 per cent − 25 per cent (0.1 dex). The poorer performance at
igh- z can be moti v ated by the fact that the star formation rate
ensity is still quite stochastic, hence it’s harder to establish a strong
orrelation between the stellar density and the mean LW background
ntensity. 

In conclusion, in Section 3.1 –3.1.2 we have described the LWB
btained with our post-processing methods applied to the FiBY sim-
lations. In particular equations ( 9 )–( 10 ) and the relative parameters
rovide a simple fit to the three mean photochemical rates needed to
etermine the H 2 content of the high- z Universe under the influence
f a stellar LWB, estimated directly from the FiBY simulations. In
ddition, in this section we have introduced a new way to approximate
he LWB using the stellar density within an y giv en simulated volume,
 Despite this not being the most accurate procedure, it is the most straight- 
orward to be applied on-the-fly in a cosmological simulation. 
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Figure 10. Residuals of the reconstructed LWB, based on the fit of the 
contribution from the different stellar populations modelled as in equation 
( 11 ), and the median LW radiation intensity obtained in post-processing from 

the FiBY simulations. The colour and line-style scheme follows Fig. 1 . The 
reconstructed LWB closely follows the evolution of the mean LWB: it is 
al w ays within 0.1 dex (25 per cent) at z � 17 and only at higher redshift the 
residuals are as high as 0.3 dex (a factor of 2). 
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Figure 11. Probability density distribution (pdf) of the H 2 dissociation rate, 
expressed in terms of LW radiation intensity J 21 , for the XL simulation and 
for six different redshifts (from z ∼ 19 to z = 6). The distributions are highly 
right-skewed, with long tails that extend up to two orders of magnitude abo v e 
the pdf peaks. 

Figure 12. Quantitative analysis of the H 2 dissociation rate pdf shown in 
Fig. 11 . Top panel: the evolution of the deviation from the mean, expressed as 
1 + δk , δk being ( k − 〈 k 〉 )/ 〈 k 〉 . The lines represent the 68.3 per cent (dashed), 
95.9 per cent (dash-dotted), and 99.7 per cent (dotted) contours in the XL 

simulation. Bottom panel: the variance σ 2 
k = 〈 δ2 

k 〉 of the three photochemical 
rates ( k H 2 , blue, k H − , orange, and k H + 2 

, green): the latter two have a lower 

variance, mainly due to the lower IGM absorption in the relevant energy 
range. 
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nder the only assumption that the stellar SEDs employed in this
ork are sensible enough to model the radiation emitted by PopIII

nd PopII stars. Alternative (and more computationally expensive) 
ethods, such as on-the-fly radiative transfer, exact or approximated 

uch as in this work, can be therefore limited to small portions of the
imulated volume in order to calculate the rare peaks of the LWB
e.g. Lupi et al. 2021 ). 

.2 Spatial inhomogeneities 

n this section, we explore the spatial inhomogeneities of the LW 

adiation background beyond the mean value. Despite the very 
ong mean free path of LW photons, in fact, the LW intensity is
na v oidably influenced by the spatial distribution of galaxies and of
he underlying dark matter field, with correlation lengths of a few 

pc h −1 as studied o v er a wide redshift range (see e.g. Iliev et al.
003 ; Adelberger et al. 2005 ; Guzzo et al. 2014 ). 
In Fig. 11 , we show the probability distribution function of the H 2 

issociation rate, expressed in terms of the LW radiation intensity 
 21 , as determined with our post-processing method in randomly 
elected points within the XL simulation at six different redshifts 
from z ∼ 19 to z = 6). We choose the largest v olume a vailable in
rder to include the largest cosmological structures simulated in the 
iBY suite, that instead are less likely to be found in the smaller
imulations. 

At all redshifts the H 2 dissociation rate shows a pronounced right-
kewed distribution, with a long tail that can extend up to two orders
f magnitude abo v e the peak of the distribution, while the minimum
s al w ays very close to it. Fig. 11 qualitatively suggests also that the
istribution becomes more and more narrow from z = 13 to z = 6.
he redshifts shown in Fig. 11 are approximately the same as in Ahn
t al. ( 2009 , their fig. 11, left-hand panel), with the exception of z =
 (their simulation stopped at z = 7.8). As discussed in Section 4 ,
ur mean LWB at low- z is systematically lower than what they find,
 ut the distrib ution at each z is consistent with theirs and with the
ne shown in Dijkstra et al. ( 2008 ). 
The LW radiation field extracted from the other FiBY simulations 

hows a similar distrib ution, b ut with a smaller scatter. This is not
urprising, given that the smaller volumes can resolve the ubiquitous 
ow-mass haloes contributing to the o v erall LWB, but do not contain
nough dense regions where we expect to find the intensity peaks.
inally, we find similar distributions for k H − and k H + 2 

as well, but
ith smaller spatial variations with respect to the H 2 dissociation 

ate. We moti v ate this with the lo wer IGM absorption associated
ith these rates (Fig. 4 ), that enhances the contribution from sources

urther away and decreases the importance of the inhomogeneous 
istribution of galaxies at small scales. 
We continue this analysis in Fig. 12 , where the deviation from

he mean is expressed as 1 + δk , with δk = ( k − 〈 k 〉 )/ 〈 k 〉 . In the
MNRAS 522, 330–349 (2023) 
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Figure 13. ’Critical distance’ within which the radiation coming from a 
galaxy is higher than the mean LWB, for the XL simulation and the ’FID’ 
choice of SEDs. Galaxies are split into 0.5-dex-wide bins according to their 
stellar mass. The dot at the centre of the violin plot shows the median value, 
the thick black line the 10 per cent –90 per cent percentiles, and the thin 
black line the minimum and maximum value of D crit for each bin. For a given 
stellar mass bin, the violin plots are horizontally displaced for visualization 
purposes only. Note that D crit is expressed in proper kpc. 
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op panel we show the evolution of the 68.3 per cent (dashed line),
5.9 per cent (dash-dotted), and 99.7 per cent (dotted) contours in the
L simulation for the H 2 dissociation rate. All the lines approach

he mean at lower redshift, reflecting the fact that the radiation field
ecomes more and more homogeneous at later times, when even
he most remote and underdense regions receive the photons emitted
n the large volume comprised in the L W horizon. The L WB has a
inimum (lower dotted line) that is al w ays within a factor of two

rom the mean ( δ ∼ −0.5 at z ∼ 17, but δ > −0.8 at z < 12), while the
aximum (upper dotted line) is δ ∼ 10 at early times and decreases

o δ ∼ 2–3 at z < 12. Our estimates are in good agreement with the
ight-hand panel of fig. 11 of Ahn et al. ( 2009 ), despite our simulated
olume being ∼3.5 times smaller. 

In the bottom panel of Fig. 12 , instead, we include all three
hotochemical rates (H 2 in blue, H 

− in orange, and H 

+ 

2 in green)
o show how their variance, defined as σ 2 

k = 〈 δ2 
k 〉 , evolves with z. All

he rates show a similar decreasing trend with decreasing redshift,
ut H 

+ 

2 and H 

− have a variance that is 1–2 orders of magnitude lower
han H 2 . 

.2.1 Local contribution 

he tail of the LW intensity distribution shown in Fig. 11 requires
ore attention, due to importance of the highest peaks of the LW

adiation field in the most common theoretical models of formation
f massive black hole seeds (Agarwal et al. 2012 ; Fernandez et al.
014 ; Lupi et al. 2021 ; Sassano et al. 2021 ). These are regions
here the contribution from one or few galaxies dominates o v er the
omogeneous background (e.g. Agarwal et al. 2014 ; Wise et al. 2019 ;
pinoso et al. 2023 ). 
We quantify the size of these regions in Fig. 13 : for each galaxy

n the XL simulation we calculate the distance at which the H 2 

issociation rate due to the radiation emitted by the galaxy itself is
qual to the mean LW background. The galaxies are then grouped
ccording to their stellar mass, with each bin being 0.5 dex wide. The
esulting violin plot shows this ’critical distance’ ( D crit ) as a function
f the stellar mass, where the shaded region represents the distribution
f D crit in each bin and the median, 10 per cent − 90 per cent and
NRAS 522, 330–349 (2023) 
in–max values are shown by the circles, thick, and thin black lines,
espectively. The minimum distance considered is 1 physical kpc, to
nclude only the region outside the virial radius of the galaxies. 

At fixed redshift, the median D crit increases with the galaxy
tellar mass. Massive galaxies dominate over the LW background
t distances as large as 100 pkpc even at z = 6, when the LWB
as reached J 21 ∼ 10. Low-mass galaxies, instead, show large
ariations at any redshift, shown by the shaded region of the violins,
s the emitted UV radiation strongly depends on the particular star
ormation history of each galaxy (Lee et al. 2009 ). For a fixed stellar
ass, the decreasing trend with decreasing z (e.g. from 100 kpc at
 = 14 to 4 kpc at z = 6 for galaxies with 6.5 < log ( M � / M �) < 7) is
n first order explained with the evolution of the LW mean intensity
from J 21 = 0.1 to J 21 = 10). Once the latter is taken into account,
 crit ( M � , z) collapses into a single D( M � ), defined as in equation

 12 ), and fitted by the relation in equation ( 13 ): 

 crit ( M � , z) = D( M � ) × J 21 ( z) −1 / 2 (12) 

log ( D( M � )) = A + B log ( M � ) + C log 2 ( M � ) , (13) 

here M � is in M �, D is in pkpc, A = 1.008, B = 1.890 × 10 −1 ,
nd C = 1.519 × 10 −2 . Our aim here is to complement the LW
odelling discussed in Section 3.1 (equations 9 –11 ) to include the

patial fluctuations beyond the homogeneous approximation. Our
esults (see e.g. Fig. 11 , consistent with comparable works in the
iterature such as Dijkstra et al. 2008 ; Ahn et al. 2009 ), indicate that
he long tail of high J 21 , well abo v e the mean LWB, is the effect
f the radiation emitted by close luminous galaxies, that dominate
 v er the homogeneous radiation field within radii of the order of
 crit , described with equations ( 12 ) and ( 13 ). This represents an

asy-to-use recipe to include spatial inhomogeneities in the LW
adiation on-the-fly, while a simulation is performed, by focusing
uch calculations only to radii smaller than D crit . Its only limitation is
hat we observe a slight evolution with redshift (see Fig. C1 ): D( M � )
ecreases by ∼0.3 dex with decreasing z, as the UV emissivity per
tellar mass changes due to the progressive shift of the dominant
tellar population from PopIII to PopII. 

Here we have not been considering H 

+ 

2 and H 

− rates. Given
he results presented in Section 3.2 , the small spatial variations of
hese two rates do not require any further analysis. Fig. 13 can be
onsidered as a very safe upper limit for them as well. 

.3 Negati v e feedback of the LW radiation 

.3.1 Minimum halo mass for PopIII star formation 

s already mentioned in Section 1 , even a moderate intensity of LW
adiation (as low as J 21 ∼ 10 −2 ; Haiman et al. 1997 ) can delay or
 ven pre vent star formation in low-mass molecular-cooling haloes
ith virial temperature between 200 K and 10 4 K. For a given
W intensity, the minimum halo mass required to o v ercome this
e gativ e feedback, allowing the gas to increase its H 2 abundance
nd subsequently form stars, can be estimated with both analytical
rguments and high-resolution simulations. 

Using the LWB derived from the FiBY simulations, we predict
he associated minimum halo mass as suggested by Machacek et al.
 2001 ), Latif & Khochfar ( 2019 ), Kulkarni et al. ( 2021 ), Lupi et al.
 2021 ), and Schauer et al. ( 2021 ) in Fig. 14 . The latter provides an
nalytical estimate where haloes with M h = M min experience enough
 2 cooling rate to ensure a cooling time comparable to the Hubble

ime, and the H 2 abundance is given by the equilibrium between
ormation through the H 

− channel and the LW dissociation. The
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Figure 14. Compilation of estimates of the minimum halo mass for PopIII 
star formation from the literature: Machacek et al. ( 2001 ); Latif & Khochfar 
( 2019 ); Kulkarni et al. ( 2021 ); Lupi et al. ( 2021 ); Schauer et al. ( 2021 ). 
M min in general depends on the LWB intensity at a given z: in the respective 
analytical formulae we have been using the LWB obtained in this work, as 
described in equation ( 9 ), in the ’FID’ case. The coloured dotted lines indicate 
the extrapolation of M min outside the corresponding range of J 21 investigated 
by the authors. The black dotted lines show M h for T vir = 10 4 K, at the top, 
and T vir = 200 K, at the bottom (Bromm & Yoshida 2011 ). 
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Figure 15. Minimum mass of star-forming haloes in the simulations with 
the highest resolution: FiBY S (solid green) and FiBY LW (dashed orange). 
The haloes considered are the ones with at least one gas particle tagged as 
star forming in the halo catalogue. The black dotted line shows M h for T vir = 

10 4 K (Bromm & Yoshida 2011 ). 
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ther references, instead, investigate how M min depends on the LW 

ntensity (and other rele v ant factors, such as baryonic streaming 
seliakhovich & Hirata 2010 ; Schauer et al. 2021 ) by exploring the
arameter space with a large number of high-resolution cosmological 
imulations. This also sets the range of validity for their relations with
espect to J 21 . We here employ the homogeneous LWB obtained in
ection 3.1 , as described in equation ( 9 ). The dotted lines show the
xtrapolation needed when the LWB is below or abo v e the range of
alidity of each reference. 

If we restrict ourselves to the solid lines, we can observe a general
oncordance among the authors, that set the minimum halo mass 
or PopIII star formation at a few times 10 5 M � at z ∼ 20 ( J 21 ∼
0 −2 ), increased to up to 2 × 10 7 M � at z � 10 ( J 21 � 1). Only
ulkarni et al. ( 2021 ) shows a different normalization at z ≥ 15

nd a different evolution at z ≤ 15 (red solid line). This can be
xplained with the fact that, in addition to the direct dependence 
n J 21 ( z), they find a stronger explicit dependence on the redshift –
 min ( J 21 = const ) ∝ (1 + z) 1 . 64(1 + J 21 ) 0 . 36 

– that is not found in other
orks. 
One important limitation of these studies is that they do not 

nclude H 

+ 

2 dissociation and H 

− detachment rates in their chemical 
etworks, with the exception of Latif & Khochfar ( 2019 ), who
onsider only the latter. Another caveat is that in Machacek et al.
 2001 ), Latif & Khochfar ( 2019 ), Kulkarni et al. ( 2021 ), Schauer et al.
 2021 ), the homogeneous LW intensity is kept constant throughout 
he simulations, while as we show in Fig. 6 the LWB grows by
–4 orders of magnitude during the first billion years after the Big
ang. We plan to address these limitations in a future work, that will
stimate the minimum halo mass for PopIII star formation under the 
nfluence of the LWB obtained in this work. 

.3.2 Effect on molecular cooling haloes in FiBY 

he FiBY suite of simulations offers an optimal setup to study PopIII
tar formation in molecular cooling haloes at z ≥ 10, as it includes
he essential physical processes needed to simulate their dynamical 
volution and, in particular, it employs a basic chemical network to 
rack the formation of H 2 through H 

− at moderate densities. The 
imulation with the highest level of resolution (the S box) resolves
ow-mass haloes with ∼3 × 10 5 –10 6 M �, significantly below the
tomic-cooling limit at 10 7 –10 8 M � (Bromm & Yoshida 2011 ).
dditionally, FiBY LW (see the last row in Table 1 ) couples the

hemical network with the H 2 dissociation rate due to LW radiation,
alculated on-the-fly with a homogeneous component, proportional 
o the global star formation rate, and the spatial fluctuations due to
he local distribution of young stellar populations. 

In Fig. 15 , we show the minimum mass of the haloes that are
xperiencing star formation (i.e. where at least one gas particle is
agged as star-forming) in each snapshot, as measured in FiBY S
solid green) and FiBY LW (dashed orange). 

FiBY S does not include any LW radiation, hence the minimum
ass ∼10 6 M � is approximately constant at z ≥ 10. This value is
5 times higher than the mass of the smallest haloes considered

n the creation of the halo catalogues and substantially higher than
he halo mass corresponding to a virial temperature of 200 K (black
otted line in the lower part of Fig. 15 ), the lowest temperature at
hich H 2 -cooling is efficient. Besides the limitations imposed by the

esolution, hydrodynamical effects such as pressure support from 

urbulence (Latif et al. 2022a ) and dynamical heating due to intense
ccretion flows (Fernandez et al. 2014 ) can delay star formation
ven when the LW radiation is not included (Regan 2022 ). On the
ther hand, FiBY LW shows a very clear evolution with redshift,
ifferentiating from FiBY S at z � 20 due to the impact of the LW
adiation on the dynamical evolution of molecular-cooling haloes. 
 min grows from 2 × 10 6 M � at z = 20 ( J 21 ∼ 0.05, if we consider the

BB’ case that reproduces very closely the original LW calculation 
n FiBY) to 3 × 10 7 M � at z = 13 ( J 21 ∼ 0.2). Afterwards, stars form
nly in atomic-cooling haloes, indicated with the upper black dotted 
ine corresponding to T vir = 10 4 K. 

At z ≤ 10, M min in FiBY S rapidly increases up to (and eventually
bo v e, at z < 6) the atomic-cooling limit, even in absence of a LWB,
ue to the ionizing UV background. An increase can also be seen
n FiBY LW, despite it being already at 10 4 K: the reason can be
raced back to the large amount of stellar feedback that follows the
udden increase of the global star formation rate at z ∼ 11 (see fig.
 of Johnson et al. 2013 , and a very similar trend has been found in
AMSES-RT simulations by Sarmento & Scannapieco 2022 ). 
MNRAS 522, 330–349 (2023) 
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Figure 16. The LWB derived from the FiBY simulations, described with the 
fit in equation ( 9 ), is shown with the red solid line in the redshift range of 
the simulations (6 < z < 23) and extrapolated to z = 30 with the red dashed 
line. Alongside our estimates, we report a number of LWB models available 
in the literature: Trenti & Stiavelli ( 2009 , dotted blue, fiducial, and solid 
blue, with an external radiative field), Wise & Abel ( 2005 , dashed blue), Qin 
et al. ( 2020 , dash-dotted blue), Ahn et al. ( 2009 , solid green), Xu et al. ( 2016 , 
dotted green, Renaissance ’Normal’ box). The dashed and dotted orange lines 
represent the H 2 dissociation rate derived by Smith et al. ( 2015 ) from the UV 

background of Faucher-Gigu ̀ere et al. ( 2009 ) and Haardt & Madau ( 2012 ), 
respectively. The y-axis refers to the H 2 dissociation rate on the left and the 
corresponding J 21 LW intensity on the right, as already in Fig. 6 . 
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Only stars younger than 5 Myr are considered for the on-the-fly
alculation of the LWB in the FiBY LW simulation. We have shown
n Section 3.1.2 that these stars give the largest contribution to the
 2 dissociation rate, but never account for more than 60 per cent–
0 per cent of the total rate (and this number is even lower for H 

−

etachment). Thus, the effect of the LWB in Johnson et al. ( 2013 ) and
ere in Fig. 15 can be considered as a conserv ati ve estimate of the
mpact of the LW radiation in delaying star formation in low-mass
aloes. 

 SUMMARY  A N D  DISCUSSION  

his work is aimed at estimating the evolution of the LW radiation
eld at 6 < z < 25, with the use of the FiBY suite of high-resolution
nd physics-rich cosmological simulations described in Section 2.1 .
o do so, we accurately calculate the three photochemical rates
eeded to model the abundance of H 2 molecules, that represent the
rimary cooling channel of gas in the high- z Universe: the H 2 and H 

+ 

2 

issociation and the H 

− detachment (Section 2.3 ). The radiation is
mitted by all the stellar sources in the simulated volumes (Section
.2 ) and we also account for the IGM optical depth beyond the
pproximate treatment of Haiman et al. ( 2000 ) and Ahn et al. ( 2009 ),
s reported in Section 2.4 . We here present a summary of our findings
nd discuss them in the broader context of cosmological structures
ormation during the first billion years after the Big Bang. 

(i) The mean LW intensity (Fig. 6 ) grows from J 21 ∼ 10 −2 at
 ∼ 23 to J 21 ∼ 10 at z ∼ 6 in the FiBY simulations that have
nough resolution to resolve star formation in ∼10 6 −10 7 M � haloes
M and S). Our predicted LWB is strong enough to delay PopIII star
ormation in low-mass H 2 -cooling haloes (Machacek et al. 2001 ;

ise & Abel 2007 ; O’Shea & Norman 2008 ; Latif & Khochfar
019 ; Kulkarni et al. 2021 ; Lupi et al. 2021 ; Park et al. 2021 ; Schauer
t al. 2021 ), but on average is a few orders of magnitude below the
ntensity needed for the formation of massive black hole seeds at z
 10, broadly located between J 21 ∼ 10 and J 21 ∼ 10 4 , as shown

y Sugimura et al. 2014 ; Agarwal et al. 2016 ; Wolcott-Green et al.
017 , with large uncertainties due to different treatments of the gas
hemistry (Glo v er 2015a , b ), H 2 self-shielding (Wolcott-Green et al.
011 ; Hartwig et al. 2015b ; Wolcott-Green & Haiman 2019 ) and the
adiation spectral shape (Latif et al. 2015 ). This suggests that close
roximity to an intense LW source is needed for haloes to yield direct
ollapse (see also e.g. Agarwal et al. 2019 ). 

(ii) In Fig. 16 , we complement our results with a number of LW
ackground models available in the literature: blue lines indicate
emi-analytical models, such as Trenti & Stiavelli ( 2009 , dotted,
ducial, and solid, with an e xternal radiativ e field), Wise & Abel
 2005 , dashed) and Qin et al. ( 2020 , dash-dotted), while green lines
re models obtained from cosmological simulations, either in post-
rocessing on top of a dark-matter only simulation, as Ahn et al.
 2009 , solid) or on the fly, as the Renaissance ’Normal’ box in Xu
t al. ( 2016 , dotted). The orange lines represent the LWB derived
rom the UV backgrounds of Faucher-Gigu ̀ere et al. ( 2009 , dashed)
nd Haardt & Madau ( 2012 , dotted), as tabulated in the Grackle
strochemistry library (Smith et al. 2015 ). Our mean LWB can be
xpressed analytically with the simple second-order polynomial in
quation ( 9 ), shown with the red solid line (and extrapolated to z =
0 with the dashed line). Studies in the literature have conflicting
redictions for the evolution of the LWB, depending on the specific
ethods and parameters employed. Ahn et al. ( 2009 ) predicts a

ate and steep build-up and generally shows a similar evolution to
he FiBY XL simulation (the purple line in Fig. 6 ), as expected
NRAS 522, 330–349 (2023) 
ince the y resolv e only atomic-cooling haloes with M h � 10 8 M �
n their treatment. Their LWB, ho we ver, is systematically a factor
f 3–10 higher than ours and increases rapidly at z � 10, while
ll the other models suggest a milder evolution. We have verified
hat this mismatch can be explained with the higher star formation
ate predicted by their analytical model painted on top of the dark
atter haloes (that can be estimated from the emission coefficient

n their Fig. 7 ), while their assumptions for the stellar emission in
erms of LW photons per stellar baryon are consistent with our ’FID’
EDs choice (Fig. 2 ). The LWB from the Renaissance simulation
Xu et al. 2016 , green dotted line), instead, is constantly at least one
rder of magnitude below our estimates, despite a comparable mass
esolution. Their treatment of the sources outside the simulation box
s consistent with ours, while the different assumptions in terms of
opIII stellar emissions and more importantly our updated treatment
f the IGM optical depth (see Section 2.4 ) can partially explain the
arge difference. We have also verified that the stellar mass functions
n the two simulations differ quite considerably in the low-mass end
 M � ∼ 10 3 –10 6 M �), as in the Renaissance ’Normal’ simulation the
WB is calculated on-the-fly and included in the evolution of the H 2 

bundance. Our LWB is reasonably consistent with semi-analytical
odels of Trenti & Stiavelli ( 2009 ) (blue solid line, the model where

n external radiation field due to PopII stars is added to artificially
atch a realistic reionization history) and Qin et al. ( 2020 ), both

n terms of normalization and evolution with redshift, confirming
he robust results of the FiBY model for PopIII star formation in
ow-mass haloes and our sensible choice of stellar emission. Wise &
bel ( 2005 ), on the other hand, predicts a LWB that is more than one
rder of magnitude higher than the FiBY at z ∼ 20, possibly due to
he different choices of PopIII IMF in their model. The decreasing
volution at later times disagrees with our results and all the other
odels in the literature and is subject to large uncertainties due to the

hoices on the star-formation efficiency and ionizing photon escape
raction (Xu et al. 2016 ). Finally, the UV background of Faucher-
igu ̀ere et al. ( 2009 ) provides a steeply increasing LWB that is only
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onsistent with ours at z � 10, and Haardt & Madau ( 2012 )-derived
WB only increases by a factor of 2 between z = 15 and z = 6. 
(iii) For the first time we show the mean H 

− detachment and 
 

+ 

2 dissociation rates (Fig. 7 ), necessary to properly model H 2 

ormation (Glo v er 2015a ; Sugimura et al. 2016 ). Based on how
hese rates evolve with z with respect to the H 2 dissociation rate
equation 10 ), we find that the resulting spectral shape of the LWB
an be approximated with a blackbody spectrum with an ef fecti ve
emperature that evolves from 6 × 10 4 K at z ∼ 23 to 2 × 10 4 K at z

6. The same analysis performed on the rates derived from the UV
ackgrounds of Haardt & Madau ( 2012 ) and Faucher-Gigu ̀ere et al.
 2009 ) gives a consistent evolution for the former (from 3 × 10 4 K
t z ∼ 15 to 1.5 × 10 4 K at z ∼ 6), and a very hard spectrum with
 eff ∼ 10 5 K for the latter, that would require massive PopIII stars to
ominate the UV radiation field even at z ∼ 10. 
(iv) The high-resolution FiBY simulations suggest that the contri- 

ution from PopIII stars is dominant at z > 12 (Fig. 8 ). Ho we ver, it is
orth noting that the exact transition time somewhat depends on the 

esolution of the simulations and the associated metal enrichment: 
ower mass and spatial resolution delays the transition from a PopIII-
o a PopII-dominated star formation to as late as z ∼ 10 (Maio et al.
010 ). 
(v) Young stellar populations undoubtedly provide the largest 

ontribution to the LWB (Fig. 9 ), thanks to the presence of short-
ived hot massive stars (Eldridge & Stanway 2022 , and references 
herein). None the less, since we follow the evolution of the stellar
pectra during their entire lifetime (up to 1 Gyr, more than the
ge of the Universe at z = 6), we are able to determine also the
ontribution from old stars. We find that stars older than 20 Myr
ccount for 20 per cent − 30 per cent of the H 2 dissociation rate 
t z � 10, and up to 60 per cent in the H 

− detachment rate. This
hows that the LW radiation intensity is often underestimated in 
imulations in the literature. FiBY LW, for example, considers only 
he LW radiation emitted by stars younger than 5 Myr (Johnson et al.
013 ): ho we ver, those stellar populations never contribute to more
han 60 per cent of the total LW intensity and can reach as low as
0 per cent of the H 

− detachment rate at z � 10. The Renaissance
uite of simulations (O’Shea et al. 2015 ), as well as its progenitor
Wise et al. 2012b ) and descendant (Phoenix, Wells & Norman 
022 ), adopts a similar approach, where PopII stars contribute to 
he UV radiation field only if younger than 20 Myr, with a constant
uminosity equal to their lifetime-averaged luminosity. In their case, 
o we ver, PopIII stellar e volution is followed, under the assumption
f a delta function as IMF, centred on 40 M �, 100 M �, and 20 M �,
espectively . Similarly , Ahn et al. ( 2009 ) in their semi-analytical
odel consider a constant stellar emissivity that approximates the 

pectrum of a young ( < 20 Myr) stellar population. 
(vi) Our fiducial choice for stellar models and IMFs reflects the 

act that PopIII stars have generally a higher characteristic mass 
nd hotter atmospheres compared to solar-metallicity models with 
tandard Salpeter ( 1955 ) or Chabrier ( 2003 ) IMFs. Nevertheless, the
ngoing debate on the IMF of metal-free and metal-poor stars (e.g. 
bel et al. 2002 ; Frebel, Johnson & Bromm 2007 ; Hirano et al.
015 ; Stacy, Bromm & Lee 2016 ; Rossi, Salvadori & Sk ́ulad ́ottir
021 ) leads us to relax the initial hypothesis and consider multiple
ets of stellar models (see Tables 2 –3 ). The mean LW intensity
s increased (decreased) by a factor of 2–3 with more top-heavy 
bottom-heavy) IMFs (Fig. B1 ); interestingly, a blackbody with 
 = 10 4 K, as often assumed in the literature (Shang et al. 2010 ;
ohnson et al. 2013 ; Glo v er 2015a ), giv es a factor of 400 and 30
igher H 

− detachment and H 

+ 

2 dissociation rate, respectively, due 
o the extremely different spectral shape that does not resemble the 
ommon SED models of young PopII stellar populations (Fig. A1 ).
resent and future observations will be key to complement high- 
esolution simulations of PopIII star formation (Hirano et al. 2015 ;
tac y et al. 2016 ; P ark et al. 2021 ) and specific models for PopIII stars
Schaerer 2002 ; Raiter et al. 2010 ; Gessey-Jones et al. 2022 ; Larkin,
erasimov & Burgasser 2023 ), to put tighter constraints on their

MF. JWST and ALMA will investigate spectral signatures of PopIII- 
ominated galaxies (Yajima & Khochfar 2017 ; Woods et al. 2021 ;
atif et al. 2022b ; Nakajima & Maiolino 2022 ), while precise metal
bundances measurements in Damped Lyman- α systems (Welsh, 
ooke & Fumagalli 2019 ; Welsh et al. 2022 ) model the chemical
nrichment from PopIII supernovae and stellar archaeology is already 
onstraining the IMF low-mass end with local observations of 
xtremely metal-poor stars (Frebel et al. 2007 ; Hartwig et al. 2015a ;
ossi et al. 2021 ; Hartwig et al. 2022 ). This will help reducing the
ncertainties in the LWB modelling presented here. 
(vii) equation ( 9 ) models the LWB determined with the methods

resented in this work and can be safely used as a realistic homoge-
eous background in simulations that do not resolve low-mass haloes 
r do not have enough volume to reach the LW horizon. Ho we ver,
t is tightly connected with the modelling of star formation in FiBY.
xplicitly taking into account the amount of young and old stars
llows us to evaluate on-the-fly a LWB that is more general and can
e applied to any simulation. For this reason we include equation ( 11 )
nd the fitting parameters in Table 7 , that if applied to the stellar den-
ities in FiBY reconstruct the LWB presented in this work (Fig. 10 ).

(viii) We also study the spatial fluctuations of the LW radiation 
eld: the H 2 dissociation rate presents a right-skewed distribution 
Fig. 11 ), with a minimum that is very close to the mean value and
 long tail extending 1–2 orders of magnitude abo v e the mean. Such
ail progressively shrinks at z � 12, while the H 

− detachment and
 

+ 

2 dissociation rates show lower fluctuations due to the IGM being 
ore transparent in their corresponding energy range (Fig. 12 ). 
(ix) The highest peaks in the LWB, usually in close proximity to
assive star-forming galaxies, have been proposed as the birthplaces 

f massive black hole seeds at z � 10 (see e.g. Dijkstra et al. 2008 ;
garwal et al. 2014 , 2019 ; Wise et al. 2019 ; Lupi et al. 2021 ). We
odel the critical distance at which a single galaxy dominates o v er

he homogeneous background (Fig. 13 ), that depends on the stellar
ass and can be easily rescaled for a LWB intensity that in general

an vary with z (Fig. C1 ). Our recommendation to simulators is
o go beyond the time-varying homogeneous LWB and to include 
patial fluctuations due to local sources. Equations ( 12 )–( 13 ) can
e easily incorporated in a simulation, limiting at the same time
he computational domain where the UV radiation needs to be 
ccounted for on-the-fly with computationally e xpensiv e radiativ e 
ransfer methods. 

(x) We use the homogeneous background found in this work to 
stimate the minimum halo mass for PopIII star formation under the
nfluence of the LW radiation, with the use of a number of analytical
nd numerical studies available in the literature (Machacek et al. 
001 ; Latif & Khochfar 2019 ; Kulkarni et al. 2021 ; Lupi et al. 2021 ;
chauer et al. 2021 ). Using the LWB in equation ( 9 ), we obtain a
inimum mass that approximately evolves from ∼3 × 10 5 M � at 
 = 20 to ∼10 7 M � at z � 10 (Fig. 14 ). The numerical experiments
ited here unfortunately suffer from important limitations, such as: 
i) H 

− detachment and H 

+ 

2 dissociation are often neglected, and (ii) 
he LW intensity is assumed as constant throughout simulations that 
un from z = 30 to z = 15, a wide time window during which
he LWB can grow by ∼3.5 orders of magnitude (if equation ( 9 ) is
xtrapolated to z = 30). We then show in Fig. 15 our preliminary
esults on the effect of LW radiation in delaying PopIII star formation
MNRAS 522, 330–349 (2023) 
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n molecular-cooling haloes. In particular, when J 21 ∼ 0.05 at z =
0 the minimum mass of star-forming haloes in FiBY LW starts
iverging from the case where the LW radiation is neglected. By z =
3 ( J 21 ∼ 0.2), only atomic-cooling haloes abo v e T vir = 10 4 K can
orm stars. Such results should be treated with caution, though, as
urther analysis is required to distinguish inefficient H 2 -cooling due
o LW radiation from other hydrodynamical processes that might
ave a similar effect, such as dynamical heating (Fernandez et al.
014 ) or pressure support by turbulence (Latif et al. 2022a ). 

We highlight here three important caveats of this work. First, the
alculation of the LWB is performed in post-processing. Compared
o FiBY S, the star formation history and the balance between PopIII
nd PopII stars change in FiBY LW (Johnson et al. 2013 ), not in-
luded in the analysis of Section 3.1 . Similar trends are also observed
n recent high- z simulations (Sarmento & Scannapieco 2022 ; Wells &
orman 2022 ), where PopIII star formation is significantly reduced

t z � 10 and does not abruptly decrease afterwards, while PopII form
t a slower pace because of the delayed metal enrichment, up until z

10 when star formation quickly grows and o v ercomes the one in
he case where LW radiation is neglected. Secondly, none of the FiBY
imulations encompasses enough volume to reach the LW horizon
t ∼100 cMpc. Following Ahn et al. ( 2009 )’s approach, we stack the
ecessary number of copies of the central box until the LW horizon
s reached, but in doing so the cosmic variance is certainly lower
han the one expected in a full ∼(100 cMpc) 3 box. Finally, several
tudies have shown that X-rays with energies of the order of ∼1 keV
enerally fa v our H 2 formation, driving H and He ionization even at
he centre of dense gas clouds and thus increasing the abundance
f free electrons, that in turn catalyse the formation of H 

− and H 2 

olecules (Inayoshi & Omukai 2011 ; Inayoshi & Tanaka 2015 ).
-rays ultimately counterbalance the effect of the LW radiation,

nabling star formation (Haiman et al. 2000 ) and increasing the J crit 

eeded for the DCBH scenario (Glo v er 2016 ). The FiBY simulations,
o we ver, do not include any high- z X-ray background due to sources
uch as massive X-ray binaries and accreting light black holes (see
.g. emission models in Tanaka, Perna & Haiman 2012 ). 

In conclusion, with this work we hope to provide a useful
ontribution to the discussion around the LW radiation in the high- z
niverse and in particular we aim at assisting theoretical astrophysics

o include a realistic LWB into their cosmological simulations. The
W radiation is a key ingredient of our current model of galaxy
ormation at z � 10, but still nowadays most of the numerical efforts
n the literature do not include it (see e.g. BlueTides Feng et al.
016 , SPHINX Rosdahl et al. 2018 , OBELISK Trebitsch et al. 2021 ,
LARES Lo v ell et al. 2021 ; Wilkins et al. 2023 , THESAN Garaldi
t al. 2022 ; Kannan et al. 2022 ; Smith et al. 2022 , ASTRID Bird
t al. 2022 ). At the same time, the first recent results from JWST
Donnan et al. 2023 ; Harikane et al. 2023 ) suggest the existence
f massive galaxies even at z � 15, when the LW background is
apidly growing ( J 21 ∼ 0.1–1), is still dominated by PopIII stars and
reatly affects star formation in low-mass haloes. As for ourselves,
e plan to continue studying the build-up of the LW radiation and

ts interplay with PopIII and PopII star formation in low-mass haloes
n a future set of cosmological simulations, tailored to represent the
est trade-off between a high spatial and mass resolution and a large
olume and to address all the limitations reported in this work. 
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Figure A1. Top panel: the UV section of the SEDs, rele v ant for the H 2 

dissociation, for a 1-Myr-old PopIII (black line) and a PopII (red line) 
population. Our fiducial choice of stellar models is shown here, hence Ygg2 
for PopIII and BPASS Chab for PopII. The total mass is 10 6 M � for each 
population. Bottom panel: ratio of the other SEDs considered to the fiducial 
ones, again at an age of 1 Myr. Black lines represent PopIII models: Ygg1 
(solid), Slug (dot-dashed), and BB5 (dotted). Red lines represent PopII 
models: BP ASS TH (solid), BP ASS BH (dashed), Slug (dot-dashed), and 
BB4 (dotted). Apart from the spectral features, that are influenced by the 
spectral resolution, the most noticeable feature is the completely different 
shape the all the PopII SEDs from the 10 4 K blackbody spectrum, that is 
commonly assumed in the literature to approximate them. 
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PPENDIX  A :  SEDS  EXAMPLES  

n Fig. A1 we compare the different stellar spectra employed in
his work. The top panel reports the 1-Myr-old SEDs included in
he fiducial setup: Ygg2 for PopIII stars in black and BPASS Chab
NRAS 522, 330–349 (2023) 
or PopII stars in red. The UV spectral range shown in the x-axis
s the rele v ant one for the H 2 dissociation rate. The additional
EDs described in Section 2.2 are shown in the bottom panel, as
atios relative to the corresponding fiducial choices. PopIII models
re in black: Ygg1 (solid), Slug (dot-dashed), and BB5 (dotted).
opII models are in red: BP ASS TH (solid), BP ASS BH (dashed),
lug (dot-dashed), and BB4 (dotted). As expected, a young stellar
opulation has a higher emission if a more top-heavy IMF is chosen
Ygg1 and BPASS TH) and the opposite is true for a bottom-heavy
ne (BPASS BH). The spectral shape seems consistent within the
opIII and PopII SEDs separately (ratios are mostly parallel to the
orizontal line), apart from the BB4, i.e. the blackbody spectrum with
 = 10 4 K that is commonly used in the literature to approximate
opII stellar emission (e.g. Johnson et al. 2013 ; Glo v er 2015a ). The
ed dotted line in Fig. A1 shows instead that the ratio between
B4 and BPASS Chab varies by ∼3 orders of magnitude in the
–13.6 eV energy interval, hence implying a much softer spectral
hape. This has important consequences in the H 

− detachment rate,
hat is determined by photons in a wide energy range, from the UV
o the IR, the reaction energy threshold being at 0.75 eV. 

PPENDI X  B:  SEDS  C H O I C E  

hroughout the paper, we have been showing the results for our
ducial choice of stellar SEDs, although in Section 2.2 (Tables 2
nd 3 ) we have listed all the additional SEDs included in the post-
rocessing algorithm. Here we show the potential, but limited, impact
f a different choice of stellar emission models on some of our results.
n particular, in Fig. B1 we report the ratio between the rates with
he other combinations and the ’FID’ one, for the M simulation. The
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Figure B1. Ratio of the H 2 dissociation (left-hand panel) and H 

−
detachment rate (right-hand panel) of the alternative SED combinations to 

the ’FID’ one. 

eft-hand panel shows this for the H 2 dissociation rate: at early times
he mean value is al w ays within a factor of 2 from the fiducial case
nd is approximately constant with time (simply reflecting the small 
ifferences between PopIII SEDs), while, when PopII stars dominate 
t z � 10, the ratio shows a different behaviour that is more prominent
n the ’BB’ case, that by construction accounts only for very young
tars (<5 Myr) emitting a constant blackbody spectrum at 10 5 and 
0 4 K for PopIII and PopII stars, respectively. The latter case leads
o underestimating the LWB by up to a factor of 5 at z ∼ 8. 

The same ratios are shown for the H 

− detachment rate in the 
ight-hand panel of Fig. B1 . ’SLUG’, ’TH’, and ’BH’ cases all lie
ithin a factor of 2–3 abo v e or below the fiducial case., while the

BB’ spectra give a mean rate (dashed turquoise line) more than 
wo orders of magnitude abo v e the ’FID’ case. We have verified
hat this is due to the 10 4 K blackbody spectrum for PopII stars,
ormalized as suggested in Greif & Bromm ( 2006 ): such a soft
pectrum, as already shown in Latif et al. ( 2015 ) (their fig. 1)
nd highlighted in Appendix A , when inte grated o v er the wide
avelength range of the H 

− cross section, gives a rate that is several
rders of magnitude abo v e the same rate for a harder spectrum with
he same normalization at the Lyman limit. Consequently, our results 
n the ef fecti ve LW spectral shape (Section 3.1.1 ) do not change
ppreciably with a different SEDs choice, with the exception of 
BB’ that converges to T eff = 10 4 K even before PopII stars dominate
he LWB (Section 3.1.2 ). 

In conclusion, the radiation background depends only mildly 
n the choice of the SEDs, as long as realistic stellar models are
mployed; on the other hand, approximations such as the ’BB’ case 
i ve dif ferent results that in turn can lead to inaccurate e v aluations
f the H 2 abundance in the early Universe. 
The contribution from old stellar populations, normally neglected 

n the literature (Ahn et al. 2009 ; Wise et al. 2012a ; Johnson
t al. 2013 ), also depends on the specific choice of stellar IMF
nd SED. In Fig. B2 we show the fraction of the rates that is
ue to stellar populations older than 20 Myr, by combining the 
wo ’oldest’ bins described in Section 3.1.2 . The figure again refers
nly to M, but the same results are valid for the other simulations,
ith only subtle variations depending on the specific star formation 
istory. As already shown in Fig. 9 , the contribution from old stars
ncreases with time and is larger for the H 

− detachment rate (dashed 
ines). This is true for all the combinations that include old stars
namely, for everyone but the ’BB’ case) and the differences can be
igure B2. Similarly to Fig. 9 , fraction of the H 2 dissociation rate (solid
ines) and H 

− detachment rate (dashed lines) in the M FiBY simulation
riginated by stars older than 20 Myr. The SED choices are colour-coded in
he same way as in Fig. B1 . 

xplained with the different number of low-mass stars in top-heavy 
magenta-for PopIII-and gold lines) and bottom-heavy (orange and 
lack lines) IMFs. Given the current uncertainties on the IMF in
etal-free and metal-poor environments, old stellar populations can 

ccount for up to ∼ 20 per cent –40 per cent of the H 2 dissociation 
nd ∼ 40 per cent –80 per cent of the H 

− detachment rate during 
he Epoch of Reionization, while their contribution is limited to 

10 per cent –20 per cent at z � 14. 

PPENDI X  C :  NORMALI ZED  C R I T I C A L  

I STANCE  

s shown in Section 3.2.1 , the radiation emitted by a single galaxy
an exceed the LW radiation intensity in a volume whose size depends 
n the galaxy stellar mass and the mean LWB le vel. We sho w in
ig. C1 the normalized critical distance D( M � ) as defined in equation
 12 ), that is then fitted as shown in equation ( 13 ). 

igure C1. D( M � ), i.e. the critical distance shown in Fig. 13 normalized by
he mean LW radiation intensity, for all the FiBY simulations. Each line is
olour-coded depending on the redshift. With the exception of the galaxies
lose to the resolution limit, D( M � ) depicts a clear increasing trend with the
alaxy stellar mass and hence can be fitted with equation ( 13 ). The small
volution with redshift at a fixed M � is explained by the lower UV emission
er stellar mass from PopII stars with respect to PopIII-dominated galaxies. 
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