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Abstract

In this paper we prove the Kneser property for a reaction-diffusion equation on an unbounded
domain satisfying the Poincaré inequality with an external force taking values in the space H

−1.
Using this property of solutions we check also the connectedness of the associated global pullback
attractor.

We study also similar properties for systems of reaction-diffusion equations in which the domain
is the whole R

N
.

Finally, the results are applied to a generalized logistic equation.
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1 Introduction and setting of the problem

When we consider a partial differential equation with non-uniqueness of the Cauchy problem it is inter-
esting to consider the Kneser property, that is, the connectedness and compactness of the set of values
attained by the solutions at any moment of time. In particular, this problem has been studied for
reaction-diffusion equations by several authors so far.

In this direction some results are known for scalar reaction-diffusion equations in bounded domains
in the case where the nonlinearity has at most linear growth [12]. Such results were extended later on in
[14, 15] for systems of reaction-diffusion equations with nonlinearities having more than linear growth (see
also [13]), with applications to the complex Ginzburg-Landau equation and the Lotka-Volterra system
with diffusion, among others. Also, the Kneser property for degenerate reaction-diffusion equations was
considered in [3, 4].

When the domain is unbounded the problem has additional technical difficulties. A first result in this
direction was given [16], in which it is studied a scalar reaction-diffusion on unbounded domains in which

the nonlinear term is equal to |u|
1
2 . In [22] the results of [15] were extended to unbounded domains.

However, due to technical difficulties it was necessary to assume an additional condition concerning the
derivatives of the nonlinear terms. In this paper we improve the method of the proof given in [22] in
order to avoid such condition.
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We consider first the following problem.
Let Ω ⊂ RN be a nonempty unbounded open set and suppose that Ω satisfies the Poincaré inequality,

i.e., there exists a constant λ1 > 0 such that
∫

Ω
|u(x)|2 dx ≤ λ−1

1

∫

Ω
|∇u(x)|2 dx, ∀u ∈ H1

0 (Ω) . (1)

This condition is satisfied when the set Ω is bounded in one direction. For example, in the two-dimensional
case we can take the strip

Ω = {(x, y) : a ≤ y ≤ b,−∞ < x < ∞}.

Let us consider the following problem for a non-autonomous reaction-diffusion equation with zero
Dirichlet boundary condition in Ω,






∂u

∂t
−(u = f(x, u) + h(t) in Ω× (τ,+∞),

u = 0 on ∂Ω× (τ,+∞),
u(x, τ) = uτ (x), x ∈ Ω,

(2)

where τ ∈ R, uτ ∈ L2 (Ω), h ∈ L2
loc(R;H

−1 (Ω)) and f : Ω× R → R is such that f (·, u) is a measurable
function for any u ∈ R, f (x, ·) ∈ C(R) for almost every x ∈ Ω, and satisfies that there exist constants
α1 > 0, α2 > 0, and p ≥ 2 and positive functions C1(x) ∈ L1 (Ω) ∩ L∞ (Ω), C2(x) ∈ L1 (Ω) such that

|f(x, s)|
p

p−1 ≤ α1 |s|p + C1(x) ∀s ∈ R, x ∈ Ω, (3)

f(x, s)s ≤ −α2 |s|p + C2(x) ∀s ∈ R, x ∈ Ω. (4)

We observe that

|f(x, s)| ≤ α
p−1
p

1 |s|p−1 + C1(x)
p−1
p ∀s ∈ R, x ∈ Ω. (5)

By ‖·‖L2(Ω) we denote the norm in L2 (Ω), by ‖·‖H1
0 (Ω) = ‖∇·‖L2(Ω) the norm in H1

0 (Ω) and by ‖·‖∗
the norm in H−1 (Ω). We will use (·, ·) to denote the scalar product in L2 (Ω) or [L2 (Ω)]N , and 〈·, ·〉 to
denote either the duality product between H−1 (Ω) and H1

0 (Ω) or between Lp′
(Ω) and Lp (Ω), where

1
p
+ 1

p′ = 1. Note that the function f is just continuous on u, and that no condition on the derivative is
imposed.

In the second section we prove that the Kneser property holds for this problem.
In the previous paper [2] concerning equation (2) we proved the existence of a global compact pullback

attractor. It is interesting to prove that the global attractor is connected. Using the Kneser property we
are able to obtain such result, which is given in the third section. We observe that in [2] the function
C1 (x) belongs just to L1 (Ω), but for the Kneser property we need the stronger condition C1(x) ∈
L1 (Ω) ∩ L∞ (Ω) .

In the fourth section we consider a system of reaction-diffusion equations with Ω = RN , which was
studied before in [22]. Using a similar technique as for problem (2) we improve the results of that
paper, proving the Kneser property and the connectedness of the global attractor without using an extra
condition on the derivative of the nonlinear term of the equation. Instead, as in problem 2, we have to
assume that the functions appearing in the growth condition of the nonlinear term belong to L∞ (Ω) .

In the last section we apply these results to a generalized logistic equation.

2 The Kneser property

In this section we shall prove that the set of values attained by the solutions of equation (2) at any
moment of time is connected. For this aim for each τ ∈ R and uτ ∈ L2(Ω) let us denote by S(τ, uτ ) the
set of all weak solutions of (2) defined for all t ≥ τ . Such a set is non-empty as in [2] it is proved that at
least one weak global solution exists for any τ ∈ R and uτ ∈ L2(Ω).

We define a multi-valued map U : R2
d × L2(Ω) → P(L2(Ω)) by

U(t, τ, uτ) = {u(t) : u ∈ S(τ, uτ )} , τ ≤ t, uτ ∈ L2(Ω), (6)
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where P(L2(Ω)) is the set of all non-empty subsets of L2(Ω).
In [2] it is shown that the multi-valued mapping U defined by (6) is a strict multi-valued non-

autonomous dynamical system on L2 (Ω) (see Definition 9). Our aim is to prove the connectedness of
the set U(t, τ, uτ ) ⊂ L2 (Ω) for any t ≥ τ . We note that the compactness of U(t, τ, uτ ) in L2 (Ω) is a
consequence of Proposition 16 in [2], as in that paper it is shown that U(t, τ, uτ ) is precompact and closed
for any uτ .

We shall obtain now that U(t, τ, uτ ) is conected in L2 (Ω) and for this aim we need some preliminary
lemmas.

We take a sequence 0 < εk < 1 converging to 0 as k → ∞ and define a sequence of smooth functions
ψk : R+ −→ [0, 1] satisfying

ψk (s) :=






1, if 0 ≤ s ≤ √
εk,

0 ≤ ψk ≤ 1, if
√
εk ≤ s ≤ 2

√
εk,

0, if 2
√
εk ≤ s ≤ 1/εk,

0 ≤ ψk ≤ 1, if 1/εk ≤ s ≤ 1/εk + 1,
1, if s ≥ 1/εk + 1.

Let ρεk : R −→ R+ be a mollifier, that is, ρεk ∈ C∞
0 (R;R), suppρεk ⊂ Bεk ,

∫
R
ρεk (s) ds = 1 and

ρεk (s) ≥ 0 for all s ∈ R, where Bεk = {u ∈ R : |u| ≤ εk}.
We define the following approximating function

fk (x, u) := ψk (|u|)
(
C1

0 |u|
p−2 u+ f(x, 0)

)
+ (1− ψk (|u|))

∫

R

ρεk (s) f (x, u − s) ds,

where k ≥ 1, p ≥ 2, and C1
0 is a negative constant. Then it is easy to check that for a.a. x ∈ Ω,

sup
|u|≤A

∣∣fk(x, u)− f(x, u)
∣∣ −→ 0, as k −→ ∞, for any A > 0.

Lemma 1 Assume (3)-(4). Then the function fk satisfy conditions (3)-(4), i.e., there exist constants
α̂1, α̂2 > 0, and positive functions Ĉ1(x) ∈ L1 (Ω) ∩ L∞ (Ω) and Ĉ2(x) ∈ L1 (Ω), not depending on k,
such that ∣∣fk(x, u)

∣∣
p

p−1 ≤ α̂1 |u|p + Ĉ1(x) ∀u ∈ R, x ∈ Ω, (7)

fk(x, u)u ≤ −α̂2 |u|p + Ĉ2(x) ∀u ∈ R, x ∈ Ω, (8)

for k great enough.

Proof. Indeed, for the first property we have the following cases.

1) If 0 ≤ |u| ≤ √
εk or |u| ≥ 1/εk + 1, then we have

|fk(x, u)| ≤
∣∣C1

0

∣∣ |u|p−1 + |f(x, 0)| ,

so (3) yields

|fk(x, u)|
p

p−1 ≤ 2
1

p−1

∣∣C1
0

∣∣
p

p−1 |u|p + 2
1

p−1 |f(x, 0)|
p

p−1

≤ 2
1

p−1

∣∣C1
0

∣∣
p

p−1 |u|p + 2
1

p−1C1(x).

2) If
√
εk ≤ |u| ≤ 2

√
εk or 1/εk ≤ |u| ≤ 1/εk + 1, then using (5) we have

|fk(x, u)| ≤
∣∣C1

0

∣∣ |u|p−1 + |f(x, 0)|

+

∫

R

ρεk (s) (α
p−1
p

1 |u− s|p−1 + C1(x)
p−1
p ) ds

≤
∣∣C1

0

∣∣ |u|p−1 + 2C1(x)
p−1
p

+ α
p−1
p

1 2p−2

∫

R

ρεk (s)
(
|u|p−1 + |s|p−1

)
ds

≤ 2C1(x)
p−1
p +

(∣∣C1
0

∣∣+ α
p−1
p

1 2p−1

)
|u|p−1 ,
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and then

|fk(x, u)|
p

p−1 ≤ 2
p+1
p−1C1(x) + 2

1
p−1

(∣∣C1
0

∣∣+ α
p−1
p

1 2p−1

) p
p−1

|u|p .

3) If 2
√
εk ≤ |u| ≤ 1/εk, then arguing as in the previous case we have

|fk(x, u)| ≤ C1(x)
p−1
p +

(
α

p−1
p

1 2p−1

)
|u|p−1 ,

and then
|fk(x, u)|

p
p−1 ≤ 2

1
p−1C1(x) + 2

1
p−1 2pα1 |u|p .

Finally, we obtain
|fk(x, u)|

p
p−1 ≤ Ĉ1(x) + α̂1 |u|p ,

where Ĉ1(x) := 2
p+1
p−1C1(x) ∈ L1 (Ω) ∩ L∞ (Ω), and α̂1 := 2

1
p−1

(∣∣C1
0

∣∣+ α
p−1
p

1 2p−1

) p
p−1

> 0.

On the other hand, note that

fk(x, u)u = ψk (|u|)C1
0 |u|

p + ψk (|u|) f(x, 0)u+ (1− ψk (|u|))
∫

R

ρεk (s) f (x, u − s)uds. (9)

Hence, for the second property we have the following cases.

1) If 2
√
εk ≤ |u| ≤ 1/εk, then using (4), the Young inequality ab ≤ ap

εp−1p + εbp
′

p′ and (3) we obtain

∫

R

ρεk (s) f (x, u − s)uds =

∫

R

ρεk (s) f (x, u− s) (u− s) ds+

∫

R

ρεk (s) f (x, u − s) sds

≤
∫

R

ρεk (s) (−α2 |u− s|p + C2(x)) ds

+
α2

p′α1

∫

R

ρεk (s) |f (x, u− s)|p
′

ds+
1

p

(
α1

α2

)p−1 ∫

R

ρεk (s) |s|
p ds

≤
∫

R

ρεk (s) (−α2 |u− s|p + C2 (x)) ds

+
α2

p′α1

∫

R

ρεk (s) (α1 |u− s|p + C1(x)) ds+
1

p

(
α1

α2

)p−1 ∫

R

ρεk (s) |s|
p ds

≤
(
−α2 +

α2

p′

)∫

R

ρεk (s)

(
|u|p

2p−1
− |s|p

)
ds

+
1

p

(
α1

α2

)p−1 ∫

R

ρεk (s) |s|
p ds+ C2(x), (10)

where p′ = p
p−1 is the conjugate exponent of p, and C2(x) := C2(x) +

α2

p′α1
C1(x), and where in the

last inequality we have used

|u|p = |u− s+ s|p ≤ 2p−1 (|u− s|p + |s|p) .

We observe that |u| ≥ √
εk, so that for k large enough,

|s|p ≤ εpk ≤ 1

2p
ε

p
2

k ≤ 1

2p
|u|p .

Then from (10) we obtain

∫

R

ρεk (s) f (x, u − s)uds ≤
(
−α2 +

α2

p′

)
1

2p
|u|p + 1

p

(
α1

α2

)p−1 ∫

R

ρεk (s) |s|
p ds+ C2(x). (11)
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Since for k large enough, we have

|s|p ≤ εpk ≤ −p

(
α2

α1

)p−1 (
−α2 +

α2

p′

)
1

2p+1
ε

p
2

k ≤ −p

(
α2

α1

)p−1(
−α2 +

α2

p′

)
1

2p+1
|u|p ,

we obtain ∫

R

ρεk (s) f (x, u− s)uds ≤ β |u|p + C2(x), (12)

where β =
(
−α2 +

α2

p′

)
1

2p+1 < 0 and C2(x) ∈ L1 (Ω) is a positive function.

2) If 0 ≤ |u| ≤ √
εk or |u| ≥ 1/εk + 1, then using the Young inequality ab ≤ εap

p + bp
′

ε
1

p−1 p′
and (3) we

obtain

fk(x, u)u = C1
0 |u|

p + f(x, 0)u ≤ C1
0

(
1− 1

p

)
|u|p + 1

p′ (−C1
0 )

1
p−1

C1(x)

≤ C1
0

2
|u|p + 1

p′ (−C1
0 )

1
p−1

C1(x),

where C1
0

2 is a negative constant and 1

p′(−C1
0)

1
p−1

C1(x) ∈ L1 (Ω) is a positive function.

3) If
√
εk ≤ |u| ≤ 2

√
εk or 1/εk ≤ |u| ≤ 1/εk + 1, we argue as in the first case to obtain (12). From

(9), using the Young inequality and (3), we have

fk(x, u)u ≤ ψk (|u|)C1
0 |u|

p − ψk (|u|)
C1

0

p
|u|p + ψk (|u|)

1

p′ (−C1
0 )

1
p−1

C1(x)

+ (1− ψk (|u|))
(
β |u|p + C2(x)

)

≤ ψk (|u|)
C1

0

2
|u|p + (1− ψk (|u|))β |u|p +

(

C2(x) +
1

p′ (−C1
0 )

1
p−1

C1(x)

)

≤ β̃ |u|p + Ĉ2(x),

where β̃ := max
{
β, C1

0

2

}
< 0 and Ĉ2 ∈ L1 (Ω) is a positive function.

Then, we have
fk(x, u)u ≤ β̃ |u|p + Ĉ2(x),

where β̃ < 0 and Ĉ2(x) ∈ L1 (Ω).

Lemma 2 Assume (3)-(4). Then, there exist Dεk such that

∂fk

∂u
(x, u) ≤ Dεk , ∀u ∈ R, for a.a. x ∈ Ω. (13)

Proof. We note that ∂
∂u
ψk (|u|) is uniformly bounded on R. We have

∂fk

∂u
(x, u) = C1

0ψk (|u|) (p− 1) |u|p−2 + C1
0 |u|

p−2 u
∂

∂u
ψk (|u|)

+ f(x, 0)
∂

∂u
ψk (|u|) + (1− ψk (|u|))

∫

R

ρ′εk (u− s) f (x, s) ds

− ∂

∂u
ψk (|u|)

∫

R

ρεk (s) f (x, u − s) ds. (14)

We consider each term in (14).
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• As C1
0 is a negative constant, for the first term, we have

C1
0ψk (|u|) (p− 1) |u|p−2 ≤ 0.

• For the second term, we get

∣∣∣∣C
1
0 |u|

p−2 u
∂

∂u
ψk (|u|)

∣∣∣∣ ≤
∣∣C1

0

∣∣
(

1

εk
+ 1

)p−1

Cψk
.

• For the third term using (5), we obtain
∣∣∣∣f(x, 0)

∂

∂u
ψk (|u|)

∣∣∣∣ ≤ |f(x, 0)|Cψk
≤ C1(x)

p−1
p Cψk

≤ ‖C1‖
p−1
p

∞ Cψk
.

• For the fourth term, we have to consider several cases.

If 0 ≤ |u| ≤ √
εk or |u| ≥ 1/εk + 1, we obtain

(1− ψk (|u|))
∫

R

ρ′εk (u− s) f (x, s) ds = 0.

If
√
εk < |u| < 1/εk + 1, then using (5) we have

∣∣∣∣(1− ψk (|u|))
∫

R

ρ′εk (u− s) f (x, s) ds

∣∣∣∣

≤
∫

Bεk

∣∣ρ′εk (s)
∣∣
(
α

p−1
p

1 |u− s|p−1 + C1(x)
p−1
p

)
ds

≤ ‖C1‖
p−1
p

∞

∫

R

∣∣ρ′εk (s)
∣∣ ds+ 2p−1α

p−1
p

1 (1/εk + 1)p−1
∫

R

∣∣ρ′εk (s)
∣∣ ds ≤ Dεk ,

as ρεk ∈ C∞
0 (R;R).

• For the last term, if
√
εk < |u| < 1/εk + 1, using (5) we have

∣∣∣∣−
∂

∂u
ψk (|u|)

∫

R

ρεk (s) f (x, u− s) ds

∣∣∣∣

≤
∣∣∣∣
∂

∂u
ψk (|u|)

∣∣∣∣

∫

R

ρεk (s)α
p−1
p

1 |u− s|p−1 ds

+

∣∣∣∣
∂

∂u
ψk (|u|)

∣∣∣∣

∫

R

ρεk (s)C1(x)
p−1
p ds

≤
∣∣∣∣
∂

∂u
ψk (|u|)

∣∣∣∣ ‖C1‖
p−1
p

∞ +

∣∣∣∣
∂

∂u
ψk (|u|)

∣∣∣∣ 2
p−2α

p−1
p

1

∫

Bεk

ρεk (s)
(
|u|p−1 + |s|p−1

)
ds

≤ Cψk
‖C1‖

p−1
p

∞ + Cψk
2p−1α

p−1
p

1 (1/εk + 1)p−1 = Dεk .

In other case ψku (|u|) = 0. Then (13) holds.

Let T > τ be arbitrary. In order to prove the Kneser property let us consider the following auxiliary
problem 





∂u

∂t
−(u = fk(x, u) + h(t) in Ω× (γ,+∞),

u = 0 on ∂Ω× (γ,+∞),
u(x, γ) = uγ(x), x ∈ Ω,

(15)
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where γ ∈ [τ, T ]. In view of Lemma 1 for all k ≥ 1 the function fk satisfies (3) and (4), so that by
[2, Theorem 2] for any uγ ∈ L2 (Ω) problem (15) has at least one weak solution uk

γ (·) defined on [γ, T ].
Using Lemma 2 it is standard to check that for the difference w(t) of two solutions we have

1

2

d

dt
‖w(t)‖2L2(Ω) + ‖∇w(t)‖2L2(Ω) ≤ Dεk ‖w(t)‖

2
L2(Ω) .

Hence, from Gronwall’s lemma we obtain

‖w(t)‖L2(Ω) ≤ ‖w(γ)‖L2(Ω) e
Dεk

(t−γ), (16)

so that the solution is unique.
We need some preliminary estimates.

Lemma 3 Suppose that Ω ⊂ RN is a non-empty open unbounded set which satisfies (1) and suppose that
f : Ω × R 1→ R is such that f (·, u) is a measurable function for any u ∈ R, f (x, ·) ∈ C(R) for almost
every x ∈ Ω, and satisfies (3) and (4). Let h =

∑N
i=1

∂hi

∂xi
, with hi ∈ L2

loc(R;L
2 (Ω)) for all 1 ≤ i ≤ N,

such that
N∑

i=1

∫ t

−∞
eλ1s ‖hi(s)‖2L2(Ω) ds < +∞ ∀t ∈ R. (17)

Then there exists R = R(B, T ) (not depending neither on γ nor k), where B is a bounded set of L2 (Ω),
such that ∥∥uk

γ(t)
∥∥
L2(Ω)

≤ R, ∀t ∈ [γ, T ], (18)

and ∥∥uk
γ(·)
∥∥
Lp(γ,T ;Lp(Ω))

≤ R, (19)

for any uγ ∈ B, where uk
γ(·) is the unique solution to (15) with uk

γ(γ) = uγ .

Proof. We note that using (7) and (8) for fk one can easily obtain that the functions uk
γ satisfy the

estimate

1

2

d

dt

∥∥uk
γ(t)

∥∥2
L2(Ω)

+
1

2

∥∥∇uk
γ(t)

∥∥2
L2(Ω)

+ α̂2

∥∥uk
γ(t)

∥∥p
Lp(Ω)

≤ 1

2
‖h(t)‖2∗ +

∥∥∥Ĉ2

∥∥∥
L1(Ω)

.

Integrating between γ to t, we have

∥∥uk
γ(t)

∥∥2
L2(Ω)

+

∫ t

γ

∥∥∇uk
γ(s)

∥∥2
L2(Ω)

ds+ 2α̂2

∫ t

γ

∥∥uk
γ(s)

∥∥p
Lp(Ω)

ds (20)

≤ ‖uγ‖2L2(Ω) +

∫ T

γ

‖h(s)‖2∗ ds+ 2
∥∥∥Ĉ2

∥∥∥
L1(Ω)

(T − γ).

Hence, (18) and (19) follow.

Lemma 4 We suppose the same assumptions for Ω, f and h as in Lemma 3. Let K be a relatively
compact set in L2 (Ω). Then, for all τ ≤ T and ε > 0 there exists M = M(γ, T, ε,K) such that

∫

Ω∩{|x|
RN

≥2m}

∣∣uk
γ(x, t)

∣∣2 dx ≤ ε, ∀t ∈ [γ, T ], ∀γ ∈ [τ, T ], ∀m ≥ M , ∀k,

for any uγ ∈ K, where uk
γ(·) is the unique solution to (15) with uk

γ(γ) = uγ.

Proof. Thanks to Lemma 1 we have that fk satisfies (7) and (8). If we argue as in [2, Lemma 15] we
obtain a similar estimate for uk

γ .

Remark 5 Condition (17) is necessary in order to prove Lemma 4, but not for Lemma 3. However, for
the sake of clarity we use the same conditions in all lemmas.
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Theorem 6 Under the assumptions for Ω, f and h as in Lemma 3, the set U(t, τ, uτ ) is connected in
L2 (Ω) for any t ∈ [τ, T ].

Proof. The case t = τ is obvious. Suppose that for some t∗ ∈ (τ, T ] the set U(t∗, τ, uτ ) is not connected.
Then there exist two compact sets A1, A2 ⊂ L2 (Ω) such that A1 ∪ A2 = U(t∗, τ, uτ ), A1 ∩ A2 = ∅.
Let u1 (·), u2 (·) ∈ S(τ, uτ ) be such that u1 (t∗) ∈ E1, u2 (t∗) ∈ E2, where E1, E2 are disjoint open
neighborhoods of A1, A2, respectively.

Let uk
i (t, γ), i = 1, 2, be equal to ui(t), if t ∈ [τ, γ], and let uk

i (t, γ) be the unique solution of problem
(15), if t ∈ [γ, T ].

The proof of the following lemma is the same as in [14, Theorem 5] or [22, Lemma 8], so that we omit
it.

Lemma 7 The maps γ −→ uk(t, γ) are continuous for each fixed k ≥ 1 and t ∈ [τ, T ].

Now we put

γ(λ) =

{
τ − (T − τ) λ, if λ ∈ [−1, 0],
τ + (T − τ) λ, if λ ∈ [0, 1],

and define the function

ϕk(λ)(t) =

{
uk
1(t, γ(λ)) if λ ∈ [−1, 0],
uk
2(t, γ(λ)) if λ ∈ [0, 1].

We have ϕk(−1)(t) = uk
1(t, T ) = u1(t), ϕk(1)(t) = uk

2(t, T ) = u2(t). The map λ 1→ ϕk(λ)(t) ∈ L2 (Ω) is
continuous for any fixed k ≥ 1, t ∈ [τ, T ] (note that uk

1(t, τ) = uk
2(t, τ)) and ϕ

k(−1)(t∗) ∈ E1, ϕk(1)(t∗) ∈
E2, so that there exists λk ∈ [−1, 1] such that ϕk(λk)(t∗) /∈ E1 ∪ E2. Denote uk(t) = ϕk(λk)(t). Note
that for each k ≥ 1 either uk(t) = uk

1(t, γ(λk)) or u
k(t) = uk

2(t, γ(λk)). For some subsequence it is equal
to one of them, say uk

1(t, γ(λk)). Now we shall consider the function uk
1(t, γ(λk)), t ∈ [τ, T ]. We have

uk(t) =

{
u1(t), if t ∈ [τ, γ(λk)],

uk
1(t, γ(λk)), if t ∈ [γ(λk), T ],

where γ(λk) −→ γ0 ∈ [τ, T ]. We define the functions

f̃k(t, x, v) =

{
f(x, v), if t ∈ [τ, γ(λk)],
fk(x, v), if t ∈ (γ(λk), T ].

By continuity u1(γ(λk)) −→ u1(γ0), as k −→ ∞.
Further, by (20),

{
uk (·)

}
is bounded in L∞

(
τ, T ;L2 (Ω)

)
∩ L2

(
τ, T ;H1

0 (Ω)
)
∩ Lp (τ, T ;Lp (Ω)) . (21)

It follows also that duk

dt is bounded in Lp′
(
τ, T ;Lp′

(Ω)
)
+ L2

(
τ, T ;H−1 (Ω)

)
. Then for some function

u = u(x, t) we have
uk ⇀ u weakly in L2

(
τ, T ;H1

0 (Ω)
)
, (22)

uk ⇀ u weakly in Lp (τ, T ;Lp (Ω)) ,

duk

dt
⇀

du

dt
weakly in Lp′

(
τ, T ;Lp′

(Ω)
)
+ L2

(
τ, T ;H−1 (Ω)

)
,

uk ∗
⇀ u weakly star in L∞

(
τ, T ;L2 (Ω)

)
.

Arguing in a similar way as in [24, p.75] we first deduce

lim
a→0

sup
k

∫ T−a

τ

∥∥uk(t+ a)− uk(t)
∥∥2
L2(Ω)

dt = 0, (23)

for all T > τ.
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Now, for all m ∈ Z, m ≥ 1, we denote

Ωm = Ω ∩
{
x ∈ R

N : |x|
RN < m

}
,

where |·|
RN denotes the Euclidean norm in RN . Let φ ∈ C1 ([0,+∞)) be a function such that

0 ≤ φ(s) ≤ 1,

φ(s) = 1 ∀s ∈ [0, 1],

φ(s) = 0 ∀s ≥ 2.

For each k and m ≥ 1, we define

uk,m(x, t) = φ

(
|x|2

RN

m2

)

uk(x, t) ∀x ∈ Ω2m, ∀k, ∀m ≥ 1. (24)

We obtain from (21) that, for all m ≥ 1, the sequence
{
uk,m

}
k≥1

is bounded in L∞
(
τ, T ;L2 (Ω2m)

)
∩

Lp (τ, T ;Lp (Ω2m)) ∩ L2
(
τ, T ;H1

0 (Ω2m)
)
, for all T > τ.

In particular, it follows that

lim
a→0

sup
k

(∫ τ+a

τ

∥∥uk,m(t)
∥∥2
L2(Ω2m)

dt+

∫ T

T−a

∥∥uk,m(t)
∥∥2
L2(Ω2m)

dt

)

= 0.

On the other hand, from (23) we deduce that for m ≥ 1,

lim
a→0

sup
k

(∫ T−a

τ

∥∥uk,m(t+ a)− uk,m(t)
∥∥2
L2(Ω2m)

dt

)

= 0.

Moreover, as Ω2m is a bounded set, H1
0 (Ω2m) is included in L2 (Ω2m) with compact injection.

Then, by the Compactness Theorem 13.3 and Remark 13.1 of [25] with X = L2 (Ω2m), Y = H1
0 (Ω2m),

p = 2 and G =
{
uk,m

}
k≥1

, we obtain that

{
uk,m

}
k≥1

is relatively compact in L2
(
τ, T ;L2 (Ω2m)

)
,

and thus, taking into account that uk,m(x, t) = uk(x, t) for all x ∈ Ωm, we deduce that, in particular, for
all m ≥ 1 {

uk
|Ωm

}

k≥1
is precompact in L2

(
τ, T ;L2 (Ωm)

)
. (25)

It is not difficult to conclude from (25), (22), via a diagonal procedure, the existence of a subsequence of{
uk
}
k≥1

(which we denote as the sequence) such that

uk
|Ωm

(x, t) −→ u|Ωm
(x, t) for a.a. (x, t) ∈ Ωm × (τ, T ) , for all m ≥ 1. (26)

It is easy to obtain (see [20, Chapter 3]) that
duk

|Ωm

dt
is bounded in the space Lp′

(
τ, T ;Lp′

(Ωm)
)
+

L2
(
τ, T ;H−1 (Ωm)

)
, which is continuously embedded in Lq (τ, T ;H−s (Ωm)) for s = max

{
1, N

(
1
p′ − 1

2

)}
.

From (26), f̃k(x, uk
|Ωm

(x, t)) −→ f(x, u|Ωm
(x, t)) for a.a. (x, t) ∈ Ωm × (τ, T ), and then the bound-

edness of f̃k(x, uk
|Ωm

) in Lp′
(
τ, T ;Lp′

(Ωm)
)
implies that f̃k(x, uk

|Ωm
) converges to f(x, u|Ωm

) weakly in

Lp′
(
τ, T ;Lp′

(Ωm)
)
for any m ≥ 1 (see [17]). Also, we note that (25), Lemma 4 and [2, Lemma 15] imply

(up to a subsequence) that
uk −→ u strongly in L2

(
τ, T ;L2 (Ω)

)
, (27)

uk(t) −→ u(t) in L2 (Ω) for a.a. t ∈ (τ, T ) .
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Moreover, uk
|Ωm

(t) ⇀ u|Ωm
(t) weakly in L2 (Ω) for all t ∈ [τ, T ] and m ≥ 1. Indeed, as

duk
|Ωm

dt is a

bounded sequence of the space Lq (τ, T ;H−s (Ωm)), we have that uk
|Ωm

(t) : [τ, T ] −→ H−s (Ωm) is an

equicontinuous family of functions. By (18) for each fixed r ∈ [τ, T ] the sequence uk
|Ωm

(r) is bounded

in L2 (Ωm), so that the compact embedding L2 (Ωm) ⊂ H−s (Ωm), implies that it is precompact in

H−s (Ωm). Applying the Ascoli-Arzelà Theorem we deduce that
{
uk
|Ωm

(t)
}
is a precompact sequence in

C ([τ, T ], H−s (Ωm)). Hence, since uk
|Ωm

⇀ u|Ωm
weakly in L2 (τ, T ;H−s (Ωm)), we have uk

|Ωm
−→ u|Ωm

in C ([τ, T ], H−s (Ωm)). The boundedness of uk
|Ωm

(r) in L2 (Ωm) implies then by a standard argument

that uk
|Ωm

(r)⇀ u|Ωm
(r) weakly in L2 (Ωm) for all r.

Then it follows easily that uk(t)⇀ u(t) weakly in L2 (Ω) for any t ∈ [τ, T ].
Also, we deduce u(τ) = uτ . As uk

|Ωm
is a weak solution with f replaced by f̃k and Ω by Ωm, passing

to the limit we obtain that u is a weak solution.
Finally, we shall prove the following:

Lemma 8 We have
uk(t∗) −→ u(t∗) strongly in L2 (Ω) .

Proof. We note that using (4) one can easily obtain that any solution v of (2) satisfies the estimate

1

2

d

dt
‖v(t)‖2L2(Ω) +

1

2
‖∇v(t)‖2L2(Ω) + α2 ‖v(t)‖pLp(Ω) ≤

1

2
‖h(t)‖2∗ + ‖C2‖L1(Ω) .

By integration and using (20) we have

∥∥uk(t)
∥∥2
L2(Ω)

≤
∥∥uk(s)

∥∥2
L2(Ω)

+

∫ t

s

‖h(ξ)‖2∗ dξ + 2M(t− s), (28)

‖u(t)‖2L2(Ω) ≤ ‖u(s)‖2L2(Ω) +

∫ t

s

‖h(ξ)‖2∗ dξ + 2M(t− s), (29)

for all t ≥ s, t, s ∈ [τ, T ], where the constant M > 0 does not depend on k. From (28) and (29) the

functions Jk(t) =
∥∥uk(t)

∥∥2
L2(Ω)

− 2Mt −
∫ t

τ
‖h(ξ)‖2∗ dξ, J(t) = ‖u(t)‖2L2(Ω) − 2Mt −

∫ t

τ
‖h(ξ)‖2∗ dξ are

continuous and non-increasing on [τ, T ]. We state that lim supJk(t∗) ≤ J(t∗). We know that Jk(t) −→
J(t), for a.a. t ∈ (τ, T ). Let tm be a sequence such that τ < tm < t∗, tm −→ t∗, as m −→ ∞, and
Jk(tm) −→ J(tm), as k −→ ∞, for any fixed m. Hence, using the continuity of J and the monotonicity
of Jk, J we have that for any ε > 0 there exist m (ε) and K(ε,m) such that

Jk(t
∗)− J(t∗) = Jk(t

∗)− Jk(tm) + Jk(tm)− J(tm) + J(tm)− J(t∗)

≤ |Jk(tm)− J(tm)|+ |J(tm)− J(t∗)| ≤ 2ε,

if k ≥ K. Hence,

lim sup Jk(t
∗) = lim sup

∥∥uk(t∗)
∥∥2
L2(Ω)

− 2Mt∗ −
∫ t∗

τ

‖h(ξ)‖2∗ dξ

≤ ‖u(t∗)‖2L2(Ω) − 2Mt∗ −
∫ t∗

τ

‖h(ξ)‖2∗ dξ.

Therefore, lim sup
∥∥uk(t∗)

∥∥
L2(Ω)

≤ ‖u(t∗)‖L2(Ω). Since uk(t∗) ⇀ u(t∗) weakly in L2 (Ω), we have

lim inf
∥∥uk(t∗)

∥∥
L2(Ω)

≥ ‖u(t∗)‖L2(Ω). Thus, u
k(t∗) −→ u(t∗) in L2 (Ω).

From this we immediately obtain that u(t∗) /∈ E1 ∪E2, which is a contradiction and we conclude the
proof of the theorem.
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3 Connectedness of the pullback attractor

In [2] the existence of a global pullback attractor for (2) was proved. Our aim now is to obtain that this
attractor is also connected in L2 (Ω).

First we recall some basic definitions for set-valued non-autonomous dynamical systems and establish
a sufficient condition for the existence of a pullback attractor for these systems (see [6], [10], [18] for more
details and [8], [9] and [19] for related items).

Let X = (X, dX) be a metric space, and let P (X) denote the family of all nonempty subsets of X ,
and let us denote R2

d :=
{
(t, s) ∈ R2 : t ≥ s

}
.

Definition 9 A multi-valued map U : R2
d × X −→ P (X) is called a multi-valued non-autonomous

dynamical system (MNDS) on X (also named a multi-valued process on X) if

U(s, s, ·) = idX(·) for all s ∈ R,

U(t, τ, x) ⊂ U(t, s, U(s, τ, x)) for all τ ≤ s ≤ t, x ∈ X,

where U(t, τ, V ) :=
⋃

x0∈V

U(t, τ, x0) for any non-empty set V ⊂ X.

An MNDS is said to be strict if

U(t, τ, x) = U(t, s, U(s, τ, x)) for all τ ≤ s ≤ t, x ∈ X.

Definition 10 An MNDS U on X is said to be upper-semicontinuous if for all t ≥ τ the mapping
U(t, τ, ·) is upper-semicontinuous from X into P(X), i.e., for any x0 ∈ X and for every neighborhood N
in X of the set U(t, τ, x0), there exists δ > 0 such that U(t, τ, y) ⊂ N whenever dX(x0, y) < δ.

Let D be a class of sets parameterized in time, D̂ = {D(t) ∈ P(X) : t ∈ R}. We will say that the class
D is inclusion-closed, if D̂ ∈ D and D′(t) ⊂ D(t) for all t ∈ R, imply that D̂′ = {D′(t) ∈ P(X) : t ∈ R}
belongs to D.

Definition 11 We say that a family B̂ = {B(t) ∈ P(X) : t ∈ R} is pullback D-absorbing if for every
D̂ ∈ D and every t ∈ R, there exists τ(t, D̂) ≤ t such that

U(t, τ, D(τ)) ⊂ B(t) for all τ ≤ τ(t, D̂).

Definition 12 The MNDS U is asymptotically compact with respect to a family B̂ = {B(t) ∈ P(X) :
t ∈ R} if for all t ∈ R and every sequence τn ≤ t tending to −∞, any sequence yn ∈ U(t, τn, B(τn)) is
precompact.

Let distX(·, ·) denote the Hausdorff semidistance, defined by

distX(C1, C2) := sup
x∈C1

inf
y∈C2

dX(x, y) for C1, C2 ⊂ X .

Definition 13 A family Â = {A(t) ∈ P(X) : t ∈ R} is said to be a global pullback D-attractor for
the MNDS U if it satisfies:

1. A(t) is compact for any t ∈ R,
2. Â is pullback D-attracting, i.e.

lim
τ→−∞

distX(U(t, τ, D(τ)), A(t)) = 0 ∀t ∈ R,

for all D̂ ∈ D,
3. Â is negatively invariant, i.e.,

A(t) ⊂ U(t, τ, A(τ)), for any (t, τ) ∈ R
2
d.

Â is said to be a strict global pullback D-attractor if the invariance property in the third item is
strict, i.e.,

A(t) = U(t, τ, A(τ)), for (t, τ) ∈ R
2
d.
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Theorem 14 Assume that the MNDS U is upper-semicontinuous with closed values, and let B̂ =
{B(t) ∈ P(X) : t ∈ R} be pullback D-absorbing and such that U is asymptotically compact with respect to
B̂. Then, the following statements hold:

1) The set Â given by

A(t) := Λ
(
B̂, t

)
=
⋂

s≤t

⋃

τ≤s

U(t, τ, B(τ)) t ∈ R, (30)

is a pullback D-attractor for the MNDS U .

Moreover, suppose that D is inclusion closed, B̂ ∈ D, and B(t) is closed in X for any t ∈ R. Then
the family Â defined by (30) belongs to D, and is the unique pullback D-attractor with this property.
In addition, in this case, if U is a strict MNDS, then Â is strictly invariant.

2) If, in addition to the main assumptions, U(t, τ, ·) has connected values and A(t) ⊂ C(t), where
Ĉ ∈ D is connected, then Â is connected, which means that any A(t) is connected for any t ≥ τ .

Proof. For the first statement, see [10] and [18].
For the second statement, suppose that Â is not connected. Then there exist t ∈ R and two open sets

θ1, θ2 satisfying A(t) ∩ θi 4= ∅ for i = 1, 2, A(t) ⊂ θ1 ∪ θ2 and θ1 ∩ θ2 = ∅.
It is well known (see [5], [11] or also [14, Theorem 24]) that an upper semicontinuous map with con-

nected values maps any connected set into a connected one. Since the set C(τ) is connected, U(t, τ, C(τ))
is connected.

As Â is negatively invariant, we have

A(t) ⊂ U(t, τ, A(τ)) ⊂ U(t, τ, C(τ)).

Hence, U(t, τ, C(τ))∩ θi 4= ∅ for i = 1, 2, and by the connectedness of U(t, τ, C(τ)) we obtain that θ1 ∪ θ2
does not contain U(t, τ, C(τ)). Thus for any τ ≤ t there exists ξτ ∈ U(t, τ, C(τ)) such that ξτ /∈ θ1 ∪ θ2.

Now, as Â is pullback D-attracting and Ĉ ∈ D, for each n ≥ 1 there exist τn ≤ t and yn ∈ A(t) such
that

dX(ξτn , yn) ≤
1

n
. (31)

As A(t) is compact for any t ∈ R, we can extract a converging subsequence

ym −→ y ∈ A(t).

By (31), we obtain
ξτm −→ y ∈ A(t) ⊂ θ1 ∪ θ2.

But taking into account that θ1 ∪ θ2 is an open set then there exists m0 for which ξτm ∈ θ1 ∪ θ2, for all
m > m0, which is a contradiction.

We shall apply Theorem 14 to equation (2).
Let Rλ1

be the set of all functions r : R → (0,+∞) such that

lim
t→−∞

eλ1tr2(t) = 0,

and denote by Dλ1
the class of all families D̂ =

{
D(t) ∈ P(L2 (Ω)) : t ∈ R

}
such that D(t) ⊂ B(0, rD̂(t))

for some rD̂ ∈ Rλ1
, where B(0, rD̂(t)) denotes the closed ball in L2 (Ω) centered at zero with radius

rD̂(t). Observe that the class Dλ1
is inclusion-closed.

Theorem 15 Under the assumptions for Ω, f and h as in Lemma 3, the MNDS U defined by (6) has a
unique pullback Dλ1

-attractor Â belonging to Dλ1
, which is strictly invariant and connected.
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Proof. In [2, Proposition 16 and Lemma 17] it is proved that the MNDS U defined by (6) is upper
semicontinuous and has closed values.

It follows also by [2, Lemma 12] that the family B̂λ1
∈ Dλ1

is pullback Dλ1
-absorbing, where the

family B̂λ1
is defined by Bλ1

(t) = BL2(Ω)(0, Rλ1
(t)), and Rλ1

(t) is the nonnegative number given for each
t ∈ R by

R2
λ1
(t) = 2e−λ1t

N∑

i=1

∫ t

−∞
eλ1s ‖hi(s)‖2L2(Ω) ds+ 2λ−1

1 ‖C2‖L1(Ω) + 1.

In [2, Lemma 18] it is proved that the MNDS U defined by (6) is asymptotically compact with respect
to the family B̂λ1

.
Also, in [2, Theorem 19] we prove the existence of a unique pullback Dλ1

-attractor Â for U which is
strictly invariant and belongs to Dλ1

.
Finally, we shall study the connectedness of the pullback Dλ1

-attractor Â.
By Theorem 6, U(t, τ, uτ ) has connected values in L2 (Ω). On the other hand, as B̂λ1

is pullback
Dλ1

-absorbing, in particular we have that there exists τ(t, Â) ≤ t such that

U(t, τ, A(τ)) ⊂ Bλ1
(t) for all τ ≤ τ(t, Â).

Since Â is negatively semi-invariant, we have

A(t) ⊂ Bλ1
(t) = BL2(Ω)(0, Rλ1

(t)),

where B̂λ1
∈ Dλ1

is connected.
Hence, all conditions of the second statement of Theorem 14 are satisfied. Then, we have that Â is

connected.

4 The Kneser property for a system of reaction-diffusion equa-

tions

We shall extend now the results of the previous section to the following system of reaction-diffusion
equations

ut = a∆u− f(x, u), x ∈ R
N , t > 0, (32)

u(0) = u0 ∈
[
L2
(
R

N
)]d

, (33)

where u is an unknown vector function, that is, u(x, t) = (u1, .., ud), x ∈ RN , t > 0, f(x, u) = (f1, ..., fd),

and ut =
∂u

∂t
. We assume the next conditions:

(H1) The real d× d matrix a has a positive symmetric part 1
2 (a+ a∗) ≥ AI, where A > 0.

(H2) f = f0 + f1, f0(x, u) = (f1
0 , .., f

d
0 ), f1(x, u) = (f1

1 , .., f
d
1 ) and fi are Caratheodory functions, that is,

they are continuous on u and measurable on x.

(H3) There exist positive functions C0 (x), C1(x) ∈ L1(RN ) and constants α,β > 0, pi ≥ 2 verifying

(f0 (x, u) , u) ≥ α |u|2 − C0 (x) , (34)

(f1(x, u), u) ≥ β
d∑

i=1

∣∣ui
∣∣pi − C1(x). (35)

(H4) There exist positive functions C2(x) ∈ L2(RN ) ∩ L∞(RN ), C3 (x) ∈ L1(RN ) ∩ L∞(RN ), and con-
stants γ, η > 0 verifying

|f0(x, u)| ≤ C2(x) + η|u|, (36)
d∑

i=1

|f i
1(x, u)|

pi
pi−1 ≤ C3(x) + γ

d∑

i=1

|ui|pi . (37)
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Here, |·| denotes the euclidean norm in Rm for m ≥ 1, (·, ·) the scalar product in Rd.
The Kneser property for this system was studied before in [22] but considering C2(x) ∈ L2(RN ),

C3 (x) ∈ L1(RN ) and assuming an additional condition on the derivatives of f0, f1. Our aim is to apply
the technique of the previous section in order to avoid such condition. Instead, we have to assume that
C2(x), C3 (x) ∈ L∞(RN ).

First, we shall state the equivalent statements of Lemmas 1 and 2. As the proofs are essentialy rather
similar, we shall omit them. A detailed proof can be found in [1].

We take a sequence 0 < εk < 1 converging to 0 as k → ∞ and define a sequence of smooth functions
ψk : R+ −→ [0, 1] satisfying

ψk (s) :=






1, if 0 ≤ s ≤ √
εk,

0 ≤ ψk ≤ 1, if
√
εk ≤ s ≤ 2

√
εk,

0, if 2
√
εk ≤ s ≤ 1/εk,

0 ≤ ψk ≤ 1, if 1/εk ≤ s ≤ 1/εk + 1,
1, if s ≥ 1/εk + 1.

Let ρεk : Rd −→ R+ be a mollifier, that is, ρεk ∈ C∞
0

(
Rd;R

)
, suppρεk ⊂ Bεk ,

∫
Rd ρεk(s)ds = 1 and

ρεk(s) ≥ 0 for all s ∈ Rd, where Bεk =
{
u ∈ Rd : |u| ≤ εk

}
.

We define the following approximating functions

f i
0k (x, u) := ψk (|u|)

(
C0

0u
i + f i

0(x, 0)
)
+ (1− ψk (|u|))

∫

Rd

ρεk (s) f
i
0 (x, u− s) ds,

f i
1k (x, u) := ψk





√√√√
d∑

i=1

|ui|pi




(
C1

0

∣∣ui
∣∣pi−2

ui + f i
1(x, 0)

)
+



1− ψk





√√√√
d∑

i=1

|ui|pi








∫

Rd

ρεk (s) f
i
1 (x, u− s) ds,

where k ≥ 1, pi ≥ 2, and C0
0 , and C1

0 are positive constants. Let fk = f0k + f1k. Then for a.a. x ∈ RN

we have
sup
|u|≤A

∣∣fk(x, u)− f(x, u)
∣∣ −→ 0, as k −→ ∞, for any A > 0.

Lemma 16 Assume (34)-(37). Then the functions f0k, f1k also satisfy conditions (34)-(37) with con-

stants and functions not depending on k, i.e. there exist constants α̂,β̂, η̂, γ̂ > 0, and positive functions
Ĉ0 (x), Ĉ1(x) ∈ L1(RN ), Ĉ2(x) ∈ L2(Ω) ∩ L∞(Ω), Ĉ3(x) ∈ L1 (Ω) ∩ L∞ (Ω) such that f0k, f1k satisfy
(34)-(37), for k great enough.

Lemma 17 Assume (34)-(37). Then, f0k, f1k are continuously differentiable on u and there exist D0εk ,
D1εk such that

(f0ku(x, u)w,w) ≥ −D0εk |w|
2 , (38)

(f1ku(x, u)w,w) ≥ −D1εk |w|
2 , ∀w,u ∈ R

d, for a.a. x ∈ R
N , (39)

where f0ku, f1ku denote the jacobian matrixes of f0k and f1k, respectively.

As in the previous sections for each u0 ∈
[
L2
(
RN
)]d

let us denote by S(u0) the set of all weak
solutions of (32)-(33) defined for all t ≥ 0. Such a set is non-empty as in [21] it is proved that at least

one weak global solution exists for any u0 ∈
[
L2
(
RN
)]d

.

We define a multi-valued map G : R+ ×
[
L2
(
RN
)]d → P(

[
L2
(
RN
)]d

) by

G(t, u0) = {u(t) : u ∈ S(u0)} , t ≥ 0, u0 ∈
[
L2
(
R

N
)]d

. (40)

In [21] it is shown that the multi-valued mapping G defined by (40) is a strict multivalued semiflow

on L2 (Ω), that is, G (0, ·) = Id and G (t+ s, u0) = G (t, G (s, u0)) for all t, s ≥ 0, u0 ∈
[
L2
(
RN
)]d

.
In [21] it is proved that the set G (t, u0) is compact. Our aim is to prove the connectedness of the set

G (t, u0) ⊂
[
L2
(
RN
)]d

for any t ≥ 0, u0 ∈
[
L2
(
RN
)]d

. Then we obtain the Kneser property.
Using lemmas 16, 17 and the same proof of Theorem 7 in [22] we have the following result.
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Theorem 18 Assume (34)-(37). Then G (t, u0) is connected for any t ≥ 0, u0 ∈
[
L2
(
RN
)]d

.

Remark 19 The same result is true, with slight changes in the proofs, for the following system

ut = a∆u− f(x, u) + h (x) , x ∈ R
N , t > 0,

u(0) = u0 ∈
[
L2
(
R

N
)]d

,

where h ∈
[
L2
(
RN
)]d

and (H1)− (H4) hold.

Finally, we observe that in [21] the existence of a global compact invariant attractor A for the multi-
valued semiflow G is proved. Using Theorem 18 and arguing as in [22, Section 4] we obtain the following.

Theorem 20 The global attractor A of G is connected.

5 A generalized logistic equation

Consider the following problem






∂u

∂t
=
∂2u

∂x2
+ c (x) |u|r − up−1 + h (t) ,

u = 0 on ∂Ω× (τ,+∞),
u(x, τ) = uτ (x), x ∈ Ω,

(41)

where Ω ⊂ RN satisfies the Poincaré inequality, p is and even natural number, 0 < r < p − 1, c (x) ∈
L

p
p−r−1 (Ω) ∩ L∞ (Ω) , c (x) ≥ 0, and h ∈ L2

loc(R;H
−1 (Ω)) satisfies (17). This kind of nonlinearities for

the logistic equation (instead of the classical (1− u)u) has been considered in [23, Chapter 11].
We note that

f (x, u) = c (x) |u|r − up−1

and

f (x, u)u = c (x) |u|r u− up ≤ −1

2
|u|p +K1c (x)

p
p−r−1 , (42)

|f (x, u)|
p

p−1 ≤ K2

(
c (x)

p
p−1 |u|

pr
p−1 + |u|p

)
≤ K3

(
c (x)

p
p−r−1 + |u|p

)
, (43)

so that conditions (3)-(4) hold.
In view of Theorems 6, 15 we obtain the following result.

Theorem 21 Problem (41) generates a MNDS U such that:

1. U(t, τ, uτ) is connected in L2 (Ω) for any t ≥ τ and uτ ∈ L2 (Ω).

2. The MNDS U has a unique pullback Dλ1
-attractor Â belonging to Dλ1

, which is strictly invariant
and connected, where λ1 is the constant in (1).

When Ω = RN (so that the Poincaré inequality is not satisfied) and h ≡ 0 we can obtain the following
result.

Theorem 22 If p = 2 and Ω = RN , then problem (41) generates a multivalued semiflow G such that:

1. G (t, u0) is connected in L2 (Ω) for any t ≥ 0 and u0 ∈ L2 (Ω).

2. G possesses a global compact invariant connected attractor A.

Proof. We take f0 (x, u) = f1 (x, u) = 1
2 (−c (x) |u|r + u), d = 1, p1 = 2. Then, in view of (42)-(43)

conditions (34)-(37) hold. The results follow from Theorems 18 and 20.
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Remark 23 The results given in [22] are not applicable to problem (41), as the condition on the derivative
used in that paper is not satisfied. On the other hand, the results of the previous section can be applied
also to the complex Ginzburg-Landau equation (as done in [22]). More precisely, it follows from Theorems
18, 20 and Remark 19 that Theorem 14 in [22] is true.
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