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ABsTRACT. Membrane Computing is a computational model inspired in the structure and
function of living cells and tissues. In this paper we use Membrane Computing techniques
to solve the Homology Groups of Binary 2D Image (HGB2I) Problem. This is a classical
problem in Homology Theory which tries to calculate the number of connected components
and the representative curves of the holes of these components of a given binary 2D image.
To this aim, we use a family of P systems which solves all the instances of the problem in
the framework of Tissue-like P systems with catalysts.

INTRODUCTION

Natural Computing studies new computational paradigms inspired from Nature. It ab-
stracts the way in which Nature acts, conceiving new computing models from natural phe-
nomena in physics, chemistry and biology'. The field is growing rapidly and currently there
are many open research lines based on Nature, offering solutions to many classical computa-
tional problems from a new perspective. From this new paradigm, we can cite areas such as
Cellular Automata |29, Genetic algorithms [15], Neural Networks [21], DNA-based molecular
computing [1], Swarm Intelligence |11] or Membrane Computing [24, 25| among others. All
these computational paradigms have in common the use of an alternative way of encoding
the information, adapted to the bio-inspired substrate and the use of intrinsic parallelism of
natural processes.

In this paper we use techniques from Membrane Computing®. This new research area
was born from the assumption that the processes taking place within the compartmental
structure of a living cell can be interpreted as computations [25]. In particular, it focuses on
membranes, which are involved in many reactions taking place inside various compartments
of a cell. Biological membranes are much more than mere barriers that define compartments.
They act as selective channels of communication between different compartments as well as
between the cell and its environment [2].

The computational devices in Membrane Computing are called P systems. Roughly speak-
ing, a P system consists of a membrane structure, in the compartments of which one places
multisets of objects which evolve according to given rules. In the most extended model, the
rules are applied in a synchronous non-deterministic maximally parallel manner, but some
other semantics are being explored.

Membranes divide the Euclidian space into regions, which contains objects. Objects
evolve according to local reaction rules. Such objects can be described by symbols or by

!An introduction on Natural Computing can be found in [16].
2We refer to [25] for basic information in this area, to [27] for a comprehensive presentation and the web
site [30] for the up-to-date information.
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strings of symbols from a given alphabet. These objects can also pass through membranes,
under the control of specific rules.

We will focus here on a P system model called (because of their membrane structure)
Tissue-like P systems. This P system model has two biological inspirations (see [20]): in-
tercellular communication and cooperation between neurons. The common mathematical
model of these two mechanisms is a net of processors dealing with symbols and communi-
cating these symbols along channels specified in advance. The communication among cells
is based on symport/antiport rules®. Symport rules move objects across a membrane to-
gether in one direction, whereas antiport rules move objects across a membrane in opposite
directions.

Homology theory is a branch of algebraic topology that attempts to distinguish between
spaces by constructing algebraic invariants that reflect the connectivity properties of the
space. The field has it origins in the work of Poincaré. Homology groups (related to the
different n-dimensional holes, connected components, tunnels, cavities, etc.) are invariants
from Algebraic Topology which are frequently used in Digital Image Analysis and Structural
Pattern Recognition. In some sense, they reflects the topological nature of the object in
terms of the number and characteristics of its holes.

This is not the first time in which life-based methods are applied to Algebraic Topology. In
1996, J. Chao and J. Nakayama connected Natural Computing and Algebraic Topology using
Neural Networks |7| (extended Kohonen mapping). Some years after, K.G. Subramanian et
al. presented in [6, 5] two works where Digital Image and Natural Computing were linked.

In 2009, Christinal et al. presented in [9] a new way to obtain the Betti numbers of a
binary 2D and 3D digital image. In this paper, we present a new technique to get not only
the Betti numbers, we obtain the representative curves of the homology group H; of a binary
2D digital image too.

The necessary time to calculate the homology groups of 2D digital images with basic P
systems defined in Section 2 is logarithmic with respect to the input data (O(n)). This
involves an improvement with respect to the algorithms development by S. Peltier et al. in
28], where they use irregular graphs pyramids with a time complexity of O(n5/3).

The paper is organized as follows: firstly, we present our bio-inspired formal framework.
Next, we briefly recall the Homology Groups of Binary 2D Image (HGB2I) Problem. In
the next Section, we present our solution in the framework of tissue-like P systems with
catalysts. Finally, some conclusions are presented.

1. FORMAL FRAMEWORK

In tissue-like P systems the membrane structure is a general undirected graph. The edges
of such graph are not given explicitly, but they are deduced from the set of rules. From the
seminal definition of tissue P systems, several research lines have been developed and other
variants have arisen (see, for example, [3, 4, 14, 18, 26]).

In this paper, we endow tissue-like P systems with catalysts. Catalytic P systems were
introduced in [24]. The main feature of these P systems is the presence of objects in mem-
branes such that they are not consumed by the application of the rule, but their presence

3This way of communication for P systems was introduced in [22].
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in the membrane is necessary for the triggering (see, e.g., [12, 13, 19, 17]. Next we provide
the definition of tissue-like P systems with catalysts:

Definition 1.1. A tissue-like P system with catalysts of degree ¢ > 1 is a tuple of the form
II = (F,S,wl, e ,wq,R,io),

where:

(1) I' is a finite alphabet, whose symbols will be called objects.

(2) £ C T'is a finite alphabet representing the set of the objects in the environment
available in an arbitrary large amount of copies.

(3) wr,...,wy are strings over I' representing the multisets of objects associated with
the cells in the initial configuration.

(4) R is a finite set of catalytic rules of the following form: (cat|i,u/v,j) for i,j €
{0,1,2,...,q},i # j and cat,u,v € T'*. The length of a catalytic rule is defined as
|u| + |v]. The catalyst cat is modified by the application of the rules and cat and v
can be empty.

(5) o € {0,1,2,...,q} denotes the output region, which can be the environment (ig = 0)
or the region inside a cell (1 < iy < q).

Informally, a tissue-like P system with catalysts of degree ¢ > 1 can be seen as a set
of ¢ cells (each one consisting of a single membrane) labeled by 1,2,...,q. The cells are
the nodes of a virtual graph, where the edges connecting the cells are determined by the
communication rules of the system, i.e., as usual in tissue-like P systems, the edges linking
calls are not provided explicitly: If a rule (cat|i,u/v,j) is given, then cells ¢ and j are
considered linked.

The application of a catalytic rule (cat|i,u/v,j) consists on the trade of the multiset u
(initially in the cell 7) against the multiset v (initially in j). The trade can also be between
one cell and the environment, labelled by 0. The rule is applied if in the cell with label ¢ the
objects of the set cat are present (catalyst). If the catalyst is empty, then the rule is called
a communication rule.

In our definition, all objects in the alphabet can act as catalysts, depending on the
applied rule. Rules are used as usual in the framework of membrane computing, that is,
in a maximally parallel way (a universal clock is considered). In one step, each object in a
membrane can only be used for one rule (non-deterministically chosen when there are several
possibilities), but any object which can participate in a rule of any form must do it, i.e., in
each step we apply a maximal multiset of rules.

A configuration is an instantaneous description of the P system and it is represented as a
tuple (w1,...,wy). Given a configuration, we can perform a computation step and obtain
a new configuration by applying the rules in a parallel manner as it is shown above. A
sequence of computation steps is called a computation. A configuration is halting when
no rules can be applied to it. The output of a computation is collected from its halting
configuration by reading the objects contained in the output cell.

Example 1.2. Let us consider the following tissue-like P system with catalyst of degree 3,
I1= (T, & wy,wy, w3, R,ig) where I' = {a,b,c,d, e}, € ={d}, w1 = a, wy = bd and w3 = ce.
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The set R has four rules:
Ry =(c|2,b/a,1) Ry=(e|3,¢/d,2) R3=(3,d/a,0) Ry=(3,d/b*0)

The output region is iy = 3. According to the set of rules, cell 2 is linked to cells 1 and 3 and
cell 3 is linked to the environment. The computation starts from the initial configuration
Cy = (wo, w1, wsz). Rule Ry cannot be applied in this initial configuration, since the catalyst
c does not appear in cell 2. Rules R3 and R4 cannot be applied, since object d is not placed
on cell 3. In this initial configuration we only can apply rule 2, since objects e and c are
placed in membrane 3 and d is placed in membrane 2. After applying this rule we obtain a
new configuration. C = (wj, w), w)) with v} = a, wy = cb and wy = de. Now, rule 2 can
be applied by interchanging objects a and b, because the catalyst c is placed on cell 2. The
communication rules 3 and 4 can be applied, since d appears in cell 3 and the environment
contains objects a and b, but only one of them can be applied, and it is non-deterministically
chosen. In we choose rule 3, then the new configuration is Cy = (w(, wY,wfy) with w} = b,
wy = ac and wh = ae. No more rules can be applied and the computation finishes. The
output of the computation is the multiset in cell 3 in the halting configuration w§ = ae. If
we choose rule 4, the obtained configuration is the same, but wj = b?e.

2. CALCULATING HomoLOoGY GROUPS

In a binary 2D image, the computation of homology groups can be reduced to a process of
black and white connected components labeling. The different black connected components
are the generators of the 0-dimensional homology group of the black part of the image
whereas the closed black curves surrounding the different white connected components of
the image are the generators of its 1-dimensional homology group.

In order to formalize this problem we will consider a ordered? set of n? pixels P = {(i,j) :
1 <4,j5 <n}. An image on P with colors in the finite set C is a mapping I : P — C. As
usual, such image can be written as a set of pairs ((4,7),x) where ,5 € {1,...,n} and
a = I(i,5). To simplify we denote a;;. As we consider in this paper to work with binary
images, we take C = {b, w} where b codifies black and w white.

The new technique for P systems presented in this paper consist to assign to each object
codifying a pixel a label. So, we our objects pass to be of the form (a;j, (,7)). We will see
below how to use these labels to solve our problem with P systems.

From a formal point of view we can formulate our problem as follows,

Homology Groups of Binary 2D Image (HGB2I) Problem: Given a binary 2D
digital image, calculate the number of black connected components and the representative
curves of the holes of these components.

We have decide to consider in this paper the 4-adjacency for black pixels and the 8-
adjacency for white pixels. The only one reason to do this choice is the computational
complexity from a membrane models point of view. It is easier for this type of models works
with 8-adjacency for blacks and 4 for whites. Moreover, in this last case the systems are very
similar to the systems show below. Then, we have decided to present the membrane solution
of HGB2I problem for the 4-adjacency for black pixels and the 8-adjacency for white pixels.

4We consider the lexicographic order for N? in P.
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2.1. A membrane solution of HGB2I Problem. In order to provide a logarithmic-
time uniform solution to the our problem, we design a family of tissue-like P systems with
catalyst, II. Given an image I of size n?, we take the system of the family II(n) to work
with I. The input data (image I) is codified by a set of objects A;; with A = BV W and
I<i,j<n.

The family of P systems is defined as follows:

II(n) = T,%, & wy,ws,ws,wq, R, - -, R19, {R15, R17} > R10, %in, i0)
where:
° F:{zi:1<z’<n+6}u
Bij, bij, b5, bij, Wij, wij, wis, (b, (k,1)), (wij, (k1) : 1 <4, 5,k,1 <
T T
{Aijki, Ziji - (1,1) < (4,4) < (k,1) < (n,n)}.

o E:{b”,wulgz,jgn}

e &E=1T-3%.

o w; = 0.

® Wy — {2’1}.

o w3 = {21, (pij, (0,0)), (pji, (0,0)) :i=0,n+1,0 < j <n+1}.
® Wy :(Z)

e The sets of rules are:

— R1 = (1, Ajj/aijai;, 0) for 1 <i,j <n.
For each pixel of our input image we generate two copies with these rules.
— Ry = (1,a45/A,2) for 1 <i,j < n.
— Rz = (1,a};/A,3) for 1 <i,j <n.
With the last two types of rules, the first copies of our pixels are sent to cell 2
and the second copies of our pixels are sent to cell 3.
From this point, we have two parallel processes. A process associated to cell 2
(to calculate Hp) and the second one associated to cell 3 (to calculate H;):
— Rules associated to the Hy process:
o R4 = (2,22'/2’“_1,0) for 1 < 1 <n+ 1.
These rules generate a counter that will be used in the output of the
system.
o R5 = (2,bi5/(biy, (4,5)),0) for 1 <d,j < n.
These rules add labels to black pixels in order to work with them.
o Rg = (2, (bwa(k l))(bu o, (K, 1)/ (big, (k, D) (birgr, (D) Ay, 0) for (1, 1)<
(k1) < ( "y <(n,n),1<4,j,4i,7 <nand (i,5), (¢, j') adjacent pixels.
o Rr = (2. (0. D) b (603 s, (K )b, (1) A, 0) for
(L1) < (K1) < (k1) < (n,n), 1 < 45,75 < nand (i,5), (i',5)
adjacent pixels.
The two last types of rules change the labels of adjacent pixels, we need
all the adjacent black pixels to have the same label, so we will know that
they are all in the same connected component.
o Rg = (Aijkl|27 (bi’j’7 (kv l))/(bi’j’a (27]))7 0) for 1 <4,j,k,1, ilaj/ <n.
In these rules we introduce catalysts, and process becomes faster. The
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catalyst has been created when the pixel labeled by (k,[) traded its label
for (7, 7), so (i,7) and (k,!) are adjacent pixels and other pixels with these
labels can be changed.

o Ry = (zn+2(2, (bij, (4,5)) /A, 4).

With these rules we send one pixel for each connected component to the
cell 2.
— Rules associated to Hy process:

o Rig = (3,2i/2i+1,0) for 1 <i <n+5.

This rule counts the number of steps of the process. We will use this to
start the Deleting Stage after n + 2 steps, and the Segmenting Stage after
n + 4 steps.

o Ry = (3, w;j/(wij, (i,7)),0) for 1 <i,j < n.

These are the only rules used in the Label Allocation Stage. These rules
add labels to white pixels in order to work with them.

o Rip = (3, (wij, (k, D) (wijr, (K, 1)/ (wij, (k, 1)) (wy o, (k, 1) Ziarr, 0) for (1,1) <
(k1) < (K',I') < (n,n),1 <457, <nand (4,7), (¢, /) adjacent pixels.

o Riz = (3, (wij, (k. 1)) (wyyr, (K1) /(wij, (K", 1)) (i, (K1) Zyrrwt, 0) for
(1,1) < (K, < (k1) < (nyn), 1 < i,5,7,7 < n and (i,7),(,7)
adjacent pixels.

These two set of rules are used in Label Conversion Stage to compare two
adjacent white pixels, and change the label of one of them. We need all
the adjacent white pixels to have the same label.

o R14 = (Zijkl‘?’a (wi/j/, (k, l))/(wi/]‘/, (Z,j)), 0) for 1 < i,j, k,l,i/,j/ <n.
The catalyst Z;;1; acts to become the process faster. It has been created
when the pixel labeled by (k, 1) traded its label for (4, ), so (i,7) and (k, 1)
are adjacent pixels and other pixels with these labels can be changed.

o Ry = (zn+3|37 (p2j7 (07 0))(wkl) (klv l,))/(pm) (0’ 0))(pkla (07 0))200]61) 0) for

(,7), (k,1) 8-adjacent pixels, 0 <i,7 <n+1,1 <k K, I'<n.
These rules are used in Deleting Stage to delete white pixels which are
out of the connected black component. By using 8-adjacency, we become
outer white pixels into pink pixels, in order to differentiate them from
the interior white pixels (holes). We will refer to the objects p;; as pink
pixels.

o R = ((ZOOij|3’ (wi’j’a (iaj))/(pi/j" (0’0))7 0) for , 1 <4,7, ilaj/ <n.

A new catalyst acts in the same way, trading white exterior pixel for pink
pixels. In this way, the Deleting Stage takes only 2 step.

o Ri7 = (Zn+5|3, (wijv (i/’j,))bkl/(wijv (ilaj/))bkl’o) for 1 < i,)j,’iaj) k,l<n
and (4, ), (k,1) 8-adjacent pixels.

In the Segmenting Stage a black pixel is marked if it and a white pixel
are 8-adjacent pixels. It starts after n + 2 steps.

o Rig = (3,b;;/\,4) for 1 <i,j <n.
At the end, in the Answer Stage, black marked pixels are sent to mem-
brane number 4, so we obtain which black pixels are containing the holes.
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o Ry = (Zn+6|37 (wijv (27]))/)‘74) for 1 <i,j <n.
We want to obtain the number of holes too, so these rules send one white
pixel for each hole to membrane number 4.
e i;, = 1 is the input cell.
e iy = 4 is the output cell.
We will also use priorities among rules. Rules from sets Ri5 and Ri7 are applied before
rules from the set Rig.

co Cl c2

| B23 B2a | B2s B23  B25 B23 B23
B33
LB LB
B52 | B53 BS54 | BSS

B63

| B53  BS5S B53 B53

C3 c4

B33 B33

FiGurE 1. A simple example of the process to obtain Hy

Each system of the family implements the following stages:

(1) Input Stage: When the objects A;; (with A = BV W) arrive to cell 1 the first type
of rules are applied. We change these objects by objects a;; and agj (with a = bV w).
In the next step, we send objects a;; to cell 2 and objects a;j to cell 3. From this
point we have two parallel processes: The first process occur in cell 2, and it is
dedicated to obtain the number of black connected components (Hp). The second
one is located in cell 3 and is dedicated to generate the representative curves of the
holes of the black connected components. Moreover, system will give us the number
of these holes (Hy).

(2) Ho Process: It begins when objects a;; arrive to cell 2.

(a) Label Allocation Stage: Cell 3 trades objects b;; against others with the form
(bij, (4,7)) with the environment. The white objects are not transformed.

(b) Label Conversion Stage: We can compare the black adjacent pixels by using cat-
alyst, and we trade the label of the greatest pixel against the label of the other
pixel; i.e. (i, (big, (i, 7)) (bgts (K, 1))/ (bigs (7', 7)) bkts (7 5)) Agyoponr ), where
(i,7) and (k,l) are adjacent pixels. Moreover, we can see a new object ar-
riving to cell 4. It is a catalyst and it is used to codify if two labels must be
compared. Later, they are connected, and one of them can be changed by the
other one, as we can see in the Figure 1.

(¢) Answer Stage: In the step n+ 2, the object z,42 arrives to the cell 1 due to the
counter. It is used by the system as a catalyst, and the objects with the form
(bij, (4, 7)) are sent to the output cell representing each one to a black connected
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component. The P system have used n + 2 steps to obtain the number of black
connected components of an n? image.
Figure 1 shows a sequence of configurations of the process to obtain H; for input
data given by the configuration C0 of the picture.

co 7

POO P00 P00 POO P00 POO POO POO POO  POO POO POO POO POO P00 POO P00 POO
poo | w11 [ R 1 POO ] 7| Po0
P00 | poo |  waa | w24 [ POO
P00 P00 W w24 | w24 [l w17 | Poo
P00 POO POD
PaD POO | Em | POO
POO | Poo [ 17 POO
POO POO POO

PO0 POO POO POO POO POO POO POO POO P00 POO POO POO POO POO POO POO POO

C11 c12
PO0 P00 P00 POO PO0 P00 POO POO POO  POD POD POD POD POD POD POO P00 POO
' B -0 oo B13 B1a B15 | B16 kel
oo  poo [SIEPE] w2e w2a B poo | poo
pao P s_ﬁ poo | pao
poo |Ba3 sas sas | sas ERYRS
POO  roo NN oo IR POO
P00 | | BN P00 | POO
PDU!PUD POO I POO
POO POD POO POO POO POD POO POO POO POO POD POO POO POO POO POO POO POO

FIGURE 2. Representative configurations of a simple example to obtain H;

(3) Hi process: It begins when objects aj; arrive to cell 3.

(a) Label Allocation Stage: Cell 3 trades objects w;j against others with the form
(wij, (4,7)) with the environment.

(b) Label Conversion Stage: We compare the label of two white adjacent pixels, and
we trade the label of the greatest pixel against the label of the other pixel; i.e., we
use rules with the form (7, (wyj, (7', 7)) (wrt, (K", 1)) [ (wiz, (7', §")) (i, (&5 5)) Zir jrir s 3),
where (i,7) and (k,l) are adjacent pixels. Moreover, we can see a new object
arriving to cell ¢, Zy . It is a catalyst and is used to codify when two labels
must be compared. Then, the labels are connected, and one of them can be
changed by the other one, as we can see in C'7 in the Figure 2.

(¢) Deleting Stage: Initially, system keeps in cell 1 a set of objects codifying the
frame of the input image (poi, Pn+1i, Pios Pint1 for @ = 0,...,n + 1) with the
label (0,0) associated. When the input data is introduced in the system, the
white pixels not contained inside of black connected components are sent to the
environment to trade against of objects with the form of the frame. We need
a linear number of steps with respect to n to eliminate all the possible white
pixels. We can see the result in C'11 in the Figure 2.
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(d) Segmenting Stage: This part begins when deleting stage finishes due to the
counter z; (rules Ry). If there are white pixels in cell 1 in this step are in a hole.
The P system takes pairs of adjacent pixels, one black and the other white,
adding a mark to the black pixels of these pairs. Then, we have marked the
black pixels adjacent to a hole. We need a constant number of steps to segment
an image with P systems. Figure 2 shows in C'12 how the holes of the image
are codified.

(e) Answer Stage: We send the marked black pixels to output cell in the following
step to be marked. So, we obtain, the representative curves of the holes in the
image I. We also send white pixels which keep their labels, there is only one
pixel for each connected white component, ie, for each hole in the image. We
only need one step more with respect to the segmenting stage.

€O Wil | Wiz | Wiz W14 | WIS | WIS W17 | Wis | wig
w1 [ W25 g s
w31 | W35 wag

Wil Was ; WWag
W3 W55 W59
Wwel WaS Wa9
WT1 | s I AN o
Wa1 WES  WES WEBY WBS | WE9

Wo1 | WaZ | We3  Wad | WES | W6 WS7 | W38 | W9

C4 Wil wil | W12 | Wi4 | W15 Wi6 | W17 | W17 | wi9

ral W15 w29
w21 § W3s W29
wal w5 | Ba7 | Ban JEVEE
w1 was [ w7 [ was
W1 wios IRl wi7 BEal woo
W71 W75 876 | Boe O
W71 W75 WEG | WET | WET w9

W1 W82 | We3 | w94 | wed4  WS6 | W97 | Wos | was
FI1GURE 3. Initial and fourth configuration

2.2. Example. In this section we will show with a simple example our technique to obtain
the homology groups Hp, and Hy of a 2D image by using membrane computing. Let us
consider the first image in Figure 3 which have 9 x 9 pixels. The black pixels represent two
connected components, the white pixels represent the exterior of the components and the
holes, one in each connected component. In the initial configuration we have 4 cells. There
is one object A;; (with A = BV W) in cell 1 codifying each pixel. At the beginning of
the process the system duplicates these elements and sends one copy to the membrane 2
on order to calculate Hy, and the other copy to the membrane 3 in order to calculate H;.
These two processes are working at the same time, so we obtain a parallel system.

The process to calculate Hy is the following one: The cell 1 has the object z; working as
a counter, it allow us start a different stage after the necessary number of the steps. In the
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C10 wil | Wil | Wil | Wil Wil | Wil Wil | Wil wiil

3 Wil

g Wis
wWi9
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wil9
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W03

Ciz POO POO

PO | POO
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PO | POO
PO | POO
PO | PG
Pl pog
PO | POO
POO | PUD
PO POO

PO PO3 POD  POR . POR

F1GURE 4. Configuraciones C10 y C12

third step labels (7, j) are added to objects a;;, we need these labels to change them within
change the original position of the pixels. In the fourth step (configuration C4 in Figure 3)
the label conversion stage lets start. The aim is to have all the pixels in the same connected
component with the same label. Rules Rg, R7 changed the label of two adjacent pixels, to
become these in the same label. These rules created catalysts to become the process faster.
A catalyst represents that two labels are located in adjacent pixels, and it acts in subsequent
steps changing, at the same time, the labels of several pixels. In our example, we need seven
steps from the beginning of the stage until have black pixels with the correct label. We
can see in configuration C10 in Figure 4 all the black pixels of each connected component
with the same label. When the counter reaches the appropriate subindex, a representative
object for each connected component is sent to cell 4. We obtain two objects (b2, (2,2)),
(bog, (2,6)), so our image has two connected components.

The process to calculate Hj is the following one: The beginning of this process is the
same of the previous one. In the cell 3, white pixels are changing its labels until all the
pixels in the exterior of the picture have the same label, and all the pixels in the holes of the
components have also the same label (see configuration C12). In the 12th step the deleting
stage lets start. We need to know how many holes there are, so we have to "delete" white
exterior pixels. We add a pink frame around the picture, pink pixels acts in white exterior
pixels becoming them into pink pixels too. By using catalysts we only need two step to color
pixels in pink. The configuration C14 (see Figure 5) shows us the result. With the rules
R17 we can also mark black pixels adjacent to white pixels, in order to obtain information
not only about how many holes there are, but about the shape of these holes.
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F1GURE 5. Configuration C14

2.3. Complexity and Necessary Resources. Bearing in mind the size of the input data
is O(n?), the amount of necessary resources for defining the systems of our two families and
the complexity of our problems can be observed in the following table:

| HGB2I Problem |

Complexity

Number of steps of a computation n+9
Necessary Resources

Size of the alphabet O(n?)
Initial number of cells 4
Initial number of objects O(n)
Number of rules O(nf)

Upper bound for the length of rules of the systems 5

3. CONCLUSIONS AND FUTURE WORKS

Digital Imagery, treated by techniques of Algebraic Topology, can be suitable for Mem-
brane Computing techniques. The starting point is that such problems can be treated
locally by a set of processors, the information can be split into little pieces and expressed as
(multi)sets of objects and the computation steps can be processed by re-writing-type rules.

In many cases, the same sequential algorithm must be applied in different regions of the
image which are independent. All these features lead us to consider parallel bio-inspired
computational models to deal with Digital Imagery.

This paper can be seen as a first attempt of formalizing the bridges between Membrane
Computing and Algebraic Topology presented recently by Cristinal et al. [8, 9, 10]. Many
research lines are open. In this paper, we have showed that the homological groups to 2D
images can be obtained by using tissue-like P systems with catalyst, but a deeper study is
necessary. The research lines related to the most suitable P system model for Homology
Theory problems or which are the most relevant features of P systems which can represent
the nature of the problems are open. From the Algebraic Topology point of view, the
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question is to find new representations and new problems which can be expressed and dealt
with Membrane Computing techniques.

In future we wish to to use P systems to obtain more homological information: homology
groups, spanning trees, homology gradient vector field, etc. Until now, this homological
information is typically calculated using sequential algorithms or, in the best case, par-
tially parallel algorithms. Then, we can use P systems in some research fields where the
homological information is important: 2D, 3D and 4D Image, Robotics, etc.
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