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Abstract: Renewable energies, such as solar and wind power, have become promising sources of
energy to address the increase in greenhouse gases caused by the use of fossil fuels and to resolve the
current energy crisis. Integrating wind energy into a large-scale electric grid presents a significant
challenge due to the high intermittency and nonlinear behavior of wind power. Accurate wind power
forecasting is essential for safe and efficient integration into the grid system. Many prediction models
have been developed to predict the uncertain and nonlinear time series of wind power, but most
neglect the use of Bayesian optimization to optimize the hyperparameters while training deep learning
algorithms. The efficiency of grid search strategies decreases as the number of hyperparameters
increases, and computation time complexity becomes an issue. This paper presents a robust and
optimized long-short term memory network for forecasting wind power generation in the day ahead
in the context of Ethiopia’s renewable energy sector. The proposal uses Bayesian optimization to find
the best hyperparameter combination in a reasonable computation time. The results indicate that
tuning hyperparameters using this metaheuristic prior to building deep learning models significantly
improves the predictive performances of the models. The proposed models were evaluated using
MAE, RMSE, and MAPE metrics, and outperformed both the baseline models and the optimized
gated recurrent unit architecture.

Keywords: Bayesian optimization; deep learning; LSTM; time series; forecasting

1. Introduction

Nowadays, reliable and sufficient energy is essential for human comfort. With the
growing population and increasing energy-intensive industries, the demand for energy
continues to rise. Renewable energy sources such as solar, geothermal, and wind energy
have gained significant attention globally for their environmental benefits and contributions
to the green economy [1].

Generating energy from renewable sources has become a promising solution to support
sustainable economic growth and provide a healthier world for future generations [1,2].
Wind energy, in particular, is abundant and renewable, and its growth has the potential to
reduce pollutant gas emissions from the use of fossil fuels [3,4]. The number and energy
generation capacity of wind generation plants have increased annually as countries place a
greater emphasis on renewable energy sources [5]. According to the World Wind Energy
Association (WWEA), wind energy generation capacity has reached 650.8 GW globally.
Ethiopia, in Eastern Africa, has the largest share of abundant renewable energy resources,
including hydroelectric power, but has yet to fully tap into this potential. The potential
for wind energy in Ethiopia is estimated to be about 1350 GW, with an annual installed
capacity of approximately 1676 GW [6].

However, the integration of wind energy with a large-scale electric grid presents
a major challenge due to the highly intermittent and nonlinear nature of wind power.
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Additionally, wind power generation is greatly impacted by complex atmospheric factors
such as wind speed, temperature, and air pressure, which can affect wind power generation
and grid operation.

To address this, accurate wind power forecasting is crucial for safely connecting wind
power to the grid system and ensuring efficient grid operation [7]. Accurate forecasting of
wind power generation helps keep the energy supply and demand in the grid system stable
and is useful for appropriate wind farm site selection and making informed investment
decisions [8]. However, the highly variable and intermittent behavior of wind power due
to complex atmospheric variables makes wind power forecasting a difficult task.

In recent years, the generation of time series data from sources such as sensors and
smart meters has led to the availability of large volumes of data. Time series is a sequence of
observations taken at defined time intervals, which could be hourly, daily, weekly, monthly,
or yearly. Time series forecasting has been widely studied in many application areas,
including finance, environment, energy, and climatology. Similarly, wind power forecasting
depends on uncertain wind power time series data, and accurate wind power forecasting is
essential for the planning and reliable execution of power systems to ensure a continuous
supply [9].

Deep learning algorithms have become popular in various research fields, such as
health care, natural language processing, time series forecasting [10,11], computer vi-
sion, and image recognition [12], due to their flexible structure and effective feature
learning abilities.

In the energy sector, deep learning algorithms have demonstrated exceptional per-
formance in energy consumption and wind power forecasting. They effectively capture
nonlinear time series and high-variation data, resulting in higher prediction accuracy for
solar and wind energy compared to conventional methods [13–15]. Long short-term mem-
ory (LSTM) and gated recurrent unit (GRU) are two widely used deep learning algorithms
in the field of wind power forecasting, energy consumption forecasting [16], peak load
forecasting, and fault identification [13].

Hyperparameter tuning is a critical aspect of deep learning and machine learning
algorithms. Hyperparameters are configurable parameters that can be adjusted to achieve
optimal model performance [17]. They determine the parameters of the model during
training and have a significant impact on its predictive performance [18,19]. However,
manual hyperparameter tuning can be difficult and the results may not be consistent [12,20].
Automatic optimization techniques, such as grid and random search, have drawbacks,
including time-consuming for larger parameter sets and a lack of optimal discovery, respec-
tively [21]. On the other hand, Bayesian optimization (BO) is an informed approach that
uses a surrogate model to evaluate only the most promising models [12,22]. It computes
the posterior distribution of the objective function using the Bayes theorem, allowing for
fewer sampling points and faster computation time.

Furthermore, optimizing hyperparameters while training deep learning algorithms,
such as LSTM and GRU significantly improves their predictive performance [19,23]. Al-
though numerous wind power forecasting models have been proposed [24–26], most of
them have not utilized optimization strategies to reach desired performance levels. In other
words, the use of BO in combination with LSTM models (BO-LSTM) is limited in enhancing
wind power forecasting. Additionally, wind power forecasts are often specific to a single
location, and the complexity and variability of wind power cannot be generalized across all
sites. Thus, the aim of this paper is to apply BO to develop a robust wind power prediction
model using LSTM.

BO is a global optimization technique that can be used to optimize the hyperparame-
ters of machine learning models. It uses a probabilistic model to guide the search for the
global minimum by constructing a model of the objective function being optimized.

Using BO with LSTM networks offers several benefits, including more efficient discov-
ery of the optimal hyperparameter values compared to other optimization methods, such
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as grid search or random search. This is particularly useful when training deep learning
models, which can be expensive optimization problems.

Another advantage of BO is its ability to handle complex and multimodal objective
functions, which can arise when training LSTM networks. Unlike fixed search strategies
such as grid search, Bayesian optimization uses a probabilistic model to guide the search,
enabling it to handle complex optimization problems.

In conclusion, the advantages of using BO with LSTM networks include increased effi-
ciency in finding optimal hyperparameters, the ability to handle complex and multimodal
objective functions, and applicability to expensive optimization problems, such as deep
learning model training.

In light of the information presented, the contribution of this paper can be summarized
as follows:

1. Bayesian optimization (BO) was employed to identify optimal hyperparameters, such
as the number of neurons and activation function, for the purpose of enhancing wind
power forecasting.

2. The BO-LSTM model proposed in this paper was evaluated using real wind power
data and found to outperform baseline methods in terms of statistical error metrics.

3. The paper presents a robust BO-LSTM model for day-ahead wind power forecasting,
utilizing actual wind power data.

4. A wind power dataset was created for the first time in the Adama district of Ethiopia,
following a comprehensive and arduous data collection process.

The rest of this paper is organized as follows. Section 2 provides a comprehensive
overview of related works in the field. The methodology, including its theoretical founda-
tions, the steps taken in data preparation, and exploratory analysis, is described in detail
in Section 3. In Section 4, we present the results of our hyperparameter tuning efforts and
engage in an in-depth discussion of the findings. Finally, the conclusion and suggestions
for future work are presented in Section 5.

2. Related Works

This section aims to review previous studies on wind power generation forecasting
that employed machine learning and deep learning models. Various methods have been
utilized to predict wind power production for the purpose of making the integration of
wind power with the grid system easier and more effective [27,28]. These methods can be
broadly categorized into:

1. Physics-based methods: This approach predicts desired variables using real-time
atmospheric variables, such as temperature, pressure, surface roughness, and ob-
stacles. However, it is computationally intensive and may not be suitable for short-
term forecasting tasks due to the high computation time and computing resources
required [29,30].

2. Traditional statistical methods: Autoregressive (AR), autoregressive moving aver-
age (ARMA), and autoregressive integrated moving average (ARIMA) models are
conventional statistical methods for time series forecasting, and they are effective
in capturing linear mathematical relationships in time series data. However, their
prediction accuracy decreases for longer forecast horizons, and they struggle to model
complex seasonal patterns and exogenous variables [31–33]. Nevertheless, the com-
bination of ARIMA and LSTM techniques has resulted in successful approaches in
recent years [34].

3. Machine learning methods: Machine learning is a data-driven approach that maps
between dependent and independent variables and is widely used for classification
and prediction tasks [29]. This category includes feed-forward neural networks, sup-
port vector regression (SVR), k-nearest neighbor, fuzzy neural networks, extreme
learning machines, and others. For example, Ahmed et al. [35] proposed using gradi-
ent boosting machines (GBMs) and support vector machines (SVMs) to predict wind
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power over medium to long-term time frames and found that the SVM model per-
formed better with some computational run-time concerns. Another study proposed
a wind turbine power generation prediction model using linear regression, k-nearest
neighbor regression, and decision tree regression algorithms to predict one-minute
time resolution data [36]. Shabbir et al. [37] used an SVM-based algorithm to predict
wind energy production one day ahead, and they found that the proposed algorithms
had better forecasting results with the lowest root mean square error (RMSE) values.
However, conventional machine learning algorithms may struggle to capture tem-
poral information effectively and produce more accurate forecasts for complex and
nonlinear wind power data [38]. In [39], a method was proposed to predict power
generation by exploiting wind speed data from different heights in the same area and
achieved a 3.1% improvement in accuracy compared to the traditional support vector
machine method. Gao proposed an approach based on grey models and machine
learning for monthly wind power forecasting using data from China [40]. A hybrid
model based on Laguerre polynomials and the multi-objective Runge-Kutta algorithm
was proposed in [41] for wind power forecasting, and the effectiveness of the method
was demonstrated using wind power data from a Chinese wind farm.

Due to the focus of this paper, this section only reviews deep learning-based strategies
for wind power forecasting. Wind power is a promising energy source that can help address
current environmental issues. Accurate wind power prediction is critical for the stable and
optimal operation of the electric grid in power systems. Many novel models have been
proposed, such as [42–44]. Reference [45] proposes an efficient wind power forecasting
model using an LSTM network. A hybrid model of a convolutional neural network and
multilayer perceptron network was developed for day-ahead wind power generation
forecasting in [46]. Reference [47] introduces a hybrid method for ultra-short-term wind
power prediction, taking into consideration wind power, wind direction variables, and
factors from the environment and turbine disturbance. Reference [48] proposes a hybrid of
convolutional neural network and informer model to predict average wind power over a
period of time, effectively extracting time series features and trend information using a 2-D
convolutional neural network. Reference [49] uses a sparse machine learning technique
to predict next-hour wind power by combining real-time observation data with data from
physical model forecast results. Reference [50] proposes a new model to forecast the
electricity production of wind farms in Manisa, Turkey, using a univariate sequence-to-
sequence learning model, with promising results.

The accurate prediction of wind power is important for stable and reliable power
grid operation and effective integration of wind power into the electricity grid. A wavelet
decomposition-based method was developed to improve the accuracy of wind power
forecasting [51]. The role of wind speed forecasting in wind power generation is critical,
and a hybrid model based on a GRU neural network and variation mode decomposition
has been shown to effectively capture the intermittent and fluctuating behaviors of wind
power [24]. LSTM is capable of accurately learning data patterns and providing results for
longer temporal dependency data, such as monthly predictions [25]. A novel method based
on an improved stacked GRU-RNN and multiple monitoring parameters has been used
to reduce the complexity of the model, saving computational costs and requiring fewer
training data [52].

RNN, a class of deep learning, is composed of sequence-based architectures that model
the temporal correlation between past and current information [26]. LSTM networks, an
improvement of RNN, have an internal state that can propagate data through multiple time
steps, allowing them to effectively process time series data.

Putz et al. introduced a novel model based on neural expansion analysis for time
series wind power forecasting in [53]. This model outperforms other statistical and classical
machine learning methods and requires little to no data preprocessing. Yu et al. proposed
an improved LSTM forget-gate network in [45] that uses Spectral Clustering to enhance
the model’s training speed and accuracy. Mishra et al. studied a comparative analysis of
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five deep learning models including Deep Feed Forward, Deep Convolutional Network,
RNN, Attention mechanism, and LSTM in [4]. Lin et al. used Temporal Convolutional
(TCN) Network for wind power prediction in [54] and found that TCN outperforms
LSTM, RNN, and GRU in terms of the data input volume, stability of error reduction, and
forecast accuracy.

Prema et al. proposed a wavelet decomposition-based prediction model with LSTM
learning in [55] and found that wavelet decomposition improved the capture of the inter-
mittent variations in wind data. Duan et al. developed a hybrid forecasting model using
decomposition and two deep learning models in [29] and employed variational mode
decomposition to extract local features of the data. A wind power prediction model based
on deep learning feature extraction and genetic algorithms was proposed in [56]. A novel
genetic LSTM framework was presented in [9] to predict short-term wind power and the
LSTM structure’s window size and the number of neurons were determined by genetic
algorithms. In [57], a deep learning-based approach was developed for modeling and
prediction of wind turbine output power and was found to be more stable and robust
compared to genetic algorithms and particle swarm optimization algorithms.

Akash et al. conducted a study on long-term wind speed forecasting using machine
learning and time series analysis, as reported in [58]. The results, based on evaluations
of MAE and RMSE, indicated that LSTM outperformed ARIMA and the artificial neural
network (ANN). In [59], a Bayesian-optimized artificial neural network was proposed to
forecast hourly wind speed, with improved results over the ANN and SVM models as a
result of the optimization strategy. Saini et al. in [60] proposed various machine learning
algorithms to enhance wind speed forecasting and energy generation estimation. GRU
performed exceptionally well compared to other machine learning approaches for the
given dataset. In [28], Lin and Zhang presented a novel hybrid model for accurate wind
speed prediction.

3. Materials and Methods

This section discusses the theoretical framework, exploratory analysis, and data pre-
processing approaches for the proposed study. In addition, model training along with
hyperparameter tuning have been addressed in this section.

After data refinement as discussed in Section 3.4, the data set was partitioned into
a training set and a test set in which the training data contains the first three years (70%)
and the test set contains the last year (30%) wind power data in order to keep the impor-
tance time order. As the main part of the methodology of this paper, building the LSTM
model on the training set by defining hyperparameter space and fine-tuning the model is
implemented by using Bayesian optimization to search for the best hyperparameters com-
bination with minimum loss values. Based on the optimal hyperparameter configuration,
the proposed wind power forecasting model was trained on the wind power dataset of the
three sites (groups) and the performance of each model was evaluated on the test dataset.
Meanwhile, to ensure whether the proposed BO-LSTM outperforms other algorithms or
not, different baseline models were studied with each dataset. The methodology of this
paper is detailed in Figure 1.
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Figure 1. Proposed methodology for wind power forecasting.

3.1. Deep Learning Architectures

RNN is a type of deep learning algorithm commonly utilized in speech recognition,
emotional analysis, and text analysis. Unlike deep feed-forward neural networks (DFFNNs),
RNNs incorporate feedback loops and internal connections between hidden units. These
internal connections enable RNNs to effectively use past data to predict future data [61]. As
a result, RNN is capable of processing sequential data and identifying both short-term and
long-term dependencies. It is particularly useful for time series modeling and forecasting
of data with temporal correlations. Training of RNNs typically involves back-propagation
through time to learn the temporal correlations in sequence data. However, RNNs can
suffer from the vanishing gradient problem, where the stability of gradient propagation
across time steps decreases, leading to an inability to learn long-term dependencies between
inputs and predictions [62]. This occurs when the weight updates are proportional to the
gradient, but small or vanishing gradients result in minimal changes to the weight values.
LSTM and GRU were developed to address the limitations of RNNs by allowing for the
learning and storage of longer sequence data, and effectively handling high volatility and
seasonal variation in time series data.
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3.1.1. Long-Short Term Memory Network

LSTMs are better equipped to handle information with longer temporal dependencies
and lag features in sequence data processing [63]. Unlike standard DFFNNs, which operate
in a forward learning style, LSTMs have a specialized memory unit [64] to store previous
operation values for use in dealing with temporally dependent data. LSTMs consist of a
cell unit and gate modules, as illustrated in Figure 2 [65]. The gates include a forget gate, an
input gate, and an output gate, which regulate the flow of data into and out of the cell state
during processing [66]. The input gate controls updates to the memory cell from the input
and the forget gate decides which information to keep and which to discard [64], while the
output gate determines the information to pass to the next state. LSTMs have been widely
used in time series forecasting and have achieved remarkable performance [67,68]. Their
main advantage lies in their memory cell, which serves as a specialized neuron structure
for storing information over long time gaps [15]. The mathematical representation of the
LSTM cell can be defined in Equations (2)–(6).

ft = σ(w f × [ht−1, xt] + b f ) (1)

it = σ(wi × [ht−1, xt] + bi) (2)

C̃t = tanh(wc × [ht−1, xt] + bc) (3)

Ct = ft ∗ Ct−1 + it ∗ C̃t (4)

Ot = σ(wo × [ht1 , xt] + bo) (5)

ht = Ot ∗ tanh(ct) (6)

where ft, it, and C̃t denote the forget gate, the input gate, and the candidate cell state,
respectively; Ot represents the output gate; Ct and ht are the cell output at the current time
t; Ct−1 and ht−1 are the cell outputs at the previous time xt−1, and xt is the input to the
LSTM cell. w is the weight of neurons, and b is the bias for each weight.

Figure 2. LSTM architecture.

The LSTM network’s ability to learn more complex tasks is due to the use of nonlinear
activation functions, namely the sigmoid function σ and the hyperbolic tangent function
tanh. The sigmoid function is a nonlinear activation function that maps data to values
between 0 and 1, while the hyperbolic tangent function maps data to values between
−1 and 1. The sigmoid and hyperbolic tangent activation functions can be expressed
mathematically in Equation (7) and Equation (8), respectively.
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σ(x) =
1

1 + e−x (7)

tanh(x) =
ex − e−x

ex + e−x =
1− e−2x

1 + e−2x (8)

There are several advantages of using LSTM networks for wind energy forecasting
compared to other methods:

1. Handling long-term dependencies: One of the main challenges in wind energy fore-
casting is capturing long-term dependencies in the data. LSTMs are particularly well
suited for this task because they are designed to handle long-term dependencies by
selectively forgetting or retaining information from previous time steps.

2. Handling non-linear relationships: Wind energy is affected by many non-linear factors,
such as temperature, humidity, and pressure. LSTMs are capable of capturing non-linear
relationships in the data, making them a good choice for wind energy forecasting.

3. Handling multivariate time series: LSTMs can handle multiple inputs, making them
well suited for multivariate time series data, such as wind energy data, which often
includes multiple sources of information.

4. Good performance: LSTMs have shown good performance in wind energy forecasting tasks,
outperforming traditional time series forecasting methods, such as ARIMA and SARIMA.

5. Robustness to noise: LSTMs are less sensitive to noise in the data compared to tradi-
tional time series methods, making them a good choice for wind energy forecasting
where data quality can be a challenge.

Overall, LSTMs offer several advantages in wind energy forecasting, making them a
popular choice among researchers and practitioners in the field.

3.1.2. Gated Recurrent Unit Neural Network

GRU is a newer version of LSTM and is capable of learning temporal dependencies
in data to avoid the long-term dependency-learning problems of RNN [69]. Compared to
LSTM, GRU has a simpler architecture with two gates, the update gate and the reset gate, as
illustrated in Figure 3. In GRU, there is no cell state and the update gate combines the input
and forget gates. The update gate determines what information from the previous hidden
state to bring into the current state [70] and decides the amount of previous information to
be memorized in the current state. The reset gate determines the aggregation of the previous
information with the current input [71]. The reset gate also decides which information
to discard from the previous states. The reset gate controls the capture of short-term
dependencies in the sequence data, while the update gate is responsible for activating
and filtering the long-term sequence data. GRU has a faster training time due to its fewer
parameters compared to LSTM.

The mathematical representation of GRU operations can be defined as in
Equations (9)–(12):

rt = σ(Wr[ht−1, xt]) (9)

zt = σ(Wz[ht−1, xt]) (10)

h̃t = tanh(Wh[rt ◦ ht−1, xt]) (11)

ht = (1− zt[rt ◦ ht−1, xt]) (12)

where rt and zt are the reset and update gates, respectively, in a GRU operation. Addi-
tionally, x is the input vector, while h̃t and ht denote the candidate output and the output
vector, respectively.
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Figure 3. GRU architecture.

3.2. Bayesian Optimization

The performance of machine learning algorithms, especially deep learning-based
predictive models, can be improved through hyperparameter optimization. Grid search and
random search are the most commonly used methods for finding the optimal combination of
hyperparameters to produce more accurate models. However, the efficiency of grid search
decreases with the increasing size of the number of hyperparameters, and its computational
time complexity is high due to the exponential increase in the number of evaluations
required with each additional parameter [19]. On the other hand, random search uses a
combination of randomly sampled parameters based on a statistical distribution, which
can be ineffective in finding optimal hyperparameter points for some complex models [72].

Bayesian optimization (BO) is an efficient strategy for solving computationally expen-
sive functions without a closed-form expression [73]. It builds a probability model of the
objective function to determine the optimal hyperparameters in an informed manner, reduc-
ing the number of times the objective function needs to be run by choosing only the most
promising set of hyperparameters. The BO approach consists of two basic components:

• Surrogate (probabilistic) model: BO is guided by Bayes’ theorem, and in each itera-
tion, it uses a surrogate model to approximate the objective function, which can be
sampled efficiently. A Gaussian process is the most effective surrogate model for
selecting the promising set of hyperparameters to be evaluated in the true objective
function [74]. The surrogate model estimates the objective function, which is used to
guide future sampling.

• Acquisition function: BO uses an acquisition function [75] to determine which points in
the search space should be evaluated and to provide information on the optimal value
of f . The purpose of the acquisition function is to use posterior information to find the
best sample point in each iteration and to propose a new sampling point to identify the
most promising set of hyperparameters to be evaluated next. The acquisition function
balances exploitation and exploration. Exploitation involves focusing on the search
space with a higher likelihood of improving the current solution based on the current
surrogate model, while exploration is the strategy of moving towards less explored
regions of the search space.

BO solves problems by finding the parameters that minimize the objective function in
a finite domain, with lower and upper bounds on every variable, as given by Equation (13).

x∗ = arg min
x∈X

f (x) (13)
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where f (x) represents a score that should be minimized, X is the domain of the hyperpa-
rameter values, and x∗ is a combination of hyperparameters that produces the lowest value
of the score f (x).

Finally, BO can be used in conjunction with LSTMs to achieve improved performance
in wind energy forecasting. Such a combination can bring several benefits, including:

1. Efficient hyperparameter tuning: BO provides a more efficient and effective way of
tuning the hyperparameters of an LSTM model than traditional grid search or random
search methods. It does this by intelligently selecting the next set of hyperparameters
to evaluate based on the results of previous evaluations, leading to faster convergence
and better results.

2. Improved model performance: By tuning the hyperparameters of an LSTM model
using BO, the model can be improved to better fit the wind energy data and achieve
higher accuracy in its predictions.

3. Better understanding of the model: BO can provide insights into the impact of dif-
ferent hyperparameters on the performance of the LSTM model, allowing for better
understanding of the model and its behavior.

4. Robustness to hyperparameter selection: By using BO to select the hyperparameters,
the model can be made more robust to the choice of hyperparameters, reducing the
risk of poor performance due to poor hyperparameter selection.

3.3. Data Description

For this study, we obtained real wind power data from three groups of wind farm sites
located in the Adama district, Ethiopia. The data covers a four-year period, from 9 February
2019 to 25 July 2022, with the daily resolution for each wind farm (Site I, Site II, and Site
III). To obtain the data, we sent an official letter to the Ethiopian electric power company
and received approvals. The collected data were in their original format and the author
took measures to maintain confidentiality and validity while processing the data. The wind
farm is located in the Oromia Regional State and has a geographical location of 39◦13′48′′

E latitude and 8◦32′41′′ N longitude. It spans an area of 400–600 m wide and 5 km long,
and is 95 km from the capital city of Ethiopia, Addis Ababa. To better understand the
patterns in the data, we conducted an exploratory data analysis, including visualizing the
time-based wind power generation trend. Figure 4 shows the daily wind energy generation
capacity for each of the selected wind farms.

As depicted in Figure 4, the daily wind power output varies at each site, primarily
due to the intermittency of wind speeds at each wind farm location. It can be noted that
Site II and Site III often have even higher daily wind power generation, reaching up to
300,000 kW on certain days. In comparison, Site I has the highest wind generation capacity
of 250,000 kW on some days, which is slightly lower than that of Sites II and III.

When forecasting time series problems, such as wind power, autocorrelation analysis
is utilized to identify patterns and assess the randomness, stationarity, and other charac-
teristics of the data. Moreover, the autocorrelation function (ACF) quantifies the linear
relationship between the time series data and its lagged values, as outlined in Equation (14).

rk =

n
∑

t=k+1
(yt − ȳ)(yt−k − ȳ)

n
∑

t=1
(yt − ȳ)2

(14)

where rk represents the autocorrelation with a lag of k, and n represents the number of
observations in the time series. Furthermore, yt refers to the actual data point at time t, and
ȳ denotes the sample average.
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Figure 4. Daily wind generation capacity by three wind farms Sites.

The autocorrelation value for wind power generation at Site I (as shown in Figure 5)
exhibits high peaks at lag 1 and lag 2, then decreases gradually as the lag value increases
up to 33 days. The autocorrelation plot confirms that the previous 30 lags of wind power
values are highly correlated with each other and the trend is statistically significant in the
subsequent series.

0 10 20 30 40 50 60
Lag

0.2

0.0

0.2

0.4

0.6

0.8

1.0
Autocorrelation

0 10 20 30 40 50 60
Lag

0.0

0.2

0.4

0.6

0.8

1.0
Partial AutocorrelationSite I data

Figure 5. Autocorrelation (left) and Partial Autocorrelation (right) for Site I.

The autocorrelation plot for daily wind power production shown in Figure 6 reveals
that most of the spikes are statistically significant, except for lag 29. This confirms that the
time series data of wind power production are strongly correlated with its lag values, as
depicted in Figure 6.
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Figure 6. Autocorrelation (left) and partial autocorrelation (right) for Site II.

As illustrated in Figure 7, the wind power production data for Site III indicate that
there are only strong correlations up to lag 19. Beyond that, as the lags increase, the
statistical significance of the data decreases.

Figure 7. Autocorrelation (left) and partial autocorrelation (right) for Site III.

3.4. Data Pre-Processing

In our dataset, some of the wind power variables have missing values which need to be
properly addressed to enhance the statistical power of the proposed model. To address this
issue, the missing values were replaced using the K-nearest neighbor (KNN) imputation
technique. KNN is a suitable imputation method that replaces missing observations for a
given variable with the average of the values of its neighboring observations. The missing
values were determined by calculating the distance between the missing observation on
the variable and other observed values using the Euclidean distance formula, as expressed
by Equation (15).

D(xm, xo) =

√
n

∑
i=1

(xmi − xoi) (15)

where xmi is the value of variable i in the target observation xm, xoi is the value of variable i
in the other observed value xo, and D(xm,xo) is the distance between the target observation
and the observed value.

The dataset was transferred from the Supervisory Control and Data Acquisition
(SCADA) system to the report database through manual processing, which led to the
discovery of numerous duplicate records in the dataset. These duplicate data values were
then identified and removed using filtering techniques.

During the training of a deep learning model, some variables may have large numeric
values which dominate the values of other variables, causing instability in the model
training and leading to a large error gradient. To avoid this, it is important to perform
feature scaling, which transforms the data into a normal or similar range, e.g., (0, 1), to
ensure that the values of the dominating attributes do not overpower the values of smaller
attributes. This also helps the gradient descent to converge more easily [47] and improves
the model’s prediction performance. To achieve this, the min-max normalization method
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was employed in this paper to transform the data into the range (0, 1), as expressed by
Equation (16).

Xn =

(
X0 − Xmin

)
Xmax − Xmin

(16)

where Xn are the values of X after normalization, X0 is a current value for variable X. Xmin
and Xmax are the minimum and maximum data points in the variable X of the input dataset.

3.5. Problem Formulation

If we have real wind power data measured every day to forecast wind power for the
next days, we use n different time steps with different data points at each time step. In our
case, let X be the time series wind power data generated at time stamps Xt = x1, x2, . . . , xt.
The one-step-ahead forecasting can incorporate the input features of the previous wind
power and the prediction model can be expressed as shown in Equation (17).

x̂t+1 = f (xt, xt−1, ..., xt−d+1) (17)

where f is the model to be found and d is the number of lags considered for predicting x̂t+1.

3.6. Performance Evaluation

The accuracy of the proposed model can be evaluated by comparing its predictions
with real data using regression metrics. The statistical metrics used in this study are mean
absolute error (MAE), root mean square error (RMSE), and mean absolute percentage
error (MAPE), defined in Equations (18)–(20), respectively. MAE measures the difference
between the predicted and actual values and is less sensitive to noisy data compared to
RMSE. RMSE is the square root of the mean of the squared deviation between the predicted
and actual values. However, RMSE is sensitive to the size of squared error outliers [35] and,
therefore, may be negatively impacted by noisy data.

MAE =
1
n

n

∑
i=1
|y− ŷ| (18)

RMSE =

√
1
n

n

∑
i=1

(
y− ŷ

)2
(19)

MAPE =
1
n

n

∑
i=1

|y− ŷ|
y
∗ 100 (20)

where y and ŷ represent the actual and predicted values, respectively. In addition, n
represents the total number of observations used to train the model.

4. Results Discussion

In this paper, a set of hyperparameters used to tune the proposed models is defined
with a range of values or categorical values. The LSTM model is built using these hyper-
parameters, and the optimal values are searched from the hyperparameter space using
the Bayesian optimization algorithm. The hyperparameters for epochs and batch size
were selected as 80 and 32, respectively, with a greater emphasis on improving the model.
The model was constructed with two LSTM hidden layers, and the optimal number of
neurons in the first and second hidden layers were 120 and 20, respectively. The optimal
activation function selected in each hidden layer is the tangent function, named tanh, while
the activation function in the output layer is a linear function that sums up the weighted
total of the inputs and returns the result. The best optimizer, RMSprop, was selected from
the given hyperparameter spaces with a learning rate of 0.01 (Table 1).
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Table 1. Set of hyperparameters spaces for LSTM and GRU Models.

Hyperparameters Range Values Optimal Parameters Selected by Bayesian Optimization

Learning rate [0.0001, 0.001, 0.01, 0.1, 0.2] 0.01
Epochs [40, 60, 80, 100, 120] 80

Batch size [8, 16, 32, 64] 32
Dropout [0.1, 0.2, 0.4, 0.6] 0.2

Activation function [ReLu, tanh, linear] tanh
Optimizer [Adam, RMSprop, Adadelta] RMSprop
Neurons [[40, 60, 80, 100, 120], [20, 40, 60, 80, 100]] [120, 20]

The selection of hyperparameters for BO-LSTM and BO-GRU is done by defining the
same hyperparameter space with the range values as presented in Table 1. The optimal
parameters for each deep learning algorithm are different, except for the same epoch
and batch size values of 80 and 32, respectively, which were optimally selected for both
algorithms. For example, the best activation function selected by Bayesian optimization for
BO-GRU is ReLu, whereas the tanh function was selected as the optimal activation function
for BO-LSTM. The parameters for the rest of the benchmark models were chosen manually,
as shown in Table 2.

Table 2. Hyperparameters for the baseline models.

Models Parameters Values/Type

ANN

Epoch 4
Learning rate 0.001

Batch size 32
Neuron at hidden layer 20

Optimizer Adam
Activation function ReLu

XGBoost

n_estimators 116
Learning rate 0.3
max_depth 3

gamma 5
min_child_weight 6
colsample_bytree 0.6

ARIMA
P 4
d 0
q 1

GRU

Learning _rate 0.0001
Batch size 32

Epoch 80
Neuron at hidden layers 100, 20

Dropout_rate 0.1
Activation function ReLu

Optimizer Adam

LSTM

Learning_rate 0.001
Batch size 32

Neuron at hidden layer 20
Activation function ReLu

Optimizer Adam

Overfitting is a common problem in machine learning where a model performs well
on the training data, but poorly on new, unseen data. This can occur when the model
is too complex and has too many parameters relative to the size of the training data.
The model ends up learning the noise in the training data rather than the underlying
relationship. To prevent such an undesirable effect, two main actions have been taken. First,
L1 regularization technique has been used to reduce the complexity of the model. Second,
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the model has been run for only 80 epochs, stopping the training process before the model
becomes too complex.

Figure 8 displays the training and validation loss for the BO-LSTM model. Figure 8a,b
demonstrate the model’s ability to learn the wind power data from Site I and Site II,
respectively. As the number of epochs increases, it can be seen that the training and
validation loss decrease and converge well. However, the convergence is better for Site
I data in Figure 8a compared to Site II data in Figure 8b. This indicates that the model
learns from Site I data more effectively than from Site II data. In contrast, the training
curve in Figure 8b appears correct, but the validation curve becomes noisy, especially
up to 45 iterations, potentially due to the validation data not being representative of the
training data.
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Figure 8. Training vs. validation loss based on BO-LSTM. (a) Training vs. validation loss for Site I.
(b) Training vs. validation loss for Site II.

As depicted in Figure 9a,b, the training curve and the validation curve diverge. Specif-
ically, in Figure 9b, the divergence is significant starting from the first epoch, whereas in
Figure 9a, the training and validation curves bear some resemblance.

(a) (b)
Figure 9. Training vs. validation loss without LSTM Model tuning. (a) Training vs. validation loss for
Site I. (b) Training vs. validation loss for Site II.

Table 3 summarizes the forecast results achieved by the proposed method in terms of
the evaluation metrics introduced in Section 3.6. In order to assess its effectiveness, results
for other well-established methods were selected: standard neural networks (ANN), other
deep learning models (GRU), ensemble learning (XGBoost) or standard statistical methods
(ARIMA). From Table 3, it can be observed that all the nonlinear models (ANN, LSTM,
GRU, BO-LSTM, and BO-GRU) outperform the linear ones i.e ARIMA and XGBoost in
terms of all three metrics in all cases data. This is due to the fact that wind power time
series data show non-linearity and non-stationarity properties (see Figures 5–7) and these
conventional machine learning models are incapable of handling the nonlinear relation
of the time series data. On the other hand, the fitting ability of deep learning methods is
superior for complex time series forecasting tasks [33].
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Table 3. Comparison of six forecasting models on three Sites data.

Data Models MAE RMSE MAPE (%)

Site I

ANN 0.1009 0.1310 0.916
XGBoost 0.1312 0.1664 1.3737
ARIMA 0.1939 0.2277 1.8680
LSTM 0.1070 0.1264 2.0642

BO-GRU 0.0651 0.0826 1.1470
BO-LSTM 0.0621 0.0793 1.1353

Site II

ANN 0.1024 0.1307 2.4062
XGBoost 0.1489 0.1926 1.7796
ARIMA 0.1844 0.2214 2.2057
LSTM 0.1137 0.1399 1.1725

BO-GRU 0.0707 0.0910 1.1621
BO-LSTM 0.0708 0.0893 1.2275

Site III

ANN 0.1440 0.1791 1.9741
XGBoost 0.1452 0.1878 1.6768
ARIMA 0.1748 0.2106 2.1963
LSTM 0.1137 0.1401 1.1903

BO-GRU 0.0972 0.1247 1.0896
BO-LSTM 0.0948 0.1220 1.0674

Moreover, hyperparameter tuning has a significant effect on the performance of these
nonlinear models and BO-LSTM and BO-GRU outperform the standard LSTM and GRU. It
can be observed that the performance of BO-LSTM is better than all benchmark algorithms
such ANN, XGBoost, ARIMA, standard LSTM, and BO-GRU according to all error indices
and for the three wind farm sites dataset, except the slightly lower MAE error value of the
competitive BO-GRU for Site II. Specifically, while comparing with standard LSTM and
BO-GRU in all three cases, BO-LSTM obtained lower MAE, RMSE, and MAPE error with
values of 0.0621, 0.0793, and 1.1353, respectively, for Site I. However, the differences in
prediction accuracy between BO-LSTM and BO-GRU are not very large. Hence, Table 3
shows the viability of a Bayesian Optimization algorithm in tuning the LSTM model
by searching for the best hyperparameter combination which significantly improves the
proposed BO-LSTM performance.

Table 4 shows the error indices of the optimized deep learning frameworks, namely
BO-LSTM and BO-GRU models, and the standard LSTM and GRU on both the training
and test data. The MAE and RMSE error values for all three cases are very much closer
and lower than that of the use of untuned deep learning models. It can be observed that by
applying the hyperparameter tuning prior to building deep learning models, they learn
nonlinear features from wind power and reduces the overfitting problems that have been
experienced with the use of standard LSTM and GRU implementation. Moreover, from the
analysis of Table 4, it is worth mentioning that BO-LSTM achieves superior performance
than that of the standard LSTM and BO-GRU models, both on training and test MAE and
RMSE metrics for all three cases.

As shown, the BO-LSTM model outperforms the BO-GRU model. Both BO-LSTM
and BO-GRU models were applied to the data from the three wind farm sites or groups,
as indicated in Table 3. It can be concluded that Bayesian optimization is a suitable
strategy for this context, as both deep learning models show competitive results when
optimized in this way. Despite using the same optimization strategy to search for optimal
parameters in the same hyperparameter spaces, as shown in Tables 1 and 2, the prediction
errors still varied, which could be due to the variability of the data recorded at each wind
generation plant. The BO-LSTM-based prediction results are presented in Figures 10–12 for
the actual and predicted data of Site I, Site II, and Site III, respectively. These figures show
a good resemblance between the actual and predicted data, as confirmed in Table 4. The
Supplementary Material, including the actual and predicted values for these figures, can
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be found at https://github.com/DataLabUPO/AdamaWindPowerResults, accessed on 19
February 2023.

Table 4. Forecasting performances of competitive deep learning models on training and test data.

Dataset Models
Training Testing

MAE RMSE MAE RMSE

Site I

LSTM 0.0909 0.1167 0.1118 0.1371
GRU 0.0825 0.1046 0.1004 0.1205

BO-GRU 0.0611 0.0807 0.0693 0.0881
BO-LSTM 0.0590 0.0782 0.0627 0.0800

Site II

LSTM 0.0848 0.1104 0.0950 0.1146
GRU 0.0875 0.1142 0.0970 0.1163

BO-GRU 0.0714 0.0967 0.0775 0.0989
BO-LSTM 0.0689 0.0956 0.0741 0.0930

Site III

LSTM 0.1167 0.1461 0.1095 0.1386
GRU 0.1219 0.1505 0.1088 0.1363

BO-GRU 0.1063 0.1377 0.0993 0.1274
BO-LSTM 0.1032 0.1352 0.0986 0.1258
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Figure 10. Prediction vs. actual plot for Site I.

8/1
3/2

02
1

10
/2/

20
21

11
/21

/20
21

1/1
0/2

02
2

3/1
/20

22

4/2
0/2

02
2

6/9
/20

22

Time (days)

50000

100000

150000

200000

250000

W
in

d 
po

we
r

Actual value
Predicted value

Figure 11. Prediction vs. actual plot for Site II.
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Figure 12. Prediction vs. actual plot for Site III.

5. Conclusions

In this paper, we use the Bayesian optimization algorithm to find the optimal hyper-
parameter values that result in a higher level of model accuracy. We search for impactful
hyperparameter values and use them to develop deep LSTM and deep GRU models on
a real wind power dataset. For each selected wind farm site, we propose and test wind
power forecasting models. Our experimental results and comparative analysis show that
the proposed model, which combines Bayesian Optimization and deep LSTM, outperforms
the benchmark models in terms of error metrics. Hyperparameter tuning with Bayesian
Optimization is a feasible method that finds the optimal combination of parameters within
a reasonable computation time. It also helps to minimize model overfitting issues. The
results in Table 4 show that the training and test error variance for the BO-LSTM model
is much lower than for the standard LSTM network. Additionally, conventional machine
learning models and ANNs cannot discover the temporal information hidden in wind
power time series data, leading to inaccurate estimations. However, despite the difficulty
and time consumption of training deep learning models, the combination of Bayesian
Optimization and deep LSTM is found to be efficient and effective in learning nonlinear
time series data. In comparison to the baseline ANN, XGBoost, and ARIMA models, the
BO-LSTM model achieves better results. Additionally, it outperforms tuned GRU models
in terms of performance on training and test data with good learning convergence. In
wind power forecasting, time is an important feature to predict future sequence values
and future work should address this parameter through automatic hyperparameter tuning,
which is not covered in this work. The proposed BO-LSTM model can also be tested with
a particular location’s exogenous variables, such as temperature, wind speed, and wind
direction in addition to the wind power variable in future work.

Supplementary Materials: The following supporting information can be downloaded at: https:
//github.com/DataLabUPO/AdamaWindPowerResults, accessed on 19 February 2023.
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Acronym
ANN artificial neural network
ARIMA autoregressive integrative moving average
BO-LSTM Bayesian optimized long short-term memory
GRU gated recurrent unit
KNN K-nearest neighbor
LSTM Long-short term memory
MAE mean absolute error
MAPE mean absolute percentage error
RNN recurrent neural network
RMSE root mean square error
SCADA supervisory control and data acquisition
SVM support vector machine
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