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ABSTRACT 19 

Phenolics compounds in grape seeds are responsible for numerous properties in wine 20 

and these compounds change during the whole development of grape. Currently, the 21 

moment of harvest is normally determined according to the sugar level in the pulp of 22 

grapes. Nonetheless, the stage of maturation in grape seeds should be taken into account 23 

more frequently to decide the appropriate harvest period. There are chemical and 24 

sensory analyses to assess the stage of maturation of grape seeds but they are 25 

destructive and time-consuming. The hyperspectral imaging arises as an alternative 26 

technology to characterize the grape seeds according to their chemical attributes, and 27 

the current work aimed to non-destructively characterize grape seeds in regard of the 28 

variety and stage of maturation. For this purpose, 56 samples of seeds from two red 29 

grape varieties (Tempranillo and Syrah) and one white variety (Zalema) in two kinds of 30 

soil were selected to assess their features based on the reflectance in the near-infrared 31 

(NIR) spectra by using prediction models (partial least squares regression) and 32 

multivariate analysis methods (principal component analysis and general discriminant 33 

analysis). In this study, a reliable methodology for predicting the stage of maturation 34 

was developed, and it was shown that it was possible to distinguish the variety of grape 35 

and even the type of soil from hypespectral images of grape seeds. 36 

 37 

Keywords: hyperspectral imaging, Vitis vinifera, grape seeds, partial least squares 38 

regression, principal components analysis. 39 

40 



3 

 

1. INTRODUCTION 41 

Both genetic and environmental effects create significant variation in the amount of 42 

each component in grapes and their seeds. These compounds play an important role on 43 

both red and white wine. Structure, bitterness, astringency and body are some attributes 44 

given to wine by phenolic compounds in grape seeds (Escribano-Bailón et al. 2001; 45 

Gawel, 1998). The composition of the seeds changes along the maturation until the 46 

grapes reach the ripeness, affecting the sensory properties of wine. Chemical analyses 47 

are the most widely accepted reference methods for determining seeds composition. 48 

However, these methods frequently are destructive, requiring lengthy preparation 49 

procedures, and entails large samples of grain. Sensory analysis is another approach to 50 

assess the condition of the seeds. However, this technique is time consuming and it is 51 

difficult to be carried out in an objective manner (Rousseau and Delteil, 2000). 52 

Conventional near infrared spectroscopy has been already applied to grape seeds to 53 

determine their chemical composition. Nevertheless, spectroscopy by transmission 54 

requires lengthy and laborious preparation procedures as freeze-drying, grinding, and 55 

extraction processes are needed before sample presentation to the equipment (Ferrer-56 

Gallego et al. 2010). 57 

Computer vision systems have the limitation of only acting on the surface of materials, 58 

thus allowing only identification of external features. However, these phenolic 59 

compounds such as catechin and epicatechin are mainly concentrated within the outer 60 

layer of grape seeds (Thorngate and Singleton, 1994). Near-infrared (NIR) 61 

hyperspectral imaging is a powerful technique which has been used in a number of 62 

applications in agricultural products (Baye et al. 2006; Shahin and Symons, 2011). By 63 

combining both spatial and spectral features, this technique provides an alternative, non-64 

destructive technology for measuring constituents of biological materials. Moreover, 65 
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this technique provides a way to distinguish among varieties in foodstuffs that would be 66 

very difficult by visual inspection (Choudhary et al. 2009). In hyperspectral imaging, 67 

the utilisation of NIR measurements allows the simultaneous determination of multiple 68 

constituents in a sample, since organic molecules have specific absorption patterns in 69 

the NIR region that can be used to characterize the chemical composition of the 70 

substance being examined (Williams and Norris, 2001).  71 

Hyperspectral imaging provides a high spectral resolution allowing for models to utilize 72 

the spectral information in combination with the image data. This approach is useful in 73 

applications where spectral information may not be sufficient, where similar 74 

constituents need to be separated. NIR hyperspectral imaging systems acquire spectral 75 

images, also known as hypercubes, which are three-dimensional data matrix where the 76 

first two axes (x and y) of the matrix represent the spatial coordinates, while the third 77 

(λ) axis depicts the spectral dimension. Hundreds of single channel black and white 78 

(grayscale) images, where each image represents a single band of spectral wavelength, 79 

are stacked on top of each other to produce a hypercube (Burger and Geladi, 2006). NIR 80 

imaging thus has the potential application to early detection of chemical changes and 81 

can be superior to visual based systems.  82 

Hyperspectral images (HSI) are large in size and spectral data are highly correlated, 83 

requiring the application of multivariate data analysis techniques for data exploration. 84 

As with NIR spectroscopy, chemometric techniques are applied to decompose the 85 

image dataset, pre-process and perform regression or classification analyses. Identifying 86 

most useful wavelengths is a good means of reducing the large amounts of data.  87 

Several studies have illustrated the potential of using hyperspectral imaging based on 88 

NIR range to develop a model able to predict and classify barley kernels according to 89 

germination stage (Engelbrecht et al. 2010; Munck and Møller, 2004). Williams et al. 90 
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(2009) employed PLS discriminant analysis to classify maize kernels into hardness 91 

categories. Combination of the visual and NIR spectral ranges (400-1000 nm) were used 92 

to classify α-amylase activity into two classes and to detect sprout damage to Canada 93 

Western Red Spring wheat (Xing et al. 2010). 94 

In NIR spectral measurements, physical characteristics of samples and variations in the 95 

instrument response can cause light scattering effects, originating spectral differences 96 

that are not correlated to the analysed responses. Once the spectral effect of light scatter 97 

is different from that of chemically based light absorption, scattering effects can be 98 

corrected in the data by a sort of mathematical treatment. Among the most commonly 99 

used methods for spectral correction are multiplicative scatter correction (MSC), 100 

standard normal variate (SNV) and derivation (Geladi et al. 1985; Isaksson and Næs, 101 

1988; Kaihara et al. 2002; Pizarro et al. 2004; Windig et al. 2008). 102 

MSC is a set-dependent method that corrects the scatter level of all spectra in a dataset 103 

for multiplicative (slope) and additive (offset) effects, with equivalent results to SNV. 104 

The main difference is that MSC uses the calculated mean spectrum of the dataset, 105 

while SNV standardises each spectrum using only the data from that particular spectrum 106 

(Barnes et al. 1989). 107 

First derivative transforms are useful for eliminating baseline offset variations within a 108 

set of spectra, but the slope becomes a constant term. The 2nd derivative can help 109 

separate overlapping peaks and sharpen spectral features, being a very effective method 110 

to eliminate both the baseline offset and slope from a spectrum. At the typical spectral 111 

sampling interval of hyperspectral systems, derivatives of the second order or higher 112 

should be relatively insensitive to variations in illumination (Nicolaï et al. 2007; 113 

Osborne et al. 1993). However, there is still no standard procedure to decide which 114 
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spectral pre-processing produce best results to a given dataset and often the only 115 

approach is trial and error.  116 

In this study, pre-processing techniques were implemented to analyze the impact of 117 

systematic noise in the spectral data acquired from the grape seeds, while retaining 118 

useful information for sample characterization. The functionality of the pre-processing 119 

techniques was compared by the prediction ability of PLSR models relating the pre-120 

processed spectra and the harvest period regardless the varieties of grape. This step 121 

aimed to establish a methodology that would allow a systematic approach for further 122 

studies.  123 

Partial least squares regression (PLSR) is a procedure used to relate a large number of 124 

independent variables (predictors) to the prediction of one or few response variables 125 

(observations).  This technique is particularly effective in spectral analysis since it 126 

reduces a great number of highly correlated original descriptors (wavelengths) to a new 127 

variable space based on orthogonal factors called latent variables. In PLSR, the 128 

information not contained in the factors is described by a residual value calculated for 129 

each spectrum. The resulting model has the following form: 130 

y = Xb + e    (1) 131 

where y is the response matrix of independent instrumental and sensory measurements 132 

(N samples × 1), X is the predictors matrix (N samples × W wavelengths), b is the 133 

matrix of regression coefficients obtained from PLS analysis, and e is the matrix of 134 

residual information not contained in the factors.  135 

By small sample sizes, validated misclassification rates can be very sensitive to the 136 

choice of segmentation; hence, it can be difficult to assess whether an obtained rate of 137 

misclassification is substantially biased relative to random results (Kjeldahl and Bro, 138 

2010). Hence, results of the leave-one-out cross-validation (LOOCV) and test set 139 
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approaches were compared to corroborate the prediction model results. Performance of 140 

the prediction models was evaluated using the root mean square error of calibration 141 

(RMSEC), the coefficient of determination in calibration and cross-validation (R2
C and 142 

R2
CV), the root mean square error of cross-validation (RMSECV), the prediction error 143 

sum of squares (PRESS) and number of latent variables required (LV) (Fawcett, 2006). 144 

The best model selected should have high coefficient of determination (R2
C and R2

CV), 145 

and low standard errors (SEC and SECV), in addition to a small difference between 146 

SEC and SECV (ElMasry et al. 2011). The optimal number of latent variables (LV) for 147 

establishing the calibration model was determined at the minimum value of predicted 148 

residual error sum of squares (PRESS) under cross-validation. 149 

Multivariate analysis methods have the advantage of being able to deal with large 150 

complex co-linear spectral data and to reduce these data to a lower dimension without 151 

loss of useful information. A PCA was conducted to analyse the variance among the 152 

spectral information obtained from the samples. The matrix expression of the PCA 153 

model for the spectral data can be obtained below: 154 

R = SV + E    (2) 155 

where R is the spectral reflectance matrix (n × w) extracted from the corrected image; S 156 

is the score matrix (n × p); V is the eigenvector matrix (p × w); E is a residual matrix (n 157 

× w); n is the number of spectra; w is the number of wavelengths and p is the number of 158 

principal components (Park et al. 2001). The loadings resulting from PCA could also be 159 

used to identify and investigate the influence of the wavelengths (variables). 160 

General discriminant analysis (GDA) is another commonly used technique for data 161 

classification and dimensionality reduction. This method maximizes the ratio between-162 

class variance to the within-class variance in any particular dataset thereby guaranteeing 163 

maximal separability. This statistical technique requires a qualitative variable 164 
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(dependent variable) and at least two quantitative or dichotomous variables 165 

(independent variables).  It is a method of classification whose aim is to estimate 166 

through linear functions (discriminant functions) of the independent variables (relative 167 

reflectance at multiple wavelengths) the probability that one of the cases belongs to 168 

each of the groups defined by the categories of the dependent variable (varieties of 169 

grape seeds) (González-Miret et al. 2006; Johnson, 2000). 170 

The main objective of the present study was to investigate the potential of using NIR 171 

hyperspectral reflectance imaging technique as a fast and non-invasive method to 172 

characterize grape seeds according to varieties and stage of maturation. Specific 173 

objectives were to (1) establish a satisfactory approach to extract spectral data from 174 

hyperspectral images of grape seeds acquired in the NIR range (900-1700 nm), (2) study 175 

whether spectral pre-processing methods can improve robustness of the prediction 176 

models, (3) identify the most significant wavelengths linked to the seeds characteristics, 177 

(4), build robust PLSR models to relate spectral information and stage of maturation 178 

using selected wavelengths. 179 

 180 

2. MATERIALS AND METHODS 181 

2.1. Sample preparation 182 

The vineyards sampled are included under the “Condado de Huelva” Designation of 183 

Origin, in Southwestern Spain, harvested in 2011. Two red varieties (Tempranillo and 184 

Syrah) and one autochthonous white variety (Zalema) cultivated in two kinds of soil 185 

(Sand and Clay) were used. According to availability in each variety in vineyards, 186 

samples were taken twice a week from late June until post-harvest on early September. 187 

Sampling was carried out by taking a pair of berries from alternate grapevines and from 188 

both sides up to reach 2 kg of berries, in order to ensure the representativeness of the 189 
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samples. Once in laboratory, one hundred berries were randomly taken and seeds were 190 

removed, dried, and frozen at −20 ºC until acquisition of hyperspectral images. 191 

 192 

2.2. Acquisition and processing of hyperspectral images 193 

NIR spectral images were acquired in the reflectance mode using a pushbroom 194 

hyperspectral imaging system (Figure 1). The system comprises a spectrograph 195 

(ImSpector, N17E, Spectral Imaging Ltd, Finland), a charged-couple device (CCD) 196 

camera with C-mount lens (Xeva 992, Xenics Infrared Solutions, Belgium), a 197 

translation stage (MSA15R-N, AMT-Linearways, SuperSlides&Bushes Corp., India) 198 

with two tungsten-halogen lamps (V-light, Lowel Light Inc, USA) providing 199 

illumination, data acquisition software (SpectralCube, Spectral Imaging Ltd., Finland), 200 

and a computer. The conveying translation stage was driven by a stepping motor (GPL-201 

DZTSA-1000-X, Zolix Instrument Co, China) with a user-defined speed of 2.7 cm s-1 202 

synchronized with the image acquisition by the data acquisition software. The 203 

horizontal axis of the spatial dimension of the images (x) is fixed, while the sample was 204 

scanned underneath the field of view (FOV) of the camera to determine the size of the 205 

vertical axis of the spatial dimension (y) of the spectral images. The conveyer speed was 206 

adjusted to fit the predetermined camera exposure time to avoid distortion on image 207 

size, provoiding identical spatial resolution of the vertical and horizontal axes. The 208 

spectral range (λ) recorded was 897–1752 nm at an increment of 3.34 nm, producing 209 

hyperspectral images at 256 wavelength channels. The complete image acquisition 210 

process was controlled by the SpectralCube software (Spectral Imaging Ltd., Finland). 211 

The region of interest (ROI) was selected with MATLAB R2011b (The Mathworks, 212 

2009) and all steps described for spectral analysis were carried out in multivariate 213 

analysis software (Unscrambler version 9.7, CAMO, 2007). 214 
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 215 

3. RESULTS AND DISCUSSION 216 

3.1. Procedure development and optimization 217 

The seeds of each sample were presented to the system spread on the translation stage 218 

and conveyed to the FOV of the camera to be scanned line by line. Upon entering the 219 

FOV, a hyperspectral image of the sample was acquired and the image in raw format 220 

was stored in the computer for further processing.  221 

By examining the acquired hyperspectral images, it was observed that the first five and 222 

the last eleven bands of the image had a high level of noise, thus being not useful for 223 

spectral data extraction. Therefore, images were cropped to the spectral range of 914 nm 224 

to 1715 nm with a total of 240 bands.  225 

A ‘white reference’ image (W, 100% reflectance) was acquired from a white reference 226 

ceramic tile, and a ‘dark reference’ image (B, 0% reflectance) was obtained with the 227 

light source off and the camera lens completely covered with its opaque cap. The white 228 

and dark ‘reference’ hyperspectral images were used to correct the raw images (R0) to 229 

obtain a relative reflectance image (R) according to the following equation: 230 

     
BW

BR
R 0




     (3) 231 

Once the images were cropped and corrected as described above, spectra belonging to 232 

background and seeds were overlaid. It was selected one band with low spectral 233 

reflectance difference between background and seeds and another band with maximum 234 

spectral reflectance difference between background and seeds. These bands were 65 and 235 

160 (1127.9 and 1446.4 nm, respectively) (Figure 2). By subtracting these two images it 236 

is possible to obtain a new image where this difference appears in grayscale. By 237 

applying a thresholding procedure, pixels with the difference being higher than 0.2 were 238 

assigned with a value of one to binary mask (Figure 3). Moreover, the shape of the 239 
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seeds was eroded with a matrix 1×1 in order to avoid considering pixels in the edges 240 

with low-intensity spectrum (González Marcos et al. 2006). For each sample, the region 241 

considered by the binary mask was used for the calculation of the mean spectrum as the 242 

average of spectra of all pixels within this region. 243 

An average spectrum was extracted from each sample by using the segmentation 244 

criterion. Thus, a total of 56 mean reflectance spectra were extracted from grape seeds 245 

samples from different varieties. Figure 4 shows the mean and standard deviation 246 

spectrum for each class of grape seeds. It can be seen that different categories have 247 

different reflectance intensities along some wavelength regions, although with the same 248 

pattern. Usually the high reflectance around 950 nm and 1700 nm can be attributed to 249 

the high water content of biological materials (Osborne et al. 1993; Murray and 250 

Williams, 1987). For each sample, the average spectrum obtained from pixels of HSI in 251 

seeds was used for further statistical treatment.  252 

Each hyperspectral image is composed of a large number of contiguous spectral bands. 253 

Hence, similar to single-point spectroscopy, a complete reflectance spectrum can be 254 

obtained for each pixel in the image. The advantage of hyperspectral imaging lays in the 255 

fact that the ROI can be interactively selected during image processing. Statistical 256 

approaches are required to extract useful information entrenched in the NIR spectrum 257 

and reduce the large number of correlated predictors to a new subset that can explain the 258 

maximum variance. According to Wold et al. (1996), selecting optimum wavelengths 259 

that carry most of the information may be equally or more efficient than using full 260 

spectra. The reduced number of wavelengths is enough to characterize most of the 261 

classification tasks (Vila et al. 2005). 262 

In this study, PCA loadings were used for identification of optimal wavelengths that 263 

have high influence in each PC (Lawrence et al. 2004). Loadings resulting from PCA of 264 
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the spectral data of all samples represent the regression coefficients for each wavelength 265 

at the respective principal component and indicate the most dominant wavelengths. 266 

New general discriminant analysis (GDA) was carried out using only a few selected 267 

wavelengths, and the results were compared with the classification obtained by using 268 

the whole spectra. 269 

 270 

3.2. Prediction 271 

PLSR was applied to the raw spectral datasets (240 bands) with full cross-validation 272 

(leave-one-out) for the original raw spectral data and for pre-processed spectra to 273 

predict the stage of maturation. Prediction results using raw spectra were compared with 274 

those resulting from the spectral dataset after treatment with different pre-processing 275 

methods (SNV, MSC, 1st derivative and 2nd derivative). In addition, 32 samples were 276 

randomly selected as a training set (calibration set) and 22 samples were used as a 277 

validation set (prediction set). 278 

The results obtained for raw data and each pre-processing treatment selected are 279 

summarized in Table 1. In all cases, the optimal number of LV for establishing the 280 

calibration model was five. The coefficient of determination in calibration and cross-281 

validation was high and almost the same in all cases. Moreover, there was no difference 282 

between predictions in raw spectra and predictions in pre-processed spectra. It denotes 283 

that there were no important inconsistencies in instrument response as well as in 284 

physical characteristics in samples.  285 

The different pre-processing methods facilitated to investigate the performance of the 286 

PLSR models. The difference between R2
C and R2

CV was small and could indicate the 287 

lack of overfitting in the model. The coefficient of prediction values obtained for the 288 

full cross-validation and testset validation models were comparable in terms of 289 
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prediction performance. Results presented in Table 1 show that regression models based 290 

on pre-processed spectra performed similarly to the models for the raw spectra. 291 

Derivatives transformation provided equivalent results compared to other pre-292 

processing methods, with comparable R2
CV and RMSECV for the prediction models.  293 

Nevertheless, none of the aforementioned pre-treatment methods inferred in significant 294 

improvement of the predictive ability in comparison to the raw spectral data, thus the 295 

negative impact of the scatter effects on the regression quality was not confirmed. 296 

Therefore, it can be assumed from these results that the applied pre-treatments were not 297 

effective for this particular dataset. Given that the predictive ability of the models was 298 

similar to that obtained with the original data; it is therefore feasible to assume that the 299 

raw spectra extracted using the proposed segmentation approach can be used as 300 

representative sample for further analyses. The suitability of PLSR for predicting 301 

properties from NIR hyperspectral images of foodstuffs agrees with others similar 302 

studies (Barbin et al. 2012; Menesatti et al. 2009). 303 

The loadings of the first three principal components were used for wavelength selection 304 

because these three principal components were responsible for 99% of the variance in 305 

the spectral data. The wavelengths corresponding to higher module values (peaks and 306 

valleys) at these particular principal components were selected as candidates for 307 

optimum wavelengths (Figure 5). Six optimum wavelengths (928, 940, 1148, 1325, 308 

1620 and 1656 nm) were thus identified for discrimination purposes.  309 

PC1 explains 95.99% of the total variance in the samples but only one wavelength (928 310 

nm) was selected from this component, while three wavelengths were selected from 311 

PC2 (1148, 1325 and 1620 nm), and two from PC 3 (940 and 1656 nm).  312 

Due to the fact that chemical bonds absorb light energy at specific wavelengths, some 313 

compositional information can be determined from the reflectance spectra. The spectral 314 
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information is repeated through the successive overtones and combination regions. Five 315 

of the six optimum wavelengths selected by PCA loadings are due to C–H stretching 316 

third (928 and 940 nm), second (1148 nm) and first overtones (1620 and 1652 nm), 317 

respectively (Osborne et al. 1993). However, the NIR spectrum contains information 318 

from all the chemical constituents of the sample and direct interpretation of the spectral 319 

reflectance values is difficult for complex materials such as intact crop seeds (Williams 320 

and Norris, 2001). 321 

Figure 6 shows the scores for PC1 and PC2. In this graph, it is not easy to distinguish 322 

among varieties. Notwithstanding, a trend in time can be observed along x axis (PC1). 323 

In this sense, the stage of maturation could be explained by the first principal 324 

component. In the plot of PC1 vs time (Figure 7), the dependency can be expressed by 325 

its slope. A high slope (in absolute values) means that PC1 is influenced by the time in a 326 

more extensively manner. This way, the changes in this principal component are greater 327 

in the early stages. Except for Zalema (sand), there is a high dependency between PC1 328 

scores and sampling date. In order to distinguish among varieties, the scores for PC2 329 

and PC3 were also plotted. In Figure 8a, seeds from red grapes (Tempranillo and Syrah) 330 

have positive scores in PC3 while seeds from white variety (Zalema) have negative 331 

scores. The third principal component also divides the red varieties in two clusters with 332 

Tempranillo having higher scores than Syrah. Regarding the variety of Zalema, PC2 333 

splits the grape seeds into two clusters according to the kind of soil (sand and clay). As 334 

shown in Figure 8b, the scores from PCA using the six selected wavelengths divides the 335 

red and white varieties similarly as using the whole spectrum. However, the division 336 

between the two red varieties is not as clear as by using full spectra. A clearer 337 

classification can be observed in Figure 9. It shows a three-dimensional scatterplot 338 

containing the three first principal components. The principal component analysis 339 
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successfully separated the four types of samples used in this study. Although there was 340 

a lack of accuracy in some samples, this hyperspectral technique could distinguish two 341 

treatments such as kind of soil as it had been previously demonstrated (Karimi et al. 342 

2012). 343 

Since hyperspectral imaging contains the spatial distribution of reflectance, the principal 344 

component analysis was also applied in images instead of the average spectra in each 345 

sample. In this case, scores appear as intensity in grey-scale in each image. The first 346 

principal components have the same meaning as that by considering the average 347 

spectrum (Figure 10). PC1 describes evolution in time (seeds appear clearly brighter in 348 

the first stages and become darker in the last ones). Once more, this evolution was very 349 

weak for this component in Zalema (sand). PC2 also weakly described evolution in 350 

time. However, PC2 together with PC3 is useful for classification among varieties. 351 

To verify the potential of selected optimum wavelengths for grape seeds discrimination, 352 

GDA was conducted on the reflectance spectral data using the full spectral range (240 353 

wavelengths) and only the optimum wavelengths selected (6 wavelengths).  354 

Table 2 and Table 3 show the classification matrix for the GDA of grapes among 355 

varieties. Using the full spectra was possible to classify 100% of the samples according 356 

to their variety. The result using only six selected wavelengths is lower, although still 357 

satisfactory, since it provided an accuracy of more than 96%. It is clear that optimum 358 

wavelengths have a great discrimination power for distinguishing among grape seeds 359 

varieties. Acquiring images at those particular wavelengths would reduce image 360 

acquisition and processing time and could be useful for establishing a multispectral 361 

system for further studies. Due to the similar appearance in red grapes, the unique 362 

spectral profile of each variety could be a practical tool to assess the authenticity among 363 
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varieties (Woodcock et al. 2008). This could be useful in routine inspections by 364 

Designations of Origin to wineries. 365 

 366 

4. CONCLUSIONS 367 

The methodology of acquiring hyperspectral images in grape seeds was established. 368 

Likewise, the sample presentation as intact seeds and the segmentation criterion chosen 369 

provided a suitable way for extracting the mean spectrum of each set of seeds in one 370 

sample. The PLSR model applied was able to predict the stage of maturation of a 371 

sample based on spectral features as the predictor variables with the coefficients of 372 

determination being higher than 0.95. Moreover, the way to acquire the images 373 

eliminated the need for pre-processing of images for correction on scattered pixels. 374 

Both PCA and GDA methods were able to characterize the grape seeds according to 375 

their varieties. Within the same variety (Zalema), these methods could distinguish 376 

between the two kinds of soil where vines were cultivated. The bands containing the 377 

most relevant chemical information according to the literature agreed with the bands 378 

selected by loadings in PCA. 379 
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FIGURE CAPTIONS  497 

Figure 1.  Schematic diagram of the hyperspectral imaging system. 498 

Figure 2. Spectra of some pixels from background and seeds and selected band to create 499 

the segmentation mask. 500 

Figure 3. Segmentation steps: (a) image of relative reflectance at 1127.9, (b) and 1446.4 501 

nm, (c) image resulting from the subtraction of the two images, and (d) the resulting 502 

binary mask after thresholding segmentation and erosion. 503 

Figure 4. Average spectra for the respective samples of each variety. Shaded area 504 

represents the standard deviation in each wavelength. 505 

Figure 5. Loadings of the first three principal components showing the selected 506 

wavelengths. 507 

Figure 6. Scatterplot of scores for PC1 and PC3. The direction of the arrows indicates 508 

the trend in time in each variety. 509 

Figure 7. Dependency of PC1 with date. 510 

Figure 8. Scatterplots of scores for PC2 and PC3 (a) using full spectra (240 bands) and 511 

(b) using the selected wavelengths (6 bands). 512 

Figure 9. Three-dimensional scatterplots of scores for PC1, PC2, and PC3 (a) using full 513 

spectra and (b) using the selected wavelengths (6 bands). 514 

Figure 10. First three score images obtained from PCA for the hyperspectral images of 515 

grape seeds. Horizontal scale shows evolution along maturation. 516 


