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Abstract

The main aim of this project is to understand the surface quasi-geostrophic model (SQG)
and prove the existence of global weak solutions under certain assumptions. Not only do
we aim to understand the physics behind this model, but we also want to study it from
a mathematical point of view.

The SQG system, which is derived in the situation of small Rossby and Ekman numbers
and constant potential vorticity, is physically important as a model to explain atmospheric
and oceanic dynamics. Moreover, it has also been studied mathematically on the grounds
of having similarities with three-dimensional Euler equations.

In the first chapter, the main mathematical concepts that are necessary to tackle the
SQG model are introduced. Among these, we find the definition of the Fourier transform
on the n-dimensional torus as well as some important concepts of functional analysis,
which are the cornerstone of the mathematical study that will be carried out in the
forthcoming chapters.

In contrast, the second chapter provides some key concepts with regard to fluids, such as
vorticity and geostrophic flow. Since the SQGmodel stems from physical considerations, it
is, therefore, necessary to possess this background information. At the end of the chapter,
the SQG system is shown (not derived yet) and compared to the three-dimensional Euler
equations.

Next, in the third chapter, we derive the mathematical formulation of the SQG system.
In order to do so, all the physical approximations are established previously, including
the geostrophic and hydrostatic ones. In addition, the conservation of quasi-geostrophic
potential vorticity, on which the SQG model is based, will be proved in detail.

In the fourth chapter, once the quasi-geostrophic setting has been introduced, we are
finally ready to prove the important theorem of this project, which states the existence
of global weak solutions for the model under study. Nevertheless, uniqueness is still an
open problem.

Keywords: Fourier transform; potential vorticity; buoyancy; geostrophic flow; quasi-
geostrophic; weak solution
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Resumen

El objetivo principal de este trabajo es comprender el modelo ”surface quasi-geostrophic”
(SQG) y probar la existencia de soluciones débiles globales bajo ciertas hipótesis. No
solo pretendemos comprender la f́ısica detrás de este modelo, sino que también queremos
estudiarlo desde un punto de vista matemático.

El sistema SQG, que se obtiene cuando las constantes de Rossby y Ekman son pequeños
y la vorticidad potencial constante, es un modelo de importancia a nivel f́ısico, pues
permite explicar la dinámica atmosférica y oceánica. Además, también ha sido estudiado
matemáticamente por tener similitudes con las ecuaciones de Euler tridimensionales.

En el primer caṕıtulo se introducen los principales conceptos matemáticos necesarios
para trabajar con el modelo SQG. Entre ellos encontramos la definición de la transformada
de Fourier sobre el toro n-dimensional, aśı como algunos conceptos importantes del análisis
funcional, que son de vital importancia para el estudio matemático que se llevará a cabo
en los próximos caṕıtulos.

Por el contrario, el segundo caṕıtulo proporciona algunas definiciones importantes para
el estudio de los fluidos, como la vorticidad y el flujo geostrófico. Dado que el modelo
SQG se obtiene a partir de consideraciones f́ısicas, es necesario conocer estos conceptos
previamente. Al final del caṕıtulo, se muestra el sistema SQG (todav́ıa no deducido) y
se compara con las ecuaciones de Euler tridimensionales. La unicidad sigue siendo un
problema abierto.

A continuación, en el tercer caṕıtulo, deducimos la formulación matemática del sis-
tema SQG. Para ello se introducen previamente todas las aproximaciones f́ısicas que son
necesarias, incluidas las geostróficas e hidrostáticas. Además, se probará en detalle la
conservación de la vorticidad potencial cuasi-geostrófica, en la que se basa el modelo
SQG.

Una vez que se han explicado las ráıces f́ısicas del modelo SQG, en el cuarto y último
caṕıtulo probamos el teorema importante de este trabajo, que establece la existencia de
soluciones débiles globales. Sin embargo, la unicidad sigue siendo un problema abierto.

Palabras clave: Transformada de Fourier; vorticidad potencial; empuje; flujo geostrófico;
cuasi-geostrófico; solución débil
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Chapter 1

Mathematical preliminaries

The aim of this section is to provide the reader with the necessary mathematical tools that
we shall use in the forthcoming chapters. The first topic that we will tackle is Hilbert and
Banach spaces, for the important role that they play as far as partial differential equations
analysis is concerned. Whereas spaces like Ck or C∞ have limitations when dealing with
the solutions of partial differential equations of mathematical physics, functions belonging
to Sobolev spaces, which are Banach spaces, represent a good compromise as they have
some smoothness properties [1].

Moving on to the second subsection, we will define the Fourier transform in the torus
and prove some important results, such as Plancherel’s identity or Parseval’s relation,
which are rather powerful mathematical tools as we will see.

Thirdly, in the subsection Schwartz class and distributions, we will show the main defi-
nitions and prove some results as well. For further information, it is advisable to see an
analysis book, for instance, [2]. The salient result of this part is the fact that we will be
able to extend the concept of Fourier transform to a type of distribution.

Eventually, we will introduce the Riesz transform. In hindsight, this concept is funda-
mental with regard to the SQG equations, to be introduced later.

1.1 Hilbert and Banach spaces

Beginning with, let ej : 1 ≤ j ≤ n be the canonical basis in Rn. We say that a function
f : Rn → C is 2π-periodic in each variable if

f(x+ 2πej) = f(x), ∀x ∈ Rn, 1 ≤ j ≤ n

The n-torus is defined as Tn = Rn/(2πZ)n. That is, the n-dimensional torus is the quotient
of the Euclidean space Rn by the set (2πZ)n, so we identify equivalence classes with their
canonical representatives in [0, 2π). In other words, for x, y ∈ Rn, we say that

x ≡ y

if x − y ∈ (2πZ)n. In the case n = 1, this set can be geometrically viewed as a circle
by bending the segment [0, 2π] so that its endpoints are brought together. Whereas in
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6 CHAPTER 1. MATHEMATICAL PRELIMINARIES

the case n = 2, every point in R2 is identified with a point in the square [0, 2π]2 and, in
addition, the identification brings together the left and right sides of the square and also
the top and bottom ones. It is well-known that the resulting figure in the two-dimensional
case is a surface in R3 that looks like a donut. See Figure 1.1 below.

Figure 1.1: Graph of the two-dimensional torus T2. Image has been taken from [3].

Functions on Tn are functions on Rn that satisfy f(x +m) = f(x) for all x ∈ Rn and
m ∈ (2πZ)n, so they are clearly 2π-periodic in each variable. Although the spaces that
will be introduced later are typically defined on Rn, in this project, they will be defined
on the torus Tn, for reasons of convenience that we will see in the forthcoming chapters.
For further knowledge on this topic, I suggest consulting the book [4] and the article [5].

Definition 1.1 (Multi-index notation). Let α = (α1, α2, ..., αn) ∈ Nn be an n-tuple of
non-negative integers. Then we define:

xα := xα1
1 x

α2
2 ...x

αn
n , for x ∈ Rn,

|α| :=
n∑

j=1

αj,

∂α :=
n∏

j=1

(
∂

∂xj

)αj

=
∂|α|

∂xα1
1 ...∂x

αn
n

.

Definition 1.2 (L2(Tn) space). L2(Tn) is the space of the square-integrable measurable
functions on Tn:

L2(Tn) =

{
f(x) Lebesgue measurable in Tn :

∫
Tn

|f(x)|2dx <∞
}
.

Clearly, L2(Tn) is a linear space, since if f, g ∈ L2, then αf + βg ∈ L2 for any α, β ∈ R.

Definition 1.3 (Inner product). Let V be a vector space over R. An inner product ⟨·, ·⟩
is a function V × V → C with the following properties:

1. ∀u ∈ V, ⟨u, u⟩ ≥ 0, and ⟨u, u⟩ = 0 ⇔ u = 0.

2. ∀u, v ∈ V, holds ⟨u, v⟩ = ⟨v, u⟩ .

3. ∀u, v, w ∈ V, and ∀α, β ∈ R holds ⟨αu+ βv, w⟩ = α ⟨u,w⟩+ β ⟨v, w⟩.
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Definition 1.4 (Inner product on L2(Tn)). Let f, g ∈ L2(Tn). Then we define the inner
product:

⟨f, g⟩L2 =

∫
Tn

f(x)g(x)dx. (1.1)

Furthermore, the norm on L2(Tn) is defined by this inner product:

∥f∥L2 =
√
⟨f, f⟩L2 =

(∫
Tn

|f(x)|2dx
)1/2

. (1.2)

To see that (1.1) is indeed an inner product see pages 386 and 387 in the book [6].

Definition 1.5 (Banach space). A Banach space is a linear space that is normed and
complete.

Definition 1.6 (Hilbert space). A Hilbert space is a Banach space whose norm is given
by an inner product.

For instance, L2(Tn) is a Hilbert space. We refer to [6] to see the proof. Other examples
of Hilbert and Banach spaces are the following:

1. Sobolev spaces Hk(Tn) (Hilbert spaces based on L2 norms):

Hk(Tn) =

f(x) : ∑
0≤|α|≤k

(∫
Tn

|∂αf(x)|2dx
)1/2

<∞

 . (1.3)

Moreover, on the grounds of (1.3) it holds that H0(Tn) = L2(Tn) and Hk ⊆ Hk−1 ⊆
... ⊆ L2. The inner product in Hk is defined in terms of the L2 inner product:

⟨f, g⟩Hk =
s∑

i=0

〈
∂if, ∂ig

〉
L2 . (1.4)

2. Lp spaces (Banach spaces):

Lp(Tn) =

{
f(x) :

(∫
Tn

|f(x)|pdx
)1/p

<∞

}
, 1 ≤ p <∞. (1.5)

For 1 ≤ p <∞, the norm in Lp is given by

∥f∥Lp =

(∫
Tn

|f(x)|pdx
)1/p

. (1.6)

For p = ∞, L∞ denotes the space of bounded measurable functions on T n and its
norm is

∥f∥L∞ = sup
x∈Tn

|f(x)|. (1.7)

The many relationships of inclusion among these spaces, and their associated inequalities
of norms, are important information for the analysis of PDE (see, for instance, [1] and
[7]).

We finish this section with some definitions that will be used later.
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Definition 1.7 (Linear functional). Let V be a vector space over a scalar field k. We say
that u : V → k is a linear functional on V if it satisfies

1. u(v1 + v2) = u(v1) + u(v2),∀v1, v2 ∈ V ,

2. u(αv) = αu(v),∀α ∈ k, v ∈ V .

Definition 1.8 (Dual space). Let X be a normed space. The dual of X is the vectorial
space X ′ whose elements are continuous linear functionals on X.

If (X, ∥·∥X) is a normed space and f ∈ X ′, then

∥f∥X′ = sup {|f(x)| : x ∈ X, ∥x∥X ≤ 1}

defines a norm in X ′. For further reading see [8].

Definition 1.9 (Weak convergence). Let X be a normed space. A sequence {x′n} ⊂ X ′ is

weak* convergent to x′ ∈ X ′ and we write x′n
∗
⇀ x′ if

⟨x′n, x⟩ → ⟨x′, x⟩ ,∀x ∈ X.

1.2 Fourier transform on the torus

In this section, we will define the Fourier transform and prove a couple of important
results of functional analysis that follow from it, for instance, Plancherel’s identity and
Parseval’s relation.

Definition 1.10 (Fourier transform on the torus Tn). Let f ∈ L1(Tn) be a complex-valued
function. The Fourier series of f on the torus Tn = Rn/(2πZ)n is∑

m∈Zn

f̂(m)eim·x, (1.8)

where the Fourier coefficients are given by

f̂(m) =
1

(2π)n

∫
Tn

f(x)e−im·xdx. (1.9)

Proposition 1.1. Let f, g ∈ L1(Tn). Then for all m, k ∈ Zn, and λ ∈ C we have

1. f̂ + g(m) = f̂(m) + ĝ(m).

2. λ̂f(m) = λf̂(m).

3. f̂(m) = f̂(−m).

4. (eik(·)f)∧(m) = f̂(m− k).
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Proof. 1. f̂ + g(m) =
1

(2π)n

∫
Tn

(f(x) + g(x))e−im·xdx

=
1

(2π)n

(∫
Tn

f(x)e−im·xdx+

∫
Tn

g(x)e−im·xdx

)
=

1

(2π)n

∫
Tn

f(x)e−im·xdx+
1

(2π)n

∫
Tn

g(x)e−im·xdx = f̂(m) + ĝ(m).

2. λ̂f(m) =
1

(2π)n

∫
Tn

(λf(x))e−im·xdx = λ
1

(2π)n

∫
Tn

f(x)e−im·xdx = λf̂(m).

3. f̂(m) =
1

(2π)n

∫
Tn

f(x)e−im·xdx =
1

(2π)n

∫
Tn

f(x)eim·xdx =
1

(2π)n

∫
Tn

f(x)eim·xdx

= f̂(−m).

4. (eik(·)f)∧(m) =
1

(2π)n

∫
Tn

eik·xf(x)e−im·xdx =
1

(2π)n

∫
Tn

f(x)e−i(m−k)·xdx

= f̂(m− k).

We refer to [4] for the proof of the following proposition.

Proposition 1.2 (Fourier inversion). Suppose that f ∈ L1(Tn) and that∑
m∈Zn

|f̂(m)| <∞.

Then
f(x) =

∑
m∈Zn

f̂(m)eim·x a.e.,

and therefore f is almost everywhere equal to a continuous function.

Once the Fourier transform has been introduced, it is possible to give an alternative
characterisation of the space Hs than (1.3), as stated in [9]. In fact, a function f ∈ L2(Tn)
belongs to Hs(Tn) if and only if∑

m∈Zn

(
1 + |m|2

)s |f̂(m)|2 <∞, (1.10)

and the Hs norm is given by

∥f∥Hs =

(∑
Zn

(
1 + |m|2

)s |f̂(m)|2
)1/2

.

What is more, the dual of Hs(Tn) is the space H−s(Tn), whose norm is defined as

∥f∥H−s =

(∑
Zn

1

(1 + |m|2)s
|f̂(m)|2

)1/2

.
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Definition 1.11 (Complete orthonormal system). Let H be a separable Hilbert space with
complex inner product ⟨·, ·⟩. A subset E ⊂ H is called orthonormal if ⟨f, g⟩ = 0 for all
f, g in E with f ̸= g, while ⟨f, f⟩ = 1 for all f in E. A complete orthonormal system
is a subset of H with the additional property that the only vector orthogonal to all of its
elements is the zero vector.

Proposition 1.3. Let H be a separable Hilbert space and let {φk}k∈Z be an orthonormal
system in H. Then the following are equivalent:

1. {φk}k∈Z is a complete orthonormal system.

2. For every f ∈ H we have

∥f∥2H =
∑
k∈Z

| ⟨f, φk⟩ |2.

The proof of Proposition 1.3 can be found in Rudin [10].

Let us now recall that L2(Tn) is a Hilbert space with inner product

⟨f, g⟩L2 =

∫
Tn

f(x)g(x)dx.

Theorem 1.1 (Plancherel’s identity). Let f ∈ L2(Tn). It holds that

∥f∥2L2 = (2π)n
∑
m∈Zn

|f̂(m)|2 (1.11)

Proof. Let us compute the following integral in one dimension:∫ 2π

0

eimxeikxdx =

∫ 2π

0

ei(m−k)xdx =

∫ 2π

0

cos((m−k)x)dx+i
∫ 2π

0

sin((m−k)x)dx. (1.12)

Thus, on the one hand, it is clear that if m = k, then (1.12) is equal to 2π. On the other
hand, if m ̸= k then∫

cos((m− k)x)dx =
sin((m− k)x)

m− k
⇒
∫ 2π

0

cos((m− k)x)dx = 0,

∫
sin((m− k)x)dx = −cos((m− k)x)

m− k
⇒
∫ 2π

0

sin((m− k)x)dx = 0,

and the integral (1.12) vanishes. Hence, if we define {φm} as the sequence of functions

ξ 7−→ 1√
(2π)n

eim·ξ indexed by m ∈ Zn we have

∫
[0,2π]n

φm(x)φk(x)dx =

{
1 if m = k,

0 if m ̸= k.

So the sequence {φm} is an orthonormal set of functions. Now we are left to show the
completeness. It holds that

⟨f, φm⟩ =
1√
(2π)n

∫
Tn

f(x)e−im·xdx =
√

(2π)nf̂(m),∀f ∈ L2(Tn).
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Thus, if ⟨f, φm⟩ = 0 for all m ∈ Zn then f̂(m) = 0 for all m ∈ Zn, and by Proposition
1.2 we have that f = 0 a.e. Hence, {φm} is a complete orthonormal set and we can apply
Proposition 1.3 obtaining

∥f∥2L2 =
∑
m∈Zn

(2π)n|f̂(m)|2 = (2π)n
∑
k∈Zn

|f̂(m)|2.

Theorem 1.2 (Parseval’s relation). Let f, g ∈ L2(Tn). It holds that∫
Tn

fgdx = (2π)n
∑
m∈Zn

f̂(m)ĝ(m). (1.13)

Proof. First, we replace f + g in (1.11) and it gives

∥f + g∥2L2 = (2π)n
∑
m∈Zn

| ̂(f + g)(m)|2.

Now we expand the squares. On the one hand,

∥f + g∥2L2 =

∫
T2

|f(x) + g(x)|2dx =

∫
T2

(f(x) + g(x)) · (f(x) + g(x))dx

=

∫
T2

(f(x) + g(x)) · (f(x) + g(x))dx =

∫
T2

|f(x)|2dx+
∫
T2

|g(x)|2dx

+

∫
T2

(
f(x)g(x) + g(x)f(x)

)
dx.

(1.14)

On the other hand,∑
m∈Zn

| ̂(f + g)(m)|2 =
∑
m∈Zn

|f̂(m) + ĝ(m)|2 =
∑
m∈Zn

(f̂(m) + ĝ(m)) · (f̂(m) + ĝ(m))

=
∑
m∈Zn

(
|f̂(m)|2 + |ĝ(m)|2 + f̂(m)ĝ(m) + ĝ(m)f̂(m)

)
.

(1.15)

Recalling that according to (1.11) we have∫
T2

|f(x)|2dx = (2π)n
∑
m∈Zn

|f̂(m)|2 <∞,

∫
T2

|g(x)|2dx = (2π)n
∑
m∈Zn

|ĝ(m)|2 <∞.

We can easily compare equations (1.14) and (1.15) and derive the following identity:∫
T2

(
f(x)g(x) + g(x)f(x)

)
dx = (2π)n

∑
m∈Zn

(
f̂(m)ĝ(m) + ĝ(m)f̂(m)

)
. (1.16)

Next, we replace g + if in 1.11 and expand the squares, as we did previously.

∥g + if∥2L2 = (2π)n
∑
m∈Zn

| ̂(g + if)(m)|2.
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The left-hand side term expands as

∥if + g∥2L2 =

∫
T2

|if(x) + g(x)|2dx =

∫
T2

(if(x) + g(x)) · (if(x) + g(x))dx

=

∫
T2

(if(x) + g(x)) · (g(x)− if(x))dx =

∫
T2

|f(x)|2dx+
∫
T2

|g(x)|2dx

+

∫
T2

(
if(x)g(x)− ig(x)f(x)

)
dx.

(1.17)

Whereas for the right-hand side term, we have∑
m∈Zn

| ̂(if + g)(m)|2 =
∑
m∈Zn

|îf(m) + ĝ(m)|2 =
∑
m∈Zn

(îf(m) + ĝ(m)) · (îf(m) + ĝ(m))

=
∑
m∈Zn

(
|f̂(m)|2 + |ĝ(m)|2 + if̂(m)ĝ(m)− iĝ(m)f̂(m)

)
.

(1.18)

Comparing 1.17 and 1.18 yields the following identity:∫
T2

(
f(x)g(x)− g(x)f(x)

)
dx = (2π)n

∑
k∈Zn

(
f̂(k)ĝ(k)− ĝ(k)f̂(k)

)
. (1.19)

Eventually, we add equations 1.16 and 1.19 to get:∫
Tn

f(x)g(x)dx = (2π)n
∑
m∈Zn

f̂(m)ĝ(m),

which is Parseval’s relation.

Corollary 1.1. For all f, g ∈ L2(Tn) and m ∈ Zn we have

f̂ g(m) =
∑
k∈Zn

f̂(k)ĝ(m− k) =
∑
k∈Zn

f̂(m− k)ĝ(k). (1.20)

Proof. First of all, one has

f̂ g(m) =
1

(2π)n

∫
Tn

f(x)g(x)e−im·xdx =
1

(2π)n

∫
Tn

f(x)g(x)eim·xdx.

Next, Parseval’s relation 1.13 yields∫
Tn

f(x)g(x)eim·xdx = (2π)n
∑
k∈Zn

f̂(k) ̂g(x)eim·x(k)

. Using Proposition 1.1 (3) and (4) we eventually obtain

f̂ g(m) =
∑
k∈Zn

f̂(k)
(
g(x)eim·x

)∧
(k) =

∑
k∈Zn

f̂(k)ĝ(k −m) =
∑
k∈Zn

f̂(k)ĝ(m− k).



1.3. SCHWARTZ CLASS AND DISTRIBUTIONS 13

1.3 Schwartz class and distributions

Definition 1.12 (Schwartz class). The Schwartz class, represented by S, is the function
space of all C∞ functions that are 2π-periodic in each variable. That is to say

S = S(Tn,C) := {f : f ∈ C∞(Tn,C)} .

Remark 1.1. It follows directly from definition 1.12 that

S = C∞(Tn,C) = C∞
c (Tn,C).

Proposition 1.4. Suppose f ∈ S. The following identity holds:

(∂βf)∧ = (im)β f̂ .

Proof.

(∂βf)∧(m) =
1

(2π)n

∫
Tn

e−im·x∂βf(x)dx =
1

(2π)n

∫
Tn

e−im·x ∂|β|

∂xβ1

1 ...∂x
βn
n

f(x)dx

=
(im)β

(2π)n

∫
Tn

e−im·xf(x)dx = (im)β f̂(m),

where we have integrated by parts β times taking into account that the boundary terms
vanish since f and its derivatives are periodic.

The following result states an important property related to S and Lp(Tn) spaces, how-
ever, we will not provide its proof since it is not the core of this section. A proof can be
found for instance on page 12 of [2].

Theorem 1.3. S is dense in Lp(Tn) for 1 ≤ p <∞.

Let u : S → C be a linear functional on the space S and let ϕ ∈ S be a 2π-periodic
function. We denote by ⟨u, ϕ⟩ the number obtained by applying u to ϕ. Let us also
consider in the Schwartz class S the topology defined by the norm

∥ϕ∥α = ∥∂αϕ∥L∞ ,∀α ∈ Nn.

Hence
ϕj → ϕ in S ⇔ sup

x∈Tn

|∂α(ϕ(x)− ϕj(x))| → 0, ∀α ∈ Nn.

Definition 1.13 (Tempered distribution). A tempered distribution is a continuous linear
functional on S. We denote by S ′ the space of tempered distributions.

Given u, v ∈ S ′, we say that u=v on Tn if ⟨u, ϕ⟩ = ⟨v, ϕ⟩ for all ϕ ∈ S. For further
reading on this topic see [2].

Remark 1.2. Every integrable function u on Tn can be regarded as a distribution if we
define

⟨u, ϕ⟩ =
∫
Tn

u(x)ϕ(x)dx.

In this case, continuity stems from the Lebesgue dominated convergence theorem.
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Now that the concept of distribution has been introduced, we move on to explain how
we can extend operations from functions to distributions. We shall need a couple of
definitions before.

Definition 1.14 (Linear operator). Let U and V be two vector spaces over a field k. We
say that the map T : U → V is a linear operator if it satisfies

T (αx+ βy) = αT (x) + βT (y),∀x, y ∈ U, α, β ∈ k.

Although definition 1.14 provides the general definition, here we will only consider the
case in which U and V are the same space and we will say that T is a linear operator on
U .

Definition 1.15 (Dual of a linear operator). Let T be a linear operator on S that is
continuous in the sense that if ϕj → ϕ in S then Tϕj → Tϕ in S. Suppose there is
another operator T ′ verifying∫

Tn

(Tϕ)(x)ψ(x)dx =

∫
Tn

ϕ(x)(T ′ψ)(x)dx,∀ϕ, ψ ∈ S.

Then, we say that T ′ is the dual or transpose of T .

Taking into consideration definition 1.15, it is possible to extend T to act on distributions
as

⟨Tu, ϕ⟩ = ⟨u, T ′ϕ⟩ . (1.21)

Note that Tu on S is continuous since T ′ is assumed to be continuous.

The following proposition allows us to differentiate any distribution as many times as
we want, obtaining other distributions.

Proposition 1.5. Let u ∈ S ′ and ϕ ∈ S. Then

⟨∂αu, ϕ⟩ = (−1)|α| ⟨u, ∂αϕ⟩ .

Proof. Let us define the operator T = ∂α and let ψ1, ψ2 ∈ S be periodic functions.
Integrating by parts |α| times we obtain∫

(Tψ1)ψ2 =

∫
(∂αψ1)ψ2 = (−1)|α|

∫
ψ1(∂

αψ2).

Therefore, T ′ = (−1)|α|∂α and we conclude by (1.21).

Definition 1.16 (Fourier transform of a tempered distribution). Given u ∈ S ′ we define
û via the formula

û(m) =
1

(2π)n
〈
u, e−im·x〉 , ∀m ∈ Zn. (1.22)
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1.4 Riesz transform

Definition 1.17 (Riesz transform). For any function f ∈ L2(Tn), the Fourier transform
of the j-th Riesz transform of f is given by

R̂jf(m) =

−i mj

|m|
f̂(m), if |m| ≠ 0,

0, if m = 0.

Proposition 1.6. Let f ∈ L2(Tn), then Rjf ∈ L2(Tn).

Proof. First of all, let us observe that

f ∈ L2(Tn) ⇔ ∥f∥2L2 <∞ ⇔ (2π)n
∑
m∈Zn

|f̂(m)|2 <∞ ⇔
∑
m∈Zn

|f̂(m)|2 <∞.

Therefore ∑
m∈Zn

|R̂jf(m)|2 ≤
∑
m∈Zn

|f̂(m)|2 <∞,

and it suffices to apply the same reasoning backward∑
m∈Zn

|R̂jf(m)|2 <∞ ⇔ (2π)n
∑
m∈Zn

|R̂jf(m)|2 <∞ ⇔ ∥Rjf∥2L2 <∞ ⇔ Rjf ∈ L2(Tn).

Definition 1.17 endows the Riesz transform with usefulness regarding partial differential
equations. In fact, suppose that f ∈ S is given and let u be a distribution such that
∇2u = f , where ∇2 denotes the Laplacian. Computing the Fourier transform in Laplace’s
equation gives

−|m|2û(m) = f̂(m).

Hence, for all 1 ≤ j, k ≤ n one has

∂̂j∂ku = (imj)(imk)û(m) = −(imj)(imk)
f̂(m)

|m|2
= − ̂RjRk(f). (1.23)

In view of (1.23), we are capable of expressing the second-order derivatives of u in terms
of the Riesz transforms of f . For further reading see [4].

Last, let us introduce a useful notation:

1. The perpendicular of a vector v = (v1, v2) is v
⊥ = (−v2, v1).

2. R⊥f = (−R2f,R1f), where Rj is the j-th periodic Riesz transform (See Chapter 2
in [11]). Thus

R̂⊥f(m) = −im
⊥

|m|
f̂(m).



Chapter 2

General insights about fluids and the
SQG model

The Navier-Stokes equations are a set of second-order partial differential equations relating
first and second derivatives of the vector field fluid velocity u : Rn × [0,∞) → Rn,
u(x1, ..., xn, t) = (ui(x1, ..., xn, t))1≤i≤n and first derivatives of the scalar field pressure
p : Rn × [0,∞) → (0,∞), p = p(x1, ..., xn, t). We will consider both to be C∞ functions.
Moreover, we take n = 2 or 3 for physical situations.

These equations have a wide range of applications in all areas of science as far as con-
tinuum phenomena are concerned. A fluid is said to be incompressible when its velocity
field is divergence-free, i.e., ∇ · u = 0, and in the case of an incompressible Newtonian
fluid, the Navier-Stokes equations read

ρ

(
∂u

∂t
+ u · ∇u

)
= −∇p+ ν∇2u+ ρf, (2.1a)

∇ · u = 0. (2.1b)

Here, f = (fi(x1, ..., xn, t))1≤i≤n is the force term acting on every single fluid particle,
ν is the viscosity of the fluid, which tells the ease with which the fluid flows when body
forces are exerted on it, and ρ = ρ(x, t) is the density of the fluid. For a derivation of
(2.1a) see [12] or [13].

Regarding the motion of a fluid, the velocity field depends on both, position and time.
Besides, the same applies to other physical properties of the fluid. Hence, it is useful to
define a derivative that takes into consideration both, the rate of change and the change
in position in the velocity field u. On the grounds of this reasoning, we define the material
derivative as:

D

Dt
=

∂

∂t
+ u · ∇, (2.2)

which is typically used in fluid dynamics.

Notice that using the material derivative, it is straightforward to rewrite 2.1a as

ρ
Du

Dt
= −∇p+ ν∇2u+ ρf.

16
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In addition, on page 11 in [14] the well-known mass conservation equation is obtained

∂ρ

∂t
+∇ · (ρu) = 0 (2.3)

or equivalently
Dρ

Dt
+ ρ∇ · u = 0. (2.4)

On the one hand, if ρ is constant, then 2.3 yields the incompressibility condition ∇·u = 0.
On the other hand, according to 2.4, if our fluid is incompressible then its density ρ is
conserved along the flow. That is to say

∇ · u = 0 ⇒ Dρ

Dt
= 0.

Hence, the fact that density is constant in any fluid parcel, that is, any infinitesimal
volume of fluid moving in the flow, is equivalent to incompressibility. In many situations,
when dealing with incompressible fluids, it is common to take ρ = 1 for the sake of
simplicity. Putting equations (2.1a) together with the incompressibility condition we
obtain the following system of equations:

∂ui
∂t

+
∑

1≤j≤n

uj
∂ui
∂xj

= − ∂p

∂xi
+ ν

∑
1≤j≤n

∂2ui
∂x2j

+ fi, i = 1, .., n.

∑
1≤i≤n

∂ui
∂xi

= 0.

(2.5)

If ν = 0, system (2.5) is called Euler equations and it models ideal fluids, i.e. nonviscous
and incompressible. On the contrary, if ν ̸= 0 the system is known as the Navier-Stokes
equations, and it models the flow of incompressible fluids. For further knowledge on this
topic [13] is recommended.

In the following, we will work with three-dimensional fluids, so we take n = 3 in (2.5).
The velocity components will be denoted by

ux = u1, uy = u2, uz = u3

and the spatial ones by
x = x1, y = x2, z = x3.

2.1 Vorticity and streamlines

Definition 2.1 (Vorticity). We define the vorticity of a fluid as ω = ∇× u.

Vorticity ω plays a central role in geophysics. For further reading on vorticity see [14].
Our goal now is to express the Navier-Stokes equations in terms of the vorticity.

Proposition 2.1. The following identity holds

1

2
∇(u · u) = (u · ∇)u+ u× (∇× u).
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Proof. Let {ex, ey, ez} be the canonical basis in R3 such that u = uxex + uyey + uzez.
Plus, we use the notation ∂x, ∂y, ∂z for the partial derivatives with respect to x, y, and z,
respectively. Then

u× (∇× u) =

∣∣∣∣∣∣
ex ey ez
ux uy uz

∂yuz − ∂zuy ∂zux − ∂xuz ∂xuy − ∂yux

∣∣∣∣∣∣
= [uy(∂xuy − ∂yux)− uz(∂zux − ∂xuz)]ex + [uz(∂yuz − ∂zuy)− ux(∂xuy − ∂yux)]ey

+[ux(∂zux − ∂xuz)− uy(∂yuz − ∂zuy)]ez, (2.6)

(u · ∇u)u = (u · ∇u)uxex + (u · ∇u)uyey + (u · ∇u)uzez = (ux∂xux + uy∂yux + uz∂zux)ex

+(ux∂xuy + uy∂yuy + uz∂zuy)ey + (ux∂xuz + uy∂yuz + uz∂zuz)ez, (2.7)

∇(u · u) = ∇(u2) = ∂x(u
2)ex + ∂y(u

2)ey + ∂z(u
2)ez. (2.8)

On the one hand, let us now consider only the x-component in equations (2.6), (2.7) and
add them:

uy(∂xuy − ∂yux)− uz(∂zux − ∂xuz) + ux∂xux + uy∂yux + uz∂zux

= ux∂xux + uy∂yuy + uz∂zuz.

On the other hand, considering the x-component in equation (2.8) we have

∂x(u
2
x) + ∂y(u

2
y) + ∂z(u

2
z) = 2(ux∂xux + uy∂yuy + uz∂zuz).

For the y and z components, the computations are analogous, so the proposition is proved.

Proposition 2.2. The following identity holds

∇× (u× ω) = (ω · ∇)u− (u · ∇)ω + u(∇ · ω)− ω(∇ · u)

Proof. As we did in the proof of Proposition 2.1, we will only prove the identity for the
x-component, since the computations are analogous regarding the other ones. Having said
that, let us begin by expanding the x-component of the term ∇× (u× ω), which yields:

∇× (u× ω) · ex = ∂y[uxωy − uyω − x]− ∂z[uzωx − uxωz]

= ωy∂yux + ux∂yωy − ωx∂yuy − uy∂yωx − ωx∂zuz − uz∂zωx + ωz∂zux + ux∂zωz. (2.9)

Whereas for the terms on the right-hand side, we have

(ω · ∇)u · ex = ωx∂xux + ωy∂yux + ωz∂zux,

(u · ∇)w · ex = ux∂xωx + uy∂yωx + uz∂zωx,

u(∇ · ω) · ex = ux(∇ · ω) = ux∂xωx + ux∂yωy + ux∂zωz,

ω(∇ · u) · ex = ωx∂xux + ωx∂yuy + ωx∂zuz.

All in all,
[(ω · ∇)u− (u · ∇)ω + u(∇ · ω)− ω(∇ · u)] · ex

= ωy∂yux + ωz∂zux − uy∂yωx − uz∂zωx + ux∂yωy + ux∂zωz − ωx∂yuy − ωx∂zuz. (2.10)

It is now easy to check that (2.9) and (2.10) are the same and this completes the proof.
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Proposition 2.3. If the body forces acting on the fluid are conservative, then equation
(2.1a) is written in terms of the vorticity ω as:

∂ω

∂t
+ u · ∇ω = ω · ∇u+ ν∇2ω. (2.11)

Equation (2.11) is the so-called vorticity transport equation.

Proof. We will need the following results in the forthcoming calculations:

(u · ∇)u =
1

2
∇(u · u)− u× (∇× u), (2.12)

∇×∇ϕ = 0 for any scalar field ϕ, (2.13)

∇× (u× ω) = ω · ∇u− u · ∇ω + u∇ · ω − ω∇ · u. (2.14)

To begin with, equation (2.13) is straightforward to prove. It suffices to assume that ϕ
is regular enough and flip derivatives according to Schwarz’s theorem. Equations (2.12)
and (2.14) have been proved in propositions 2.1 and 2.2, respectively. Moreover, since
∇ · ω = ∇ · (∇× u) = 0 and ∇ · u = 0, equation (2.14) can be simplified as

∇× (u× ω) = ω · ∇u− u · ∇ω. (2.15)

Substituting (2.12) in (2.1a) gives

∂u

∂t
+

1

2
∇(u · u)− u× ω = −∇p+ ν∆u+ f. (2.16)

Now, we calculate the curl of the left-hand side of (2.16), which yields

∂ω

∂t
+

1

2
∇×∇(u · u)−∇× (u× ω). (2.17)

By equation (2.13), ∇ × ∇(u · u) = 0, and taking into consideration (2.15) as well, we
conclude that the curl of the left-hand side is

∂ω

∂t
− ω · ∇u+ u · ∇ω. (2.18)

Taking the curl of the right-hand side in equation (2.16), we have

−∇× (∇p) +∇× f + ν∇2ω. (2.19)

Again, equation (2.13) yields ∇× (∇p) = 0. Furthermore, by hypothesis, the body forces
are conservative, so the curl of f equals zero. Hence, equation (2.19) simplifies to

ν∇2ω. (2.20)

Eventually, equations (2.18) and (2.20) must be equal, so

∂ω

∂t
+ u · ∇ω = ω · ∇u+ ν∇2ω.
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Before moving on to the next topic, let us mention that we will consider the two-
dimensional case n = 2. In other words, we will neglect the variable z and focus only on
the x and y components instead. Notice that since u is divergence-free, it is possible to
introduce a streamfunction ψ such that

u = ∇⊥ψ =

(
−∂ψ
∂y
,
∂ψ

∂x

)
. (2.21)

For further reading on the streamfunction [15] and [16] are recommended.

Definition 2.2 (Streamlines). Streamlines are defined as lines that are everywhere tan-
gential to the velocity field, that is to say, u · n = 0, where n is the unit normal vector to
the streamline.

Proposition 2.4. A line l : (a, b) ⊆ R → R2 is a streamline at a time t ∈ R+ if and only
if the streamfunction ψ is constant along l(s).

Proof. ⇒ Let l(s) be a streamline. Then u ∥ ∂sl(s) ⇒ ∇⊥ψ ∥ ∂sl(s) ⇒ ∇ψ ⊥ ∂slx(s).
Hence ∇ψ(l(s), t) · ∂sl(s) = 0 ⇒ ψ(l(s), t) is constant.

⇐ Let us assume that ψ is constant along the line l(s), i.e., ψ(l(s), t) is constant. We
can now derive with respect to s and apply the previous reasoning backward, concluding
that l(s) is a streamline.

Proposition 2.5. Let ψ be the streamfunction defined in (2.21). For n = 2, the modulus
of the vorticity is ω = ∇2ψ.

Proof. Since n = 2, we can write u(x, y, t) = ux(x, y, t)ex + uy(x, y, t)ey. Hence

ω = |∇ × u| = ∂uy
∂x

− ∂ux
∂y

.

But we also have that u = ∇⊥ψ, thus ux = −∂ψ
∂y
, uy =

∂ψ

∂x
and

ω =
∂2ψ

∂x2
+
∂2ψ

∂y2
= ∇2ψ.

Remark 2.1. Note that in Proposition 2.5 an abuse of notation has been made, since we
have used the variable ω for both, the vorticity vector and its modulus. The reader should
be aware of this and distinguish whether ω is a vector or not depending on the context.

Remark 2.2. While n=2, the vector ω = ∇×u =

(
∂uy
∂x

− ∂ux
∂y

)
ez points the z direction,

whereas ∇u lies within the xy plane. In conclusion: ω · ∇u = 0. Moreover, if the flow is
nonviscous, i.e. ν = 0, we obtain the following system:

∂ω

∂t
+ u · ∇ω = 0, (x, y, t) ∈ R2 × R+,

ω = ∇2ψ, u = ∇⊥ψ.

 (2.22)

The system (2.22) is an equivalent formulation for the Euler equation in the 2D case. It
consists of two PDEs for ω and ψ rather than the initial formulation with three variables
ux, uy, and p.



2.2. BUOYANCY AND BRUNT-VÄISÄLÄ FREQUENCY 21

Theorem 2.1. Let vorticity ω satisfy (2.22) and let fluid velocity u be divergence-free.
Under the assumptions that ω(x, y, 0) ∈ L∞ and lim

x,y→∞
ω(x, y, t) = 0, the Lp norms (1 ≤

p ≤ ∞) of ω are conserved for any t ∈ R+.

Proof. Let p ≥ 0 be an integer. Then

d

dt

1

1 + p

∫
R2

ω(x, y, t)p+1dx =

∫
R2

ω(x, y, t)p∂tω(x, y, t)dx

= −
∫
R2

u(x, y, t) · ∇ω(x, y, t)ω(x, y, t)pdx

= − 1

1 + p

∫
R2

u(x, y, t) · ∇ω(x, y, t)p+1dx

=
1

1 + p

∫
R2

∇ · u(x, y, t)ω(x, y, t)p+1dx = 0.

The last integral vanishes due to the divergence-free condition ∇ · u = 0. Hence

1

1 + p

d

dt
∥ω(t)∥p+1

Lp+1 = 0 ⇒ d

dt
∥ω(t)∥p+1

Lp+1 = 0.

Integrating in time we get
∥ω(t)∥p+1

Lp+1 = ∥ω(0)∥p+1
Lp+1 .

This proves that ∥ω(t)∥Lp+1 = ∥ω(0)∥Lp+1 for any t ∈ R+ and for any 1 ≤ p < +∞. We
are now left to show that the L∞ norm of the vorticity is also conserved in time. First of
all, let us recall a result of functional analysis (proof can be found in [17]):

If there exists q < +∞ such that f ∈ L∞(S) ∩ Lq(S), then: ∥f∥L∞ = lim
p→∞

∥f∥Lp .

By hypothesis we have that ω(x, 0) ∈ L∞, thus

∥ω(0)∥L∞ = lim
p→∞

∥ω(0)∥Lp = lim
p→∞

∥ω(t)∥Lp . (2.23)

This implies that the function p 7→ ∥ω(t)∥Lp is bounded and therefore ω(x, t) ∈ L∞.
Eventually, we have that

∥ω(t)∥L∞ = lim
p→∞

∥ω(t)∥Lp = ∥ω(0)∥L∞ by equation (2.23).

2.2 Buoyancy and Brunt-Väisälä frequency

Let us imagine that there is a fluid parcel with a different density than that of its envi-
ronment, for instance, an air parcel with density ρ′ submerged in the atmosphere, with
density ρ (see Figure 2.1). In addition, let us also consider a non-inertial reference frame
that spins with the Earth, such that the x-axis points eastwards, the y-axis points north-
wards, and the z-axis points upwards. This topic will be explained further way in the
next section. In this way, the acceleration due to gravity is given by −gez, where ez is
the unitary vector in the z-direction.
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Figure 2.1: Forces acting on an air parcel with density ρ′ in an environment with density
ρ. Image has been taken from [18].

Let us now assume, for the sake of simplicity, that the fluid is ideal and it has no motion,
i.e. u = 0. Then, equation (2.1a) yields

∇p = −ρgez ⇒
∂p

∂z
= −ρg ⇒ ∆p = −ρg∆z,

which is known as the hydrostatic approximation. As we will see in Chapter 3, this
is indeed a rather useful and valid approximation concerning atmospheric and oceanic
dynamics. In addition, the partial derivatives of p with respect to x and y are zero, so we
can safely neglect the movement along the x and y axes, and focus only on the dynamics
in the z-direction.

According to Newton’s second law, the z component of the acceleration experienced by
the air parcel is

az =

∑
Fz

ρ′V
, (2.24)

where
∑
Fz is the sum of all the forces acting on the air parcel along the z-direction, ρ′

its density, and V its volume. Using the hydrostatic approximation we have

pbottom − ptop = ρg∆z ⇒
∑

Fz = pbottomA− ptopA− ρ′gA∆z

= ρgA∆z − ρ′gA∆z = −(ρ′ − ρ)gA∆z.
(2.25)

Taking into account that V = A∆z and substituting (2.25) into (2.24), we eventually get

az = −(ρ′ − ρ)g

ρ′
. (2.26)

According to (2.26), objects that are less dense than the fluid, float on its surface (az is
positive). On the contrary, objects that are denser than the fluid, drown (az is negative).
The force that makes objects float is called the buoyancy force and it is due to the increase
of pressure with depth in a fluid.

Proposition 2.6 (Poisson equation). If the flow of the fluid is an isentropic process, that

is
Ds

Dt
= 0, then the quantity

T

pR/cp
is conserved along the flow.
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Proof. Since we are working under the assumption that the air behaves as an ideal gas,
the first law of thermodynamics can be expressed as

cp
DT

Dt
= Q+ α

Dp

Dt
, (2.27)

where cp is the specific heat of the air at constant pressure, α = 1/ρ is the specific volume
and Q is the net heating rate per unit mass. See pages 46 and 47 on [19]. In addition,
we assume that cp is constant and take advantage of the ideal gas assumption pα = RdT ,
rewriting equation (2.27) as

cp
D(lnT )

Dt
−Rd

D(ln p)

Dt
=
Q

T
,

where the quotient Q/T is the rate of change of entropy per unit mass, that is,

Ds

Dt
=
Q

T
.

Therefore

cp
D(lnT )

Dt
−Rd

D(ln p)

Dt
=
Ds

Dt
. (2.28)

An isentropic process is an idealized thermodynamic process that is both adiabatic and
reversible, hence, there is no exchange of heat between the system and its environment.
Thus, equation (2.28) yields

cp
D(lnT )

Dt
−Rd

D(ln p)

Dt
= 0 ⇒ D

Dt

(
ln

T

pR/cp

)
= 0 ⇒ T

pRd/cp
= constant. (2.29)

Equation (2.29) is known as the Poisson equation and leads to our next definition:
potential temperature.

Definition 2.3 (Potential temperature). Let us suppose that there is a fluid element with
temperature T and pressure p. The potential temperature θ of the fluid element is defined
as follows:

θ = T

(
pθ
p

) R
cp

, (2.30)

where pθ is a reference pressure (usually 103 hPa) and cp is the specific heat capacity at
constant pressure.

The potential temperature θ of an air parcel represents the temperature that the parcel
would have if it were expanded or compressed adiabatically from its initial state of pressure
and temperature to a standard pressure pθ. Since we know that the Poisson equation
(2.29) holds for adiabatic flows, as a consequence, the potential temperature is a conserved
quantity through adiabatic processes. To know more about potential temperature [14] and
[20] can be useful.

Furthermore, assuming that the pressure is constant, the ideal gas law p = ρRdT , where
Rd is the gas constant for dry air (see [19]), allows us to write the acceleration of the
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air parcel (2.26) in terms of the temperature and therefore in terms of the potential
temperature:

az = g
(T ′ − T )

T
= g

(θ′ − θ)

θ
.

In light of the reasoning above, the two following definitions arise.

Definition 2.4 (Ocean Buoyancy). In the ocean, buoyancy is defined as:

b = −ρg
ρ0
, (2.31)

where ρ is the density, ρ0 is a reference density and g is the gravity acceleration.

Definition 2.5 (Atmospheric buoyancy). In the atmosphere, buoyancy is related to po-
tential temperature through:

b =
gθ

θ0
, (2.32)

where θ0 is a reference potential temperature.

Let us consider the air parcel to be very small and that it experiences a small displace-
ment δz along the z axis, so that θ0 is the potential temperature at z = 0 and θ the
potential temperature at δz. We can expand the potential temperature over z = δz as:

θ(δz) ≃ θ0 +
∂θ

∂z

∣∣∣∣
z=0

δz,

where θ0 = θ(0). Hence, the acceleration in the z direction of our small air parcel will be

az =
d2δz

dt2
= g

θ0 − θ(δz)

θ(δz)
= −g

θ

∂θ

∂z

∣∣∣∣
z=0

δz = −g ∂ ln θ
∂z

∣∣∣∣
z=0

δz

⇒ d2δz

dt2
= −g ∂ ln θ

∂z

∣∣∣∣
z=0

δz. (2.33)

Equation (2.33) is called the Brunt-Väisälä equation. We now distinguish three cases:

1. If
∂ ln θ

∂z

∣∣∣∣
z=0

> 0, then equation (2.33) has the form of the well-known simple har-

monic oscillator equation
d2δz

dt2
= −N2δz,

where N =

(
g
∂ ln θ

∂z

∣∣∣∣
z=0

)1/2

is called the Brunt-Väisälä frequency.

2. If
∂ ln θ

∂z

∣∣∣∣
z=0

< 0, then equation (2.33) has the form

d2δz

dt2
= ω2δz,

with ω2 = −g ∂ ln θ
∂z

∣∣∣∣
z=0

. In this case, the “air bubble” would continue to rise.
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3. If
∂ ln θ

∂z

∣∣∣∣
z=0

= 0, there is no acceleration exerted on the tiny air parcel.

Lemma 2.1. The Brunt-Väisälä frequency can be expressed in terms of pressure and
density as

N2 = g

{
1

γ

∂ ln p

∂z
− ∂ ln ρ

∂z

}
z=0

, (2.34)

where γ = cp/cv is the adiabatic index.

Proof. Starting from θ = T

(
pθ
p

) R
cp

we have that

∂θ

∂z
=

(
pθ
p

) R
cp ∂T

∂z
− T

(
pθ
p

) R
cp R

pcp

∂p

∂z
=
θ

T

∂T

∂z
− θR

cpp

∂p

∂z
,

Therefore

N2 = g
∂ ln θ

∂z

∣∣∣∣
z=0

= g

{
1

T

∂T

∂z
− R

pcp

∂p

∂z

}
z=0

= g

{
1

T

∂T

∂z
− γ − 1

γ

1

p

∂p

∂z

}
z=0

,

Eventually, the ideal gas law yields

N2 = g

{
1

γp

∂p

dz
− 1

ρ

∂ρ

dz

}
z=0

= g

{
1

γ

∂lnp

∂z
− ∂ ln ρ

∂z

}
z=0

.

Although 2.34 is, in fact, the most complete expression for N2, since it includes the
variation of pressure with height, however, concerning fluids, it is common to assume that
the pressure remains fixed along a small vertical displacement and therefore take into
consideration only the variation of density when defining N2. That is to say:

N2 = − g

ρ0

∂ρ

∂z

∣∣∣∣
z=0

, (2.35)

which is the expression of the Brunt-Väisälä frequency that will be used later on. For
instance, a derivation of 2.34 can be found in [21].

2.3 Vertical vorticity and geostrophic flow

We defined vorticity as the curl of the fluid velocity, thus it represents a measure of the
rotation of the fluid. However, when a fluid rotates we need to take into consideration two
rotating mechanisms: fluid movement and Earth’s rotation. In fact, let ur be the relative
velocity field of a non-inertial reference frame that spins with the Earth as the one shown
in Figure 2.2 (green axes), then the total velocity field of the fluid will be given by

u = ur + Ω× r,

where Ω is the Earth’s angular velocity and r is the position vector that goes from the
centre of the inertial frame in Figure 2.2 (blue axes) to a particular point in space.
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Figure 2.2: The green axes correspond to a non-inertial reference frame that spins with the
Earth and it is typically used in meteorology. On the contrary, the blue axes correspond
to a fixed, inertial reference frame that does not spin with the Earth.

Hence, the absolute vorticity ω is

ω = ∇× u = ∇× ur +∇× (Ω× r). (2.36)

Relative vorticity is defined as ωr = ∇× ur. In addition, if we use the variables x′, y′, z′

to denote the spatial coordinates in the reference frame that corresponds to the blue axes
in Figure 2.2. and denote by {ex′ , ey′ , ez′} the correspondent basis of orthonormal vectors,
then Ω = Ωez′ and r = x′ex′ + y′ey′ + z′ez′ . However, notice that, for simplicity purposes,
we are making an abuse of the notation when using Ω for both, the vector and the scalar.
All in all, we can compute

Ω× r =

∣∣∣∣∣∣
ex′ ey′ ez′
0 0 Ω
x′ y′ z′

∣∣∣∣∣∣ = (Ωx′,Ωy′, 0) ⇒ ∇× (Ω× r) = 2Ω,

and rewrite (2.36) as

ω = ωr + 2Ω. (2.37)

Equation (2.37) states that absolute vorticity ω is equal to the relative vorticity ωr plus
the extra term 2Ω due to the Earth’s rotation, which is called planetary vorticity. Defining
a quantity that expresses the tendency to rotate along the horizontal direction is of par-
ticular interest. Let us denote by {ex, ey, ez} the basis of orthonormal vectors associated
with the non-inertial reference frame in Figure 2.2 (green axes).

Definition 2.6 (Absolute vertical vorticity). The absolute vertical vorticity is defined as
the z-component of the absolute vorticity, that is,

ζa = ez · ω = ez · (∇× u). (2.38)

Definition 2.7 (Relative vertical vorticity). The relative vertical vorticity is defined as
the z-component of the absolute vorticity, that is,

ζ = ez · ωr = ez · (∇× ur). (2.39)
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If we use the basis {ex, ey, ez} of orthonormal vectors of the non-inertial reference frame,
Earth’s angular rotation is given by Ω = Ωcos θey + Ωsin θez.

Definition 2.8 (Coriolis term). The Coriolis term f is defined as the z-component of the
planetary vorticity 2Ω:

f = 2ez · Ω = 2Ω sin θ. (2.40)

It is clear that f depends solely on the latitude θ, so that it is zero at the equator and
maximum at the poles. It measures the spin of an object or fluid parcel due to the rotation
of the Earth. Moreover, assuming that the change in latitude is small, we can expand f
over a fixed latitude θ0:

f = f0 +
df

dθ

∣∣∣∣
θ=θ0

∆θ = f0 + 2Ω cos θ0∆θ = f0 + 2Ω cos θ0
∆y

R
, (2.41)

where f0 = 2Ω sin θ0. Defining β =
2Ω cos θ0

R
, (2.41) can be written as

f = f0 + β∆y. (2.42)

Equation (2.42), which sets a linear variation of the Coriolis parameter, is known as the
β-plane approximation. This approximation is useful concerning the theoretical analysis
of many atmospheric or oceanic phenomena since it makes the equations much more
tractable, but still considers the variation of the Coriolis parameter in space.

Remark 2.3. From definitions (2.38),(2.39) and (2.40), it follows directly that ζa is the
sum of the relative vertical vorticity and the Coriolis term:

ζa = ez · ω = ez · ωr + 2ez · Ω = ζ + f. (2.43)

Remark 2.4. If ux and uy represent the velocity components along the x and y directions
respectively, then the relative vertical vorticity reads

ζ =
∂uy
∂x

− ∂ux
∂y

. (2.44)

As a consequence, if we introduce a streamfunction ψ such that u = ∇⊥ψ, then

ζ =
∂2ψ

∂x2
+
∂2ψ

∂y2
= ∇2ψ. (2.45)

Remark 2.5. Carl Rossby proposed in 1940 (see [23]) that the local vertical component of
the absolute vorticity ζ is the most important component for large-scale atmospheric flow,
instead of the full three-dimensional vorticity vector. Therefore, in the following pages,
when we mention absolute or relative vorticity, we are likely talking about the vertical com-
ponent only. Analogously, although the Coriolis parameter is only the z-component of the
planetary vorticity 2Ω, this component is the most interesting one concerning geophysics
and, in many situations, it is common to call f by “planetary vorticity”.

Moving on to the topic of geostrophic flow, we need to introduce the Ekman transport.
The wind only pushes the surface layer of water, and whenever this top layer is pushed
away, water from the bottom is forced to rise to replace the water that has been moved
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Figure 2.3: Planetary vorticity f is always positive in the Northern Hemisphere except at
the equator where it is zero. Image has been taken from [22].

away. At the same time, the Coriolis effect causes the wind to shift in the direction that
is pushing the water. This is the idea behind the Ekman transport system.

Due to the Coriolis effect, the surface water usually moves in a direction that forms
about 45o with the wind direction. Once this top layer has been displaced, the bottom
ones will rise forming a different angle, since they are less affected by the wind. As you
go deeper into the ocean, you have less motion and in a different direction, so that the
overall result is an ever-turning spiraling rising column of water, as shown in Figure 2.4.
Regarding fluid dynamics, gyres are an important topic to address. A gyre is a large-scale

Figure 2.4: Ekman’s transport illustration. Image has been taken from [24].

system of rotating ocean currents. Subtropical gyres are centered near 30 degrees latitude
in the North and South Atlantic, the North and South Pacific, and the Indian Ocean.
Concerning these gyres, Ekman transport will cause surface waters to move toward the
central region of the gyre, producing a broad mound of water. Surface water will begin to
flow downhill and, eventually, a balance will develop between the Coriolis force and the
force arising from the water pressure gradient, so that water parcels flow around the gyre
and parallel to contours of elevation of sea level. We call this current geostrophic flow.

In Chapter 3, we shall show that the velocity of the geostrophic flow is given by the
formula:

ug =
1

ρf
ez ×∇p.
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Figure 2.5: The horizontal movement of surface water arising from a balance between the
pressure gradient force and the Coriolis force is known as geostrophic flow. Image has
been taken from [25].

2.4 Potential vorticity and SQG model

Let us now think of an ice skater spinning. It is well-known that if the skater extends his
arms, he will spin slower. On the contrary, he will spin faster if she contracts her arms.
Nevertheless, the angular momentum remains always constant. A rotating column of air
or water acts somehow in a similar way: it rotates faster if it is stretched into a narrower
column and it rotates slower if it is squashed into a wider column. We want to define a
quantity that plays a role similar to the angular momentum of an ice skater but for the
rotating column. This quantity must remain constant while the column spins.

Definition 2.9 (Barotropic potential vorticity). The barotropic potential vorticity PV of
a fluid column is defined as the quotient between absolute vorticity and the height of the
column:

PV =
ζ + f

H
. (2.46)

In [23], the Swedish-born American meteorologist Carl Rossby showed that for a one-
layer shallow water system, the barotropic potential vorticity is conserved along an adia-
batic and frictionless flow, that is,

D(PV )

Dt
=

D

Dt

(
ζ + f

H

)
= 0. (2.47)

This result is known as the Rossby theorem and is the key property of shallow water
potential vorticity. An example of its applications is shown in Figure 2.6.

Definition 2.10 (Quasi-geostrophic potential vorticity). The quasi-geostrophic potential
vorticity, also known as the pseudo-potential-vorticity, is defined as:

q = f +∇2ψ +
∂

∂z

(
f 2
0

N2

∂ψ

∂z

)
. (2.48)

where N is the so-called Brunt-Väisälä frequency and ψ is a streamfunction, i.e. u = ∇⊥ψ.

An analogous result to that of the barotropic potential vorticity PV can be proved for
the quasi-geostrophic potential vorticity q. In fact, we will prove in Chapter 3 that in the
absence of forcing and dissipation q is conserved along the geostrophic flow, that is,

Dq

Dt
= 0.
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Figure 2.6: On the left-hand side column the height is lower in comparison with the
column on the right-hand side. Since PV is constant, then the right-hand side column
must have greater absolute vorticity. Image has been taken from [26].

The importance of this result is that given the potential vorticity q, one can invert equation
(2.48) to obtain the streamfunction ψ, which allows us to know the geostrophic wind field
and the potential temperature field. This is called the principle of potential vorticity
inversion. For further information concerning this topic, it is worth seeing [23] and [27].
Nonetheless, solving equation (2.48) requires knowledge of boundary conditions, which
will be discussed in Chapter 3.

The surface quasi-geostrophic model (SQG) is a mathematical model based on the quasi-
geostrophic approximation which is used to explain the dynamics of the ocean and the
atmosphere. It assumes that, besides potential vorticity conservation, surface buoyancy
is also a conserved quantity. The 2D surface quasi-geostrophic equation reads

∂θ

∂t
+ u · ∇θ = 0, (x, y, t) ∈ R2 × R+,

u = ∇⊥ψ, θ = −(−∇2)1/2ψ.

 (SQG) (2.49)

Here, θ = θ(x, y, t) is a non-dimensional variable related to the surface buoyancy, u =
u(x, y, t) is the fluid velocity, and ψ = ψ(x, y, t) is the streamfunction. The operator

(−∇2)1/2 is defined via the Fourier transform by ̂(−∇2)1/2f(m) = |m| f̂(m), where f̂ is
the Fourier transform of the function f . This equation has a geophysical origin and will
be studied in more detail in the next chapters.

In addition to this, we can consider a more general problem given by

∂θ

∂t
+ u · ∇θ = 0, (x, y, t) ∈ R2 × R+,

u = ∇⊥ψ, θ = −(−∇2)1−α/2ψ.

 (2.50)

We define the operator Λγ = (−∇2)γ/2 as Λ̂γf(m) = |m|γ f̂(m), with f̂ the Fourier
transform of the function f .

Remark 2.6. For α = 0, problem (2.50) has the same form as 2D Euler (2.22). Whereas
for α = 1, problem (2.50) corresponds to the surface-quasigeostrophic equation (SQG).
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2.5 3D Euler and 2D SQG

Considering an inviscid fluid, that is ν = 0, the vorticity transport equation (2.11) reads

∂tω + u · ∇ω = (∇u)ω, (2.51)

that together with
∇ · ω = ∇ · u = 0 (2.52)

corresponds to the 3D incompressible Euler equations for an inviscid fluid. Moreover,
applying the perpendicular gradient ∇⊥ to the SQG equation ∂tθ + u · θ = 0 we obtain

∂t(∇⊥θ) + u · ∇(∇⊥θ) = (∇u)∇⊥θ. (2.53)

Since the fluid that we are considering is incompressible then ∇ · u = 0. Besides, it is
clear that ∇ · (∇⊥θ) = 0. Hence

∇ · (∇⊥θ) = ∇ · u = 0. (2.54)

All in all, comparing equations (2.51) and (2.52) to (2.53) and (2.54), we come to the

conclusion that SQG is a 2D model of the 3D Euler equations, since ∇⊥θ =

(
−∂θ
∂y
,
∂θ

∂x

)
is a 2D vector that plays the same role as the vorticity ω in 3D Euler.

In 1994, Constantin, Majda, and Tabak proved in [28] the local well-posedness in Hs(s ≥
3) of the SQG model and studied its analogy with 3D incompressible Euler. Although the
local existence of solutions in Hs has been proved, global well-posedness is still an open
problem for either of them.

However, Beale, Kato, and Majda proved in [29] a result stating that if the solution for
3D Euler’s equations fails to be regular past a certain time, then the vorticity ω = ∇× u
must necessarily become unbounded. The local existence theorem for Euler’s equations
is stated as:

Theorem 2.2. Suppose an initial velocity field u0 is specified in Hs, s ≥ 3, with ∥u0∥H3 ≤
N0, for some N0 > 0. Then, there exists T0 > 0, depending only on N0, so that the
equations

∂tu+ (u · ∇)u+∇p = 0,

∇ · u = 0,

have a solution in the class: u ∈ C([0, T ];Hs) ∩ C1([0, T ];Hs−1) at least for T = T0(N0).

Nonetheless, this result does not state anything as far as the regularity of the solution is
concerned. The following theorem states a condition that must be fulfilled if the solution
blows up:

Theorem 2.3 (Beale-Kato-Majda criterion). Let u be a solution of Euler’s equations
and suppose there is a time T∗ such that the solution cannot be continued in the class
C([0, T ];Hs) ∩ C1([0, T ];Hs−1) to T = T∗. Assume that T∗ is the first such time. Then∫ T∗

0

∥ω∥L∞ dt = ∞

and in particular
lim sup
t→T∗

∥ω∥L∞ = ∞.
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For a proof of the theorem see [29]. Equivalently, the Beale-Kato-Majda criterion

states that

∫ T∗

0

∥ω∥L∞ dt < ∞ implies that there is no blow-up at time T. Further-

more, in the SQG case, due to the analogy of the equations, we have that if the condition∫ T∗

0

∥∥∇⊥θ
∥∥
L∞ dt <∞ holds, then there is no blow-up at time T.

The following table makes it easier to compare the SQG and the 3D Euler models
mentioned previously.

3D EULER 2D SQG

Variable ω = ∇× u ∇⊥θ =

(
−∂θ
∂y
,
∂θ

∂x

)

Equations
∂tw + u · ∇w = (∇u)ω ∂t(∇⊥θ) + u · ∇(∇⊥θ) = (∇u)∇⊥θ

∇ · ω = ∇ · u = 0 ∇ · (∇⊥θ) = ∇ · u = 0

BKM

∫ T∗

0

∥ω∥L∞ dt <∞
∫ T∗

0

∥∥∇⊥θ
∥∥
L∞ dt <∞

Table 2.1: Comparison between 3D Euler and 2D SQG. BKM stands for the Beale-Kato-
Majda criterion.



Chapter 3

General formulation of Surface
Quasi-Geostrophy (SQG)

3.1 Geostrophic and hydrostatic approximations

In order to describe the atmospheric dynamics, we shall use spherical coordinates. We will
denote by θ the latitude and by ϕ the longitude (blue axes in Figure 2.2). The position
vector in spherical coordinates (r, θ, ϕ) is given by

r⃗ = (r cos θ cosϕ, r cos θ sinϕ, r sin θ) (3.1)

Hence

∂r⃗

∂r
= (cos θ cosϕ, cos θ sinϕ, sin θ) ⇒

∣∣∣∣∂r⃗∂r
∣∣∣∣ = 1,

∂r⃗

∂θ
= (−r sin θ cosϕ,−r sin θ sinϕ, r cos θ) ⇒

∣∣∣∣∂r⃗∂θ
∣∣∣∣ = r,

∂r⃗

∂ϕ
= (−r cos θ sinϕ, r cos θ cosϕ, 0) ⇒

∣∣∣∣ ∂r⃗∂ϕ
∣∣∣∣ = r cos θ.

So the local orthogonal unit vectors in the directions of increasing r, θ, and ϕ are, respec-
tively,

er = (cos θ cosϕ, cos θ sinϕ, sin θ),

eθ = (− sin θ cosϕ,− sin θ sinϕ, cos θ),

eϕ = (− sinϕ, cosϕ, 0).

The velocity in spherical coordinates (r, θ, ϕ) is obtained by differentiating 3.1 with respect
to time, and it is straightforward to see that it can be expressed as

u =
dr⃗

dt
= ṙer + rθ̇eθ + rϕ̇ cos θeϕ.

Next, differentiating 3.1 with respect to time we obtain the acceleration:

a =
du

dt
= (r̈ − rθ̇2 − rϕ̇2 cos2 θ)er + (2ṙθ̇ + rθ̈ + rϕ̇2 sin θ cos θ)eθ

+ (2ṙϕ̇ cos θ − 2rθ̇ϕ̇ sin θ + rϕ̈ cos θ)eϕ.
(3.2)

33
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Note that we have used the notation r⃗ for the position vector, while we have opted not to
use this “arrow” notation for the velocity and acceleration. This has been done in order
to avoid confusion, since the variable r is used for the radial coordinate. Besides, the
letter u has been chosen for the velocity so as to be consistent with the notation used in
the previous chapter.

Let us now consider a non-inertial reference frame that spins with the Earth and such
that the x-axis points towards the east, the y-axis towards the north, and the z-axis points
outwards, as shown in Figure 2.2 (green axes). In this reference frame, the local unitary
vectors in each direction are 

Eastward: ex = eϕ.

Northward: ey = eθ.

Upward: ez = er.

Moreover, we will use the following notation for the components of the velocity:
ux = rϕ̇ cos θ,

uy = rθ̇,

uz = ṙ.

(3.3)

In this way, u = uxex + uyey + uzez, so it is clear that, concerning atmospheric and
oceanic dynamics, ux and uy represent the horizontal components of the velocity, whereas
uz represents the vertical velocity of the fluid.

Proposition 3.1. In terms of ux,uy, and uz introduced in (3.3) and assuming that r is
constant and equal to the Earth’s radius, that is, r = R, the acceleration is given by

a =

(
Dux
Dt

+
uxuz
R

− uxuy tan θ

R

)
ex +

(
Duy
Dt

+
uyuz
R

+
u2x tan θ

R

)
ey

+

(
Duz
Dt

−
u2y
R

− u2x
R

)
ez

(3.4)

Proof. To start with,

Dux
Dt

+
uxuz
R

− uxuy tan θ

R
= ṙϕ̇ cos θ+Rϕ̈ cos θ−Rϕ̇θ̇ sin θ+

Rϕ̇ cos θṙ

R
− R2θ̇ϕ̇ cos θ tan θ

R

= 2ṙϕ̇ cos θ − 2Rθ̇ϕ̇ sin θ +Rϕ̈ cos θ.

In addition,

Duy
Dt

+
uyuz
R

+
u2x tan θ

R
= ṙθ̇+Rθ̈+

Rṙθ̇

R
+
R2ϕ̇2cos θ2 tan θ

R
= 2ṙθ̇+Rθ̈+Rϕ̇2 sin θ cos θ.

Furthermore,

Duz
Dt

−
u2y
R

− u2x
R

= r̈ − R2θ̇2

R
− R2ϕ̇2cos θ2

R
= r̈ −Rθ̇2 −Rϕ̇2 cos2 θ.
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From now on we will assume r=R for the sake of simplicity, which is a very good approx-
imation for the regions of the atmosphere with which meteorologists work. Moreover, in
the case of the atmosphere, the viscosity of the air can be neglected when working at a
height above 2 km. For further reading on these approximations see [30]. In light of these
considerations and assuming our fluid to be non-viscous, Newton’s second law reads

a = −∇p
ρ

− gez − 2Ω× u, (3.5)

where −∇p/ρ is the acceleration resulting from the pressure-gradient force, −gez is the
standard acceleration due to gravity, and−2Ω × u is the Coriolis acceleration term (see
page 34 in [30]).

On the one hand, we can express the gradient in spherical coordinates, thus for the
pressure-gradient term we have

−∇p
ρ

= −1

ρ

∂p

∂r
er −

1

Rρ

∂p

∂θ
eθ −

1

Rρ cos θ

∂p

∂ϕ
eϕ

= − 1

Rρ cos θ

∂p

∂ϕ
ex −

1

Rρ

∂p

∂θ
ey −

1

ρ

∂p

∂r
ez.

(3.6)

On the other hand, the Coriolis term gives

−2Ω× u = −2

∣∣∣∣∣∣
ex ey ez
0 Ω cos θ Ω sin θ
ux uy uz

∣∣∣∣∣∣
= −2(Ωuz cos θ − Ωuy sin θ)ex − 2Ωux sin θey + 2Ωux cos θez.

(3.7)

Eventually, by substituting (3.6) and (3.7) into equation (3.5) and equating this to (3.4),
we obtain the following identities for each component:

Dux
Dt

+
uxuz
R

− uxuy tan θ

R
= − 1

Rρ cos θ

∂p

∂ϕ
+ 2Ωuy sin θ − 2Ωuz cos θ, (3.8a)

Duy
Dt

+
uyuz
R

+
u2x tan θ

R
= − 1

Rρ

∂p

∂θ
− 2Ωux sin θ, (3.8b)

Duz
Dt

−
u2y + u2x
R

= −1

ρ

∂p

∂r
− g + 2Ωux cos θ. (3.8c)

It is conventional to define x and y as eastward and northward distances, respectively,
such that Dx = R cos θDϕ and Dy = RDθ. Since the spherical coordinate r is the
distance from the centre of the Earth, it is related to the height z by r = R + z. Thus,
the horizontal velocity components are ux = Dx/Dt and uy = Dy/Dt, whereas for the
vertical component, we have uz = Dz/Dt, and it holds that

∂p

∂θ
=
∂p

∂y

∂y

∂θ
= R

∂p

∂y
, (3.9a)

∂p

∂ϕ
=
∂p

∂x

∂x

∂ϕ
= R cos θ

∂p

∂x
, (3.9b)

∂p

∂r
=
∂p

∂z
. (3.9c)
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In conclusion, using (3.9a), (3.9b), and (3.9c), the derived equations (3.8a), (3.8b), and
(3.8c) can be rewritten as

Dux
Dt

+
uxuz
R

− uxuy tan θ

R
= −1

ρ

∂p

∂x
+ 2Ωuy sin θ − 2Ωuz cos θ, (3.10a)

Duy
Dt

+
uyuz
R

+
u2x tan θ

R
= −1

ρ

∂p

∂y
− 2Ωux sin θ, (3.10b)

Duz
Dt

−
u2x + u2y
R

= −1

ρ

∂p

∂z
− g + 2Ωux cos θ. (3.10c)

This set of equations (3.10a)-(3.10c), which are, respectively, the eastward, northward,
and vertical component momentum equations, governs the dynamics of the atmospheric
flow. In the following, we shall perform a scale analysis of (3.10a)-(3.10c), which will
simplify these equations by neglecting the terms with the lowest order of magnitude.

In meteorology, a synoptic scale is commonly used, which refers to a horizontal length
scale of the order of 106m or more. As far as we consider large spatial scales (L ∼ 106m
horizontally and H ∼ 104m vertically), the horizontal velocities ux and uy are typically of
the order of U = 10m s−1, while the vertical velocity uz is about W = 10−2ms−1. Hence,

the typical time scale is ∆t =
L

U
= 105 s. Furthermore, the following physical properties

are well-known:

• Earth radius: R = 6.378 · 106m ∼ 107m.

• Frequency of rotation of the Earth: Ω = 7.272 · 10−5 s−1 ∼ 10−4 s−1.

• Gravitational acceleration: g = 9.81m s−2 ∼ 10m s−2.

• Density of air in the atmosphere: ρ ∼ 1 kgm−3.

In addition to the magnitudes above, we need to consider:

• Horizontal pressure fluctuation scale: δp/ρ ∼ 103m2 s−2.

• Coriolis term: f0 = 2Ω sin θ0 ∼ Ω ∼ 10−4 s−1.

Horizontal pressure fluctuation is normalised by the density for the scale estimate to be
valid at all heights in the troposphere, despite the fact that both δp and ρ decrease expo-
nentially with height. Furthermore, in the Coriolis term estimation, we have considered
a centred latitude θ0 = 45o. For further knowledge on the characteristic scales mentioned
above, I suggest seeing pages 38 and 39 in [30]. At this point, we are finally ready to
carry out the scale analysis of (3.10a)-(3.10c). For instance, let us first determine the
approximate order of magnitude of the individual terms in equation (3.10a):

Dux
Dt

=
∂ux
∂t

+ ux · ∇ux ∼ U2

L
∼ 10−4ms−2.

uxuz
R

∼ UW

R
∼ 10−8ms−2.
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uxuy tan θ0
R

∼ U2

R
∼ 10−5ms−2.

1

ρ

∂p

∂x
∼ δp

ρL
∼ 10−3ms−2.

2f0uy sin θ0 ∼ ΩU ∼ 10−3ms−2.

2f0uz cos θ0 ∼ ΩW ∼ 10−6ms−2.

Hence, the terms with the highest order of magnitude in equation (3.10a) are
1

ρ

∂p

∂x
and 2Ωuy sin θ. According to our scale analysis, the other terms are negligibly small and
therefore can be neglected. The same reasoning can be performed in equation (3.10b),
coming to the conclusion that the pressure-gradient force term and the Coriolis force term
are the most relevant ones. Table 3.1 contains the most relevant data with regard to what
has just been said.

x-Equation
Dux
Dt

uxuz
R

−uxuy tan θ
R

−1

ρ

∂p

∂x
2Ωuy sin θ −2Ωuz cos θ

y-Equation
Duy
Dt

uyuz
R

u2x tan θ

R

−1

ρ

∂p

∂y
−2Ωux sin θ

Scales U2/L UW/R U2/R δp/ρL f0U f0W

Order (m s−2) 10−4 10−8 10−5 10−3 10−3 10−6

Table 3.1: Scale analysis of the horizontal momentum equations (3.10a),(3.10b).

This is indeed the core of the geostrophic approximation, which neglects every term in
equations (3.10a) and (3.10b) but the Coriolis term due to the horizontal velocities and
the pressure-gradient one. This approximation is generally true in the deep ocean over
large spatial and long temporal scales (L > 100 km,∆t > 2 days). Thus, the geostrophic
approximation reads

−1

ρ

∂p

∂x
+ 2Ωuy sin θ = 0,

−1

ρ

∂p

∂y
− 2Ωux sin θ = 0,

or equivalently 
1

ρ

∂p

∂x
= fuy,

1

ρ

∂p

∂y
= −fux.

(3.11)

Alternatively, if we carry out the previous scale analysis in equation (3.10c), we find out
that the terms with the highest order of magnitude are the gravitational and pressure-
gradient force ones. However, in this case, we need to take into account that pressure
decreases by about an order of magnitude from the ground to the tropopause, so the
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vertical pressure gradient may be scaled by P0/H, where P0 ∼ 105 Pa is the surface
pressure. Neglecting the other terms and only considering the ones mentioned above, we
get the hydrostatic approximation:

∂p

∂z
= −ρg (3.12)

This approximation is valid when vertical accelerations are small in comparison to the
gravitational one. Again, table 3.2 contains the results of the scale analysis of equation
(3.10c).

z-Equation
Duz
Dt

−
u2x + u2yw

R

−1

ρ

∂p

∂z
−g 2Ωux cos θ

Scales UW/L U2/R P0/ρH g f0U

Order (m s−2) 10−7 10−5 10 10 10−3

Table 3.2: Scale analysis of the vertical momentum equation (3.10c).

Remark 3.1. On the one hand, equations (3.11) represent a steady-state balance between
the pressure gradient and Coriolis forces. On the other hand, (3.12) means that the
pressure at any point in the ocean/atmosphere is due to the weight of the water/air above
it.

3.2 Potential vorticity conservation

Definition 3.1 (Geostrophic wind). The geostrophic wind is the theoretical wind that
results from an exact balance between the Coriolis force and the pressure-gradient force.
The velocity components of the geostrophic wind are

ugx = − 1

ρf

∂p

∂y
,

ugy =
1

ρf

∂p

∂x
.

(3.13)

Remark 3.2. The geostrophic wind is a horizontal flow and its velocity in vectorial form
is given by

ug =
1

ρf
ez ×∇p. (3.14)

Definition 3.2 (Rossby number (Ro)). The Rossby number is a dimensionless number
defined as the ratio of inertial force to Coriolis force. Explicitly:

Ro =
U

Lf
, (3.15)

where U is the horizontal velocity scale, f is the Coriolis parameter, and L is the horizontal
length scale.
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Bearing in mind that

Dux
Dt

∼ U2

L
, fux ∼ fU,

we have
Dux/Dt

fux
∼ U2/L

fU
=

U

Lf
= Ro,

so it is clear that when Ro≪ 1, the Coriolis force plays a key role concerning the dynamics
of the fluid under study. In order for the geostrophic approximation to be acceptable, it
is necessary that the Rossby number be negligibly small.

Remark 3.3. Another dimensionless number widely used in geophysics is the Ekman
number (Ek), defined as the ratio of viscous forces to Coriolis forces and it can be expressed
as

Ek =
ν

2ΩL2 sin θ
,

where ν is the kinetic viscosity of the fluid. In our case, since we are considering non-
viscous fluids, then ν = 0 and Ek = 0. Nevertheless, one should notice that not only do
we need a small Rossby number for the geostrophic approximation to be valid, but we also
require the Ekman number to be small.

Going on with the mathematical computations, it is helpful to partition the pressure and
density into parts that represent the fields in the absence of motion and perturbations to
those fields due to the motion. In absence of motion, i.e. ux = uy = uz = 0, equations
(3.10a)-(3.10c) yield

∂ps
∂x

=
∂ps
∂x

= 0, (3.16)

∂ps
∂z

= −ρsg, (3.17)

where ps(z) is a standard pressure that corresponds to the horizontally averaged pressure
at each height, whereas ρs(z) is the corresponding standard density. According to equation
(3.17), both of them are in exact hydrostatic equilibrium. For further reading on this topic
see pages 41 and 42 in [30]. We may then write the total pressure and density fields as p = ps(z) + p′(x, y, z, t),

ρ = ρs(z) + ρ′(x, y, z, t),
(3.18)

where the fields p′ and ρ′ are the deviations from the standard values of pressure and
density, ps and ρs, respectively.

The Boussinesq approximation replaces the density by a constant mean value, ρs, ev-
erywhere except in the buoyancy term in the vertical momentum equation (3.10c). This
approximation stems from the fact that the standard density varies across the lowest kilo-
meter of the atmosphere by only about 10%, and the fluctuating component of density
deviates from the basic state (standard) by only a few percentage points. However, this
is not always the case, and density fluctuations cannot be neglected in order to represent
the buoyancy force. For further information see page 117 in [30].
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On the one hand, under the Boussinesq approximation, combining the geostrophic ap-
proximation (3.11) with (3.18), we have

∂p

∂x
=
∂p′

∂x
= ρsfuy,

∂p

∂y
=
∂p′

∂y
= −ρsfux.

(3.19)

On the other hand, the hydrostatic approximation (3.12) combined with (3.18) yields

∂p′

∂z
= −ρ′g. (3.20)

Therefore, under our approximations, the pressure perturbation field is in hydrostatic
equilibrium with the density perturbation field.

Proposition 3.2. If the Rossby number Ro is small, the density perturbation ρ′ is much
smaller than the static density ρs, that is ρ

′ ≪ ρs.

Proof. Let us first notice that (3.19) implies p′ ∼ ρsfUL. Similarly, from equation (3.20)

we have that ρ′ ∼ p′

gH
. Hence

ρ′ ∼ ρsfUL

gH
⇒ ρ′

ρs
∼ Ro

f 2L2

gH
.

By hypothesis, Ro ≪ 1. Besides, considering the typical scales in meteorology:
f 2L2

gH
∼

10−8 · 1012

10 · 104
∼ 0.1, and we conclude that ρ′ ≪ ρs.

Proposition 3.3. Under the assumptions that Ro≪ 1 and also that the horizontal spatial
scale is much lower than the Earth radius, that is, L ≪ R, then the function defined as

ψ =
p

ρsf
is a streamfunction.

Proof. Let us start by evaluating the partial derivative of p/f with respect to y:

∂

∂y

(
p

f

)
=

1

f

∂p

∂y
− p

f 2

∂f

∂y
. (3.21)

Bearing in mind that
∂f

∂y
=

1

R

∂f

∂θ
=

2Ω cos θ

R
= β, (3.22)

we can compare the two terms in (3.21):

p

f 2

∂f

∂y
1

f

∂p

∂y

=

1

f

∂f

∂y
1

p

∂p

∂y

∼ β/f

1/L
∼ L

R
cot θ. (3.23)
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Therefore, as long as the ratio L/R is negligibly small, the second term in equation
(3.21) can be safely neglected. This is actually equivalent to considering that the Coriolis
parameter is constant along any horizontal direction, i.e., f ≃ f0 = 2Ω sin θ0. In other
words, the condition L≪ R means that we are working over a fixed latitude θ0.

Moreover, since Ro≪ 1, we can use the geostrophic approximation (3.11). Thus, on the
one hand

∂ψ

∂y
=

1

f0ρs

∂p

∂y
= −ρsf0u

f0ρs
= −ux,

but on the other hand
∂ψ

∂x
=

1

f0ρs

∂p

∂x
=
ρsf0v

f0ρs
= uy.

In conclusion, (ux, uy) = ∇⊥ψ =

(
−∂ψ
∂y
,
∂ψ

∂x

)
and ψ is a streamfunction.

From this point onwards, we will assume that L ≪ R, and therefore we can consider a
constant Coriolisis parameter: f0 = 2Ω sin θ0.

Proposition 3.4. Under the geostrophic and hydrostatic approximations, buoyancy b is

related to the streamfunction ψ =
p

ρsf0
as

b = f0
∂ψ

∂z
. (3.24)

Proof. The derivative of the streamfunction ψ with respect to z yields

∂ψ

∂z
=

1

f0ρs

∂p

∂z
− p

f0ρ2s

∂ρs
∂z

.

Next, we will show that the second term in the previous equation is smaller than the first
one. To do so, we use the relation between the Brunt-Väisälä frequency and the derivative
of ρs with respect to z.

N2 = − g

ρs

∂ρs
∂z

⇒ ∂ρs
∂z

=
−ρsN2

g
.

Therefore
∂ψ

∂z
=

1

f0ρs

∂p

∂z
+

pN2

f0ρsg
.

The typical values of the Brunt-Väisälä frequency in the ocean and the atmosphere are
N ∼ 10−2 s−1 (see [31]). Hence

pN2

f0ρsg
∼ 105 · 10−4

10−4 · 10
= 104ms−1,

whereas
1

f0ρs

∂p

∂z
∼ 10

10−4
= 105ms−1.

In conclusion,
1

f0ρs

∂p

∂z
≫ pN2

f0ρsg
and the derivative of ψ with respect to z can be approx-

imated by
∂ψ

∂z
=

1

f0ρs

∂p

∂z
= − ρg

f0ρs
=

b

f0
⇒ b = f0

∂ψ

∂z
.
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Let us recall that the quasi-geostrophic potential vorticity was defined in (2.48) as

q = f +∇2ψ +
∂

∂z

(
f 2
0

N2

∂ψ

∂z

)
≃ f0 +∇2ψ +

∂

∂z

(
f 2
0

N2

∂ψ

∂z

)
. (3.25)

Definition 3.3 (Geopotential). We define the geopotential as the potential function
Φ(x, y, z, t) such that

∂Φ

∂z
= g. (3.26)

Note that the hydrostatic relation (3.12) establishes a relationship between pressure and
height in each vertical column of the atmosphere. Thus, it is possible to use pressure
p as the independent vertical coordinate, instead of height z, which would be the de-
pendent one. These considerations lead to describing the thermodynamic state of the
atmosphere through the fields Φ(x, y, p, t) and T (x, y, p, t). For example, assuming an
ideal gas behaviour, i.e. p = ρRdT , we have

g =
∂Φ

∂z
=
∂Φ

∂p

∂p

∂z
= −ρg∂Φ

∂p
= − pg

RdT
⇒ ∂Φ

∂p
= −RdT

p
,

which is an equivalent formulation of the hydrostatic approximation (3.12) but in terms
of the geopotential and pressure.

Furthermore, as shown on pages 21 and 22 in [30], the following identities hold

1

ρ

(
∂p

∂x

)
z

=

(
∂Φ

∂x

)
p

, (3.27)

1

ρ

(
∂p

∂y

)
z

=

(
∂Φ

∂y

)
p

, (3.28)

where the subindexes p, z indicate that the derivatives are evaluated holding p and z
constant, respectively. Therefore, the isobaric system has a salient advantage: the density
no longer appears in the pressure gradient force. In light of equations (3.27) and (3.28),
the components of the geostrophic wind can be rewritten as

ugx = − 1

f

∂Φ

∂y
.

ugy =
1

f

∂Φ

∂x
.

(3.29)

In addition, because p is the independent vertical coordinate, the material derivative
expands as

D

Dt
=

∂

∂t
+
Dx

Dt

∂

∂x
+
Dy

Dt

∂

∂y
+
Dp

Dt

∂

∂p
=

∂

∂t
+ ux

∂

∂x
+ uy

∂

∂y
+ ω

∂

∂p

where ω = Dp/Dt is called the “omega” vertical motion and it plays the same role in the
isobaric coordinate system that uz = Dz/Dt plays in height coordinates. Nevertheless,
the horizontal velocity can be decomposed into geostrophic and ageostrophic components

ux = ugx + uax, uy = ugy + uay,
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and assuming that uax ≪ ugx, u
a
y ≪ ugy, then we can suppose that the main mechanism by

which advection occurs in middle latitudes is given by the geostrophic wind. Hence, the
material derivative is approximated by

D

Dt
=

∂

∂t
+ ux

∂

∂x
+ uy

∂

∂y
+ ω

∂

∂p
≃ ∂

∂t
+ ugx

∂

∂x
+ ugy

∂

∂y
.

In other words,
D

Dt
≃ ∂

∂t
+ ug · ∇,

where ∇ =

(
∂

∂x
,
∂

∂y

)
is the horizontal gradient operator, also known as gradient at

constant pressure. From now on, ∇ will be used to denote this operator. What is more,
since we are working under the assumption u ≃ ug, the z-component of the velocity will
be neglected.

Definition 3.4 (Geopotential tendency). The geopotential tendency χ of a flow is the
Eulerian derivative of the geopotential with respect to time:

χ =
∂Φ

∂t
.

Proposition 3.5. The geopotential tendency satisfies the following equation:

1

f0
∇2χ = −u · ∇

(
1

f0
∇2Φ + f

)
+ f0

∂ω

∂p
,

where the only unknowns are Φ and χ.

Proof. Let us start from the QG vorticity equation (see pages 151 and 152 in [30] for a
derivation):

Dζ

Dt
= f0

∂ω

∂p
− ∂f

∂y
uy = f0

∂ω

∂p
− βuy.

Assuming a geostrophic flow, one has

ζ =
∂uy
∂x

− ∂ux
∂y

=
1

f0

(
∂2Φ

∂x2
+
∂2Φ

∂y2

)
=

1

f0
∇2Φ.

Hence
D

Dt

(
1

f0
∇2Φ

)
= f0

∂ω

∂p
− ∂f

∂y
uy = f0

∂ω

∂p
− βuy

⇒ ∂

∂t

(
1

f0
∇2Φ

)
+ u · ∇

(
1

f0
∇2Φ

)
= f0

∂ω

∂p
− βuy,

which is equivalent to

1

f0
∇2χ = −u · ∇

(
1

f0
∇2Φ + f

)
+ f0

∂ω

∂p
.
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Proposition 3.6 (QG geopotential tendency equation in its adiabatic form). In the
absence of forcing and dissipation, the following equation holds:[

∇2 +
∂

∂p

(
f 2
0

σ

∂

∂p

)]
χ = −f0u · ∇

(
1

f0
∇2Φ + f

)
− ∂

∂p

[
−f

2
0

σ
u · ∇

(
−∂Φ
∂p

)]
,

where the only unknown is the geopotential Φ.

Proof. According to (3.29), the geostrophic wind in terms of the geopotential Φ is given
by

u ≃ ug =
1

f
k ×∇Φ ≃ 1

f0
k ×∇Φ. (3.30)

Substituting (3.30) in the equation given by Proposition 3.5, we obtain

1

f0
∇2χ = −

(
1

f0
k ×∇Φ

)
· ∇
(

1

f0
∇2Φ + f

)
+ f0

∂ω

∂p
. (3.31)

Our goal now is to get rid of the term f0
∂ω

∂p
in the previous equation (3.31). In order to

do so, we shall need the QG thermodynamic equation (see [32] for its derivation):(
∂

∂t
+ u · ∇

)(
−∂Φ
∂p

)
− σω =

κJ

p
(3.32)

, where σ = −1

ρ

∂ ln θ

∂p
is the static stability parameter, κ = Rd/cp and J is the rate of

heating per unit mass due to radiation, conduction, and latent heat release.

Flipping derivatives in (3.32) yields

− ∂

∂p

(
∂Φ

∂t

)
−u ·∇

(
∂Φ

∂p

)
−σω− κJ

p
= 0 ⇒ −∂χ

∂p
−u ·∇

(
∂Φ

∂p

)
−σω− κJ

p
= 0. (3.33)

The salient idea of the proof is to differentiate equation (3.33) with respect to the pressure

and multiply by
f0
σ
. Hence

f0
σ

∂

∂p

[
− ∂

∂p

(
∂Φ

∂t

)
− u · ∇

(
∂Φ

∂p

)
− σω − κJ

p

]
= 0. (3.34)

Furthermore, assuming that σ is constant with respect to p, equation (3.34) can be rewrit-
ten as

∂

∂p

(
f0
σ

∂χ

∂p

)
= − ∂

∂p

[
f0
σ
u · ∇

(
∂Φ

∂p

)]
− f0

∂ω

∂p
− f0

∂

∂p

(
κJ

σp

)
. (3.35)

Notice that if we add equations (3.31) and (3.35), the term f0
∂ω

∂p
will disappear and,

multiplying by f0 as well, we obtain the identity[
∇2 +

∂

∂p

(
f 2
0

σ

∂

∂p

)]
χ =− f0u · ∇

(
1

f0
∇2Φ + f

)
− ∂

∂p

[
−f

2
0

σ
u · ∇

(
−∂Φ
∂p

)]
− f 2

0

∂

∂p

(
κJ

σp

)
.

(3.36)

Equation (3.36) is called the QG geopotential tendency equation. Eventually, under the
assumption of an adiabatic flow, it holds that J = 0 and we finally obtain the so-called QG
geopotential tendency equation in the adiabatic form. Thus, the proposition is proved.
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Proposition 3.7. Quasi-geostrophic potential vorticity q can be expressed in terms of the
geopotential Φ as

q = f0 +
1

f0
∇2Φ +

∂

∂p

(
f0
σ

∂Φ

∂p

)
.

Proof. First of all, combining 3.29 and 2.44, we have

ζ =
∂uy
∂x

− ∂ux
∂y

=
1

f0

(
∂2Φ

∂x2
+
∂2Φ

∂y2

)
=

1

f0
∇2Φ,

and by equation 2.45 we obtain

∇2ψ =
1

f0
∇2Φ. (3.37)

Secondly, notice that it is possible to define a geostrophic streamfunction as

ψ =
Φ

f0
, (3.38)

since the following identities hold

∂ψ

∂x
=

1

f0

∂Φ

∂x
= uy,

∂ψ

∂y
=

1

f0

∂Φ

∂y
= −ux.

Hence
∂Φ

∂p
= f0

∂ψ

∂p
= f0

∂ψ

∂z

∂z

∂p
= − f0

ρg

∂ψ

∂z
,

and as a consequence

∂

∂p

(
f0
σ

∂Φ

∂p

)
=

∂

∂p

(
−f

2
0

σ

1

ρg

∂Φ

∂z

)
=

1

ρg

∂

∂z

(
f 2
0

σρg

∂ψ

∂z

)
. (3.39)

Next, we aim to establish a relationship between the static stability parameter σ and the
Brunt-Väisälä frequency N2. By definition, one has

σ = −RT0
p

∂lnθ0
∂p

=
RT0
pρg

∂lnθ0
∂z

=
1

gρ2
∂lnθ0
∂z

=
N2

ρ2g2
⇔ N2 = ρ2g2σ.

Therefore, assuming that N2 varies slightly along the vertical direction, equation 3.39
reads

∂

∂p

(
f0
σ

∂Φ

∂p

)
=

∂

∂z

(
f 2
0

N2

∂ψ

∂z

)
. (3.40)

Eventually, using equations 3.37 and 3.40 we obtain

q = f0 +∇2ψ +
∂

∂z

(
f 2
0

N2

∂ψ

∂z

)
= f0 +

1

f0
∇2Φ +

∂

∂p

(
f0
σ

∂Φ

∂p

)
.

Theorem 3.1. In the absence of forcing and dissipation, the quasi-geostrophic potential
vorticity q is conserved along the geostrophic flow, that is,

∂q

∂t
+ u · ∇q = 0,

where ∇ is the horizontal gradient.
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Proof. To show the statement, we start from the QG geopotential tendency equation in
the adiabatic form, given by Proposition 3.6:[

∇2 +
∂

∂p

(
f 2
0

σ

∂

∂p

)]
χ = −f0u · ∇

(
1

f0
∇2Φ + f

)
− ∂

∂p

[
−f

2
0

σ
u · ∇

(
−∂Φ
∂p

)]
.

By the product rule, the last term on the right-hand side expands as

− ∂

∂p

[
−f

2
0

σ
u · ∇

(
−∂Φ
∂p

)]
=
f 2
0

σ

∂u

∂p
· ∇
(
−∂Φ
∂p

)
− u · ∇ ∂

∂p

(
f 2
0

σ

∂Φ

∂p

)
, (3.41)

and since we are assuming a geostrophic flow, we also have

f0
∂u

∂p
= k ×∇

(
∂Φ

∂p

)
⇒ ∂u

∂p
⊥∇

(
∂Φ

∂p

)
.

Thus, the first term on the right-hand side in equation (3.41) vanishes, that is,

− ∂

∂p

[
−f

2
0

σ
u · ∇

(
−∂Φ
∂p

)]
= −u · ∇ ∂

∂p

(
f 2
0

σ

∂Φ

∂p

)
. (3.42)

Next, we substitute (3.42) in the QG geopotential tendency equation (adiabatic) and
simplify: [

∇2 +
∂

∂p

(
f 2
0

σ

∂

∂p

)]
χ = −f0u · ∇

(
1

f0
∇2Φ + f

)
− u · ∇ ∂

∂p

(
f 2
0

σ

∂Φ

∂p

)
= −f0u · ∇

(
1

f0
∇2Φ + f +

∂

∂p

(
f0
σ

∂Φ

∂p

))
.

Hence

∂

∂t

[
1

f0
∇2Φ +

∂

∂p

(
f 2
0

σ

∂Φ

∂p

)]
+ u · ∇

(
1

f0
∇2Φ + f +

∂

∂p

(
f0
σ

∂Φ

∂p

))
= 0. (3.43)

But
∂f

∂t
= 0, so equation (3.43) is equivalent to

∂

∂t

[
1

f0
∇2Φ + f +

∂

∂p

(
f 2
0

σ

∂Φ

∂p

)]
+ u · ∇

(
1

f0
∇2Φ + f +

∂

∂p

(
f0
σ

∂Φ

∂p

))
= 0.

In other words
Dq

Dt
=
∂q

∂t
+ u · ∇q = 0.

3.3 Formulation of the SQG model

Since we are only interested in studying the QGPV (quasi-geostrophic potential vorticity)
anomalies and the Coriolis term f0 is constant, we can omit this term in the expression
of the potential vorticity (3.25). The cornerstone of the Quasi-Geostrophic (QG) theory
is the conservation of the QGPV along the geostrophic flow trajectories. However, as we
will see later, in addition to QGPV conservation, it is necessary to introduce the concept
of surface buoyancy.
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Definition 3.5 (Surface buoyancy). Surface buoyancy is defined as:

bs = b(x, y, z = 0) = f0
∂ψ

∂z

∣∣∣∣
z=0

. (3.44)

Taking into consideration what has been mentioned above, we will write the quasi-
geostrophic potential vorticity as

q =
∂2ψ

∂x2
+
∂2ψ

∂y2
+

∂

∂z

(
f 2
0

N2

∂ψ

∂z

)
. (3.45)

According to (3.45), it would be possible to determine the streamfunction field ψ if the
three-dimensional distribution of PV were known at a given time. As long as N2 > 0,
(3.45) is an elliptic equation and hence, boundary conditions are to be defined in order
to solve this equation. Let us set aside the lateral conditions for now and focus on the
vertical ones. For instance, in the case of the atmosphere, we can think of a semi-infinite
vertical domain, so the vertical boundary condition is to be imposed at the surface z = 0.
Nevertheless, equation (3.44) already gives us the boundary condition at z = 0 that we
are seeking.

Cutting a long story short, both QGPV in the fluid interior and surface buoyancy are
needed in order to determine the three-dimensional streamfunction field:

∂2ψ

∂x2
+
∂2ψ

∂y2
+

∂

∂z

(
f 2
0

N2

∂ψ

∂z

)
= q,

∂ψ

∂z

∣∣∣∣
z=0

=
bs
f0
.

(3.46)

This reasoning mentioned above is known as the principle of potential vorticity inversion.
We should bear in mind that knowing the streamfunction field ψ is important on the
grounds of the fact that it allows us to know other quantities such as velocity, buoyancy,
pressure fields, etc. It stands to reason that different values of the surface buoyancy bs
will yield different solutions of (3.46).

Let us distinguish two cases now:

1. Interior-induced dynamics:

This case stems from removing the surface buoyancy (bs = 0) and allowing for QGPV
anomalies in the fluid interior (q ̸= 0). Hence, the interior QGPV is conserved along
the geostrophic flow and we have the following equations:

(QG)



q =
∂2ψ

∂x2
+
∂2ψ

∂y2
+

∂

∂z

(
f 2
0

N2

∂ψ

∂z

)
,

f0
∂ψ

∂z

∣∣∣∣
z=0

= 0,

∂q

∂t
+ u · ∇q = 0.

(3.47)

The set of equations (3.47) is the classical model of the quasi-geostrophic theory
(QG) and its solution is represented by the interior streamfunction ψint.
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2. Surface-induced dynamics:

On the contrary, this situation assumes no interior QGPV anomalies (q = 0). Be-
sides, conservation of the surface buoyancy along the surface geostrophic flow is
assumed. Hence

(SQG)



q =
∂2ψ

∂x2
+
∂2ψ

∂y2
+

∂

∂z

(
f 2
0

N2

∂ψ

∂z

)
= 0,

bs = f0
∂ψ

∂z

∣∣∣∣
z=0

,

∂bs
∂t

+ us · ∇bs = 0,

(3.48)

where us = u(x, y, z = 0). This set of equations (3.48) comes from the surface
quasi-geostrophic theory and its solution, the SQG flow, is represented by ψsqg.

As a matter of fact, due to the linearity of (3.46), its general solution ψ will account for
both, the QG and SQG contributions: ψ = ψint+ψsqg (see [33]). In the following, we will
study the SQG system (3.48), which is the core of this project.

Let us now define a non-dimensional variable θ =
bs
f0
. Thus

bs = f0
∂ψ

∂z

∣∣∣∣
z=0

⇒ θ =
∂ψ

∂z

∣∣∣∣
z=0

and
∂bs
∂t

+ us · ∇bs = 0 ⇒ ∂θ

∂t
+ us · ∇θ = 0.

Note that θ only depends on the spatial coordinates x,y but not on z since the surface
buoyancy bs does not depend on z. Therefore: θ = θ(x, y, t),∀(x, y, t) ∈ R2 × R+.

Moreover, let us also assume that the Brunt-Väisälä frequency N2 is constant, so that
the vertical coordinate z can be replaced by zN/f0, which will be used as the new vertical
coordinate. Under these assumptions, it is straightforward to see that

q =
∂2ψ

∂x2
+
∂2ψ

∂y2
+
∂2ψ

∂z2
= ∇2ψ.

Hence, the non-dimensional form of the surface quasi-geostrophic equations (SQG) reads

∇2ψ = 0, z > 0, (3.49a)

θ =
∂ψ

∂z

∣∣∣∣
z=0

, (3.49b)

lim
z→+∞

∂ψ

∂z
= 0, (3.49c)

us =

(
− ∂ψ

∂y

∣∣∣∣
z=0

,
∂ψ

∂x

∣∣∣∣
z=0

)
, (3.49d)

∂θ

∂t
+ us · ∇θ = 0. (3.49e)
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Remark 3.4. Note that the set of equations (3.49a)-(3.49e) corresponds to the atmo-
spheric case, since we are considering a semi-infinite domain z > 0 in the vertical direc-
tion. In fact, equation (3.49c) is a boundary condition which means that when the height
z is big enough, then nothing happens.

Remark 3.5. In order to tackle the oceanic case, it would be enough to consider a finite
domain in the vertical direction and replace the boundary condition (3.49c) by

∂ψ

∂z

∣∣∣∣
z=−H

= 0, (3.50)

where H would be the depth of the bottom of the ocean.

Let us consider now equations (3.49a) and (3.49b):
∇2ψ = 0, z > 0,

∂ψ

∂z

∣∣∣∣
z=0

= θ.

In the following, we will assume ψ to be 2π-periodic so that it belongs to L1(Tn) and we
can compute its Fourier transform. In fact, in the horizontal Fourier domain equation
(3.49a) reads

−|m|2ψ̂(m, z) + ∂2ψ̂

∂z2
(m, z) = 0, z > 0. (3.51)

Equation (3.51) is a second-order differential equation in the variable z, whose solution is
given by

ψ̂(m, z) = A(m)e|m|z +B(m)e−|m|z, z > 0, (3.52)

and differentiating with respect to z yields

∂ψ̂

∂z
(m, z) = |m|A(m)e|m|z − |m|B(m)e−|m|z.

So as to determine the coefficients A(m) and B(m) in (3.52), we shall impose the boundary
conditions (3.49b),(3.49c) on the solution (3.52). In the horizontal Fourier domain, (3.49b)
and (3.49c) read, respectively,

θ̂(m) =
∂̂ψ

∂z
(m, z)

∣∣∣∣∣
z=0

=
∂ψ̂

∂z
(m, z)

∣∣∣∣∣
z=0

, (3.53)

lim
z→+∞

∂̂ψ

∂z
(m, z) = lim

z→+∞

∂ψ̂

∂z
(m, z) = 0. (3.54)

Proposition 3.8. From equations (3.49a)-(3.49c), the following identity is obtained in
the horizontal Fourier domain:

ψ̂(m, z) = − θ̂(m)

|m|
e−|m|z, z > 0, (3.55)

where ψ̂(m, z) is the two-dimensional Fourier transform of ψ at the altitude z and θ̂(m)
is the Fourier transform of θ.
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Proof. On the hand one, the boundary condition (3.53) gives

θ̂(m) = |m|A(m)− |m|B(m). (3.56)

On the other hand, the boundary condition (3.54) gives

lim
z→+∞

(
|m|A(m)e|m|z − |m|B(m)e−|m|z) = lim

z→+∞

(
|m|A(m)e|m|z) = 0.

Thus, it necessarily holds that
A(m) = 0. (3.57)

Combining (3.56) and (3.57) we get

θ̂(m) = |m|B(m). (3.58)

Eventually, we substitute A(m) and B(m) obtained from equations (3.57) and (3.58) in
equation (3.52), obtaining

ψ̂(m, z) = − θ̂(m)

|m|
e|m|z, z > 0.

Note that taking z = 0 in equation (3.55) gives the following expression relating buoy-
ancy to the streamfunction:

θ̂ = −|m|ψ̂s. (3.59)

Moreover, let us comment on the fact that the identity (3.59) is equivalent to the condition
θ = −(−∇2)1/2ψs, by definition of the operator (−∇2)1/2. In conclusion, the 2D SQG
model can be expressed as follows:

∂θ

∂t
+ us · ∇θ = 0, (x, y, t) ∈ R2 × R+,

us = ∇⊥ψs, θ = −(−∇2)1/2ψs,

 (SQG) (3.60)

which is indeed the same formulation as (2.49). The only difference would be the fact that
in (2.49) the subindex ”s” for the velocity have been omitted for the sake of simplicity.
Nonetheless, although we shall use this simplified notation later, one ought to bear in
mind that u and ψ stand for the velocity and the streamfunction at the surface.

Furthermore, we can rewrite the conditions u = ∇⊥ψ and θ = −(−∇2)1/2ψ in (2.49) in
terms of the Riesz transform. The reasoning is the following:

u = ∇⊥ψ ⇒ û(m) = im⊥ψ̂(m) = −im
⊥

|m|
θ̂(m), (3.61)

where m⊥ is the perpendicular vector of m, that is, if m = (m1,m2), then m⊥ =
(−m2,m1). In light of definition 1.17, we conclude that (3.61) is equivalent to u = R⊥θ.
Thus, 2D SQG can be equivalently stated as

∂θ

∂t
+ us · ∇θ = 0, (x, y, t) ∈ R2 × R+,

us = R⊥θ.

 (SQG) (3.62)

This formulation is widely used in the scientific literature, take, for instance, [11].



Chapter 4

Existence of Global Weak Solutions

4.1 Weak solutions

Let us consider the 2D SQG system on the torus:{
∂tθ + u · ∇θ = 0, (x, t) ∈ T2 × R+,

u = R⊥θ.
(4.1)

with θ = θ(x, t) a non-dimensional scalar field, u = u(x, t) the fluid velocity and ψ =
ψ(x, t) the corresponding streamfunction. For the sake of simplicity, we have introduced
the notation ∂t for the partial derivative with respect to time. Besides, in contrast with
the previous chapters, we will use the variable x ∈ T2 for the spatial coordinates, on the
grounds of the fact that it simplifies the notation a lot. Nonetheless, the reader should
always bear in mind that x will denote a two-dimensional variable.

Let φ ∈ C∞(T2 × [0, T ]) be a test function such that φ is 2π-periodic in space and
φ(x, T ) = 0 ∀x ∈ T2. If a function θ satisfies (4.1), then we can multiply by φ and
integrate over T2 × [0, T ] obtaining∫ T

0

∫
T2

(∂tθ + u · ∇θ)φdxdt = 0. (4.2)

On the one hand, integration by parts in time yields∫ T

0

∫
T2

∂tθφdxdt = −
∫ T

0

∫
T2

θ∂tφdxdt+

∫
T2

[φ(x, T )θ(x, T )− φ(x, 0)θ(x, 0)]dx

= −
∫ T

0

∫
T2

θ∂tφdxdt−
∫
T2

φ(x, 0)θ(x, 0)dx.

(4.3)

On the other hand, integrating by parts in space and taking into account periodicity gives∫
T2

(u · ∇θ)φdx = −
∫
T2

θφ∇ · udx−
∫
T2

θu · ∇φdx.

However, since u = ∇⊥ψ ⇒ ∇ · u = 0, so∫
T2

(u · ∇θ)φdx = −
∫
T2

θu · ∇φdx.

51
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Therefore ∫ T

0

∫
T2

(u · ∇θ)φdxdt = −
∫ T

0

∫
T2

(u · ∇φ)θdxdt. (4.4)

Eventually, we replace (4.3) and (4.4) in equation (4.2) and we obtain∫ T

0

∫
T2

θ(x, t)(∂tφ(x, t) + u(x, t) · ∇φ(x, t))dxdt+
∫
T2

φ(x, 0)θ(x, 0)dx = 0. (4.5)

In light of the previous equation (4.5), the definition of weak solution arises.

Definition 4.1 (Weak solution). Let θ0 ∈ L2(T2). A function θ ∈ L∞([0, T ];L2(T2)) is
a weak solution of equation (4.1) if for every test function φ ∈ C∞(T2 × [0, T ]) such that
φ(x, T ) = 0 ∀x ∈ T2 it holds that∫ T

0

∫
T2

θ(x, t)(∂tφ(x, t) + u(x, t) · ∇φ(x, t))dxdt+
∫
T2

φ(x, 0)θ0(x)dx = 0, (4.6)

where u = R⊥θ, for almost every t ∈ [0, T ].

4.2 Global existence theorem

It is possible to prove the existence of weak solutions for problem (4.1) using integration
by parts and a commutator estimate. In addition, we shall also prove the conservation of
the Hamiltonian and the upper bound for the kinetic energy.

First of all, let us recall some results of functional analysis that we shall need later on.

Theorem 4.1 (Arzelà-Ascoli). Let X be a compact metric space and let C(X) denote the
space of all continuous functions on X with values in C, endowed with the metric

dist(f, g) = max {|f(x)− g(x)| : x ∈ X} .

If a sequence {fn} ⊂ C(X) is bounded and equicontinuous then it has a uniformly con-
vergent subsequence.

We do not provide the proof of this theorem here, it can be found in [34] or [35].

Theorem 4.2. Let X be a separable normed space and {x′n} ⊂ X ′ a bounded sequence.
Then, there exists a subsequence of {x′n} that is weak* convergent.

For a proof, we refer to [36],[35].

Proposition 4.1. Let (X, ∥·∥) be a normed space and let {xn} ⊂ X be a sequence that

is weak* convergent, that is, there exists x ∈ X such that xn
∗
⇀ x. Then, the sequence is

bounded and
∥x∥X ≤ lim inf

n→∞
∥xn∥X .

The proof can be found in [35].
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Theorem 4.3. Let (X ∥·∥X) be a normed space and (X ′, ∥·∥X′) its dual. For any x ∈ X
we have

∥x∥X = sup {|f(x)| : f ∈ X ′, ∥f∥X′ ≤ 1} = max {|f(x)| : f ∈ X ′, ∥f∥X′ ≤ 1} .

Theorem 4.3 is a consequence of Hahn-Banach’s theorem; we refer to [8] or [37] to see
the proof.

Lemma 4.1 (Generalised Minkowski’s inequality for sums). The inequality(
∞∑
i=1

∣∣∣∣∣
∞∑
k=1

Qi,k

∣∣∣∣∣
p)1/p

≤
∞∑
k=1

(
∞∑
i=1

|Qi,k|p
)1/p

is valid for p > 1.

The proof of this lemma can be found in [38], for instance.

Definition 4.2. Let P be an operator and f, u sufficient regular functions. We define the
commutator [P, f ]u = P (fu)− f(Pu).

Let us recall that the operator Λ is defined via the Fourier transform as

Λ̂f(m) = ((−∇2)1/2f)∧(m) = |m|f̂(m),

for any f ∈ L1(T2).

Proposition 4.2. Let φ, ψ ∈ C∞(T2 × [0, T ]). Then we have the following commutator
estimate:

∥[Λ,∇φ]ψ∥L2 ≤ 2π ∥ψ∥L2

∑
l∈Z2

|l||∇̂φ(l)|.

Proof. By definition 4.2 and Plancherel’s identity 1.1 we have

∥[Λ,∇φ]ψ∥L2 = ∥Λ(∇φψ)−∇φ(Λψ)∥L2

= 2π

(∑
n∈Z2

|(Λ(∇φψ)−∇φ(Λψ))∧(n)|2
)1/2

.
(4.7)

Let us now compute the term within the sum in 4.7.

(Λ(∇φψ)−∇φ(Λψ))∧(n) = |n|∇̂φψ(n)− ∇̂φ∇ψ(n)

= |n|
∑
l∈Z2

∇̂φ(l)ψ̂(n− l)−
∑
l∈Z2

∇̂φ(l)Λ̂ψ(n− l)

= |n|
∑
l∈Z2

∇̂φ(l)ψ̂(n− l)−
∑
l∈Z2

∇̂φ(l)|n− l|ψ̂(n− l)

=
∑
l∈Z2

(|n| − |n− l|)∇̂φ(l)ψ̂(n− l).

(4.8)
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Moreover, |n| = |n− l+ l| ≤ |n− l|+ |l| ⇒ |n|− |n− l| ≤ |l|. Hence, substituting equality
4.8 in equation 4.7 yields

∥[Λ,∇φ]ψ∥L2 = 2π

∑
n∈Z2

∣∣∣∣∣∑
l∈Z2

(|n| − |n− l|)∇̂φ(l)ψ̂(n− l)

∣∣∣∣∣
2
1/2

≤ 2π

∑
n∈Z2

∣∣∣∣∣∑
l∈Z2

|l|
∣∣∣∇̂φ(l)∣∣∣ ∣∣∣ψ̂(n− l)

∣∣∣∣∣∣∣∣
2
1/2

,

(4.9)

and using Lemma 4.1 in 4.9 we obtain

∥[Λ,∇φ]ψ∥L2 ≤ 2π
∑
l∈Z2

(∑
n∈Z2

(
|l|
∣∣∣∇̂φ(l)∣∣∣ ∣∣∣ψ̂(n− l)

∣∣∣)2)1/2

= 2π
∑
l∈Z2

|l|
∣∣∣∇̂φ(l)∣∣∣(∑

n∈Z2

∣∣∣ψ̂(n− l)
∣∣∣2)1/2

.

(4.10)

Eventually, bearing in mind that∑
n∈Z2

∣∣∣ψ̂(n− l)
∣∣∣2 = ∑

n∈Z2

∣∣∣ψ̂(n)∣∣∣2 = ∥ψ∥L2 ,

we can rewrite 4.10 as

∥[Λ,∇φ]ψ∥L2 ≤ 2π
∑
l∈Z2

|l|
∣∣∣∇̂φ(l)∣∣∣ ∥ψ∥L2 .

Proposition 4.3 (Sobolev inequality). Let ϵ > 0 be an integer and let f ∈ H1+ϵ(T2).
Then

∥f∥L∞ ≤ Cϵ ∥f∥H1+ϵ ,

where Cϵ > 0 is a constant that depends on ϵ.

Proof. By Proposition 1.2

f(x) =
∑
m∈Z2

f̂(m)eim·x,

and we also have the following estimates:

|f(x)| =

∣∣∣∣∣∑
m∈Z2

f̂(m)eim·x

∣∣∣∣∣ ≤ ∑
m∈Z2

|f̂(m)||eim·x| =
∑
m∈Z2

(1 + |m|2)(1+ϵ)/2

(1 + |m|2)(1+ϵ)/2
|f̂(m)|

≤

(∑
m∈Z2

1

(1 + |m|2)1+ϵ

)1/2(∑
m∈Z2

(1 + |m|2)1+ϵ|f̂(m)|2
)1/2

.

Since the series ∑
m∈Z2

1

(1 + |m|2)1+ϵ
<∞,
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is convergent, then we can denote its root square by Cϵ and it holds that

|f(x)| ≤ Cϵ ∥f∥H1+ϵ ,∀x ∈ T2 ⇒ ∥f∥L∞ ≤ Cϵ ∥f∥H1+ϵ .

Proposition 4.4. Let ϵ > 0 be an integer and let f ∈ L2(T2). Then, there exists
0 < λ < 1 that depends on ϵ such that

∥f∥H−1 ≤ ∥f∥λH−(2+ϵ) ∥f∥1−λ
L2 .

Proof. Let us observe that

∥f∥2H−1 =
∑
m∈Z2

1

1 + |m|2
|f̂(m)|2 =

∑
m∈Z2

1

1 + |m|2
|f̂(m)|2λf̂(m)|2(1−λ). (4.11)

Next, we use Hölder’s inequality in (4.11) with p =
1

λ
and q =

1

1− λ
. Thus

∥f∥2H−1 ≤

(∑
m∈Z2

1

(1 + |m|2)1/λ
|f̂(m)|2

)λ(∑
m∈Z2

|f̂(m)|2
)1−λ

(4.12)

Eventually, we can take λ such that λ =
1

2 + ϵ
. In this way, it is clear that 0 < λ < 1 and

(4.12) reads

∥f∥2H−1 ≤ ∥f∥2λH−(2+ϵ) ∥f∥1−2λ
L2 .

That is to say,

∥f∥H−1 ≤ ∥f∥λH−(2+ϵ) ∥f∥1−λ
L2 .

Remark 4.1. Under the same assumptions, it can be shown in an analogous way that

∥f∥H−1/2 ≤ ∥f∥λH−(2+ϵ) ∥f∥1−λ
L2 .

In this case, we need to take λ =
2

2 + ϵ
, so it still holds that 0 < λ < 1.

For any f ∈ L1(T2), let us define the norm

∥f∥s =

(∑
m∈Z2

|m|2s|f̂(m)|2
)1/2

.

Proposition 4.5. Let θ be a solution of (4.1) and have zero average on the torus, that
is,

θ̂(0, t) =
1

(2π)2

∫
T2

θ(x, t)dx = 0.

Then, this condition is preserved in time, and the norms ∥θ∥Hs and ∥θ∥s are equivalent.
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Proof. First of all, let us show that θ̂(0, t) = θ̂(0, 0) for any t ∈ [0, T ].

∂tθ̂(0, t) =
1

(2π2)

∫
T2

∂tθ(x, t)dx = − 1

(2π2)

∫
T2

u · ∇θdx =
1

(2π2)

∫
T2

∇ · uθdx = 0,

where we have used integration by parts and the fact that ∇ · u = 0. Now, we are ready
to prove that the two norms are equivalent. On the one hand,

∥θ∥Hs =
∑
m∈Z2

(1 + |m|2)s|θ̂(m)|2 ≥
∑
m∈Z2

|m|2s|θ̂(m)|2 = ∥θ∥s .

On the other hand,

∥θ∥Hs =
∑

m∈Z2,m ̸=0

(1 + |m|2)s|θ̂(m)|2 ≤
∑

m∈Z2,m̸=0

(2|m|2)s|θ̂(m)|2

= 2s
∑

m∈Z2,m ̸=0

|m|2s|θ̂(m)|2 = 2s ∥θ∥s .

All in all,

∥θ∥s ≤ ∥θ∥Hs ≤ 2s ∥θ∥s ,

and the norms are equivalent.

In the following, we will assume that the scalar field θ has zero average on the torus and,
therefore, ∥θ∥Hs and ∥θ∥s are equivalent norms.

In addition, since u = R⊥θ, using Plancherel’s identity (1.11) it is straightforwrad to see
that

∥u∥2L2 = ∥θ∥2L2 .

Theorem 4.4. For each T > 0 and θ0 ∈ L2(T2) there exists a weak solution θ ∈
L∞([0, T ];L2(T2)) in the sense of definition 4.1 of the SQG equation (4.1). Moreover,
this solution preserves the Hamiltonian

−1

2

∫
T2

ψ(t)θ(t)dx = −1

2

∫
T2

ψ0θ0dx, (4.13)

and satisfies the kinetic energy inequality

1

2

∫
T2

|u(t)|2 dx ≤ 1

2

∫
T2

|u0|2 dx. (4.14)

Proof. Existence of global weak solution. To begin with, we shall prove the conver-
gence of the non-linear term using integration by parts. Let φ ∈ C∞(T2× [0, T ]) be
a test function such that φ(x, T ) = 0 ∀x ∈ T2. Since u = R⊥θ, then u = ∇⊥ψ and
θ = −Λψ. What is more,

ψ ∈ H1 ⇒ ∇⊥ψ ∈ L2 ⇒ Λ(∇⊥ψ) ∈ H−1,

φ ∈ C∞ ⇒ ∇φ ∈ C∞,
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so we have that∫
T2

θu · ∇φdx = −
∫
T2

Λψ∇⊥ψ · ∇φdx = −
〈
Λψ,∇⊥ψ · ∇φ

〉
L2,L2

=
〈
Λ(∇⊥ψ), ψ∇φ

〉
H−1,H1 +

〈
Λψ, ψ∇⊥ · ∇φ

〉
L2,L2

=
〈
Λ(∇⊥ψ), ψ∇φ

〉
H−1,H1 =

〈
∇⊥ψ,Λ(ψ∇φ)

〉
L2,L2

=

∫
T2

∇⊥ψ · Λ(ψ∇φ)dx.

(4.15)

According to definition 4.2, [Λ,∇φ]ψ = Λ(ψ∇φ)−∇φΛψ and it holds that∫
T2

u · [Λ,∇φ]ψdx =

∫
T2

u · Λ(ψ∇φ)dx−
∫
T2

Λψu · ∇φdx

=

∫
T2

∇⊥ψ · Λ(ψ∇φ)dx+
∫
T2

θu · ∇φdx

= 2

∫
T2

∇⊥ψ · Λ(ψ∇φ)dx.

Thus, equation (4.15) is equivalent to∫
T2

θu · ∇φdx =
1

2

∫
T2

u[Λ,∇φ]ψdx. (4.16)

Let us observe that for any test function φ ∈ C∞, we can apply Scharwz’s inequality
and Proposition 4.2 obtaining∫

T2

u[Λ,∇φ]ψdx ≤ ∥u∥L2 ∥[Λ,∇φ]ψ∥L2 ≤ 2π ∥u∥L2 ∥ψ∥L2

∑
l∈Z2

|l||∇̂φ(l)|,

and we also have that

∑
l∈Z2

|l||∇̂φ(l)| =
∑
l∈Z2

|l|2+ϵ

|l|1+ϵ
|∇̂φ(l)| ≤

(∑
l∈Z2

1

|l|2+2ϵ

)1/2(∑
l∈Z2

|l|4+2ϵ |∇̂φ(l)|2
)1/2

≤

(∑
l∈Z2

1

|l|2+2ϵ

)1/2(∑
l∈Z2

(1 + |l|2)2+ϵ|∇̂φ(l)|2
)1/2

= Cϵ ∥∇φ∥H2+ϵ ,

(4.17)

where Cϵ =

(∑
l∈Z2

1

|l|2+2ϵ

)1/2

<∞.

Therefore, using Proposition 4.2 together with (4.17) we obtain the following com-
mutator estimate:

∥[Λ,∇φ]ψ∥L2 ≤ Cϵ ∥∇φ∥H2+ϵ ∥ψ∥L2 ≤ Cϵ ∥φ∥H3+ϵ ∥ψ∥L2 , (4.18)

for any ϵ > 0. Notice that we have omitted the constant 2π in 4.18 since it does not
change anything and it would suffice to redefine the constant Cϵ.

The method to prove the existence of a weak solution of (4.1) that we use here is
based on Galerkin approximations. Let n be a positive integer. We consider the
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orthogonal projector Pn in H0 = L2 onto the span Sn of the Fourier modes eim·x

with 0 < |m| ≤ n, that is,

Pnf(x) =
∑
|m|≤n

f̂(x)eim·x,∀f ∈ L1(T2).

Our goal is to construct a weak solution using any appropriate sequence of approxi-
mations {θn}, called Galerkin truncations. For further reading on this topic see page
64 in [39]. For t = 0 we have that θ(x, 0) = θ0(x), hence we take θn(x, 0) = Pnθ0(x).
Whereas in the case t > 0 we have to solve θt(x, t) + u(x, t) · ∇θ(x, t) = 0 with
u(x, t) = R⊥θ(x, t), thus the Galerkin truncations are given by θ̇n(x, t)+Pn(un(x, t)·
∇θn(x, t)) = 0 with un(x, t) = R⊥θn(x, t). All in all, the n-th Galerkin truncation
is an ODE system in the finite-dimensional space Sn, defined by

θ̇n + Pn(un · ∇θn) = 0, t > 0,

un = R⊥θn, t ≥ 0,

θn = Pnθ0, t = 0.

(4.19)

Notice that since un = R⊥θn, Plancherel’s identity (1.11) yields ∥un∥2L2 = ∥θn∥2L2 .
To see that 4.19 is indeed an ODE system we write down the Fourier series of the
terms involved. For θn we have

θn(x, t) =
∑
|m|≤n

cm(t)e
im·x, (4.20)

and therefore cm(t) are the Fourier coefficients of θn. We omit the dependency with
n in order to simplify the notation. The series for the term θ̇n follows directly from
4.20:

θ̇n(x, t) =
∑
|m|≤n

˙cm(t)e
im·x. (4.21)

Next, we use Corollary 1.1 so as to compute the Fourier transform of un · ∇θn:
̂un · ∇θn(m) =

∑
k∈Z2

ûn(m− k) · ∇̂θn(k) =
∑
|k|≤n

ûn(m− k) · ∇̂θn(k). (4.22)

The Fourier coefficients ûn(m− k) and ∇̂θn(k) are easily computed:

ûn(m− k) = R̂⊥θn(m− k) = −i(m− k)⊥

|m− k|
θ̂n(m− k) = −i(m− k)⊥

|m− k|
cm−k(t), (4.23)

∇̂θn(k) = ikθ̂n(k) = ikck(t), (4.24)

and substituting (4.23) and (4.24) into (4.22) yields

̂un · ∇θn(m) =
∑
|k|≤n

(m− k)⊥

|m− k|
cm−k(t) · kck(t).

Therefore, the series for the term Pn(un · ∇θn) is

Pn(un · ∇θn) =
∑
|m|≤n

̂un · ∇θn(m)eim·x

=
∑
|m|≤n

∑
|k|≤n

(m− k)⊥

|m− k|
cm−k(t) · kck(t)

 eim·x.

(4.25)
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If we substitute equations (4.21) and (4.25) in equation θ̇n + Pn(un · ∇θn) = 0 of
(4.19), we obtain

∑
|m|≤n

ċm(t) + ∑
|k|≤n

(m− k)⊥

|m− k|
cm−k(t) · kck(t)

 eim·x = 0,

but eim·x is a complete orthogonal set, so

ċm(t) +
∑
|k|≤n

(m− k)⊥

|m− k|
cm−k(t) · kck(t) = 0,∀ |m| ≤ n (4.26)

The initial condition in (4.19) reads θn(x, 0) = Pnθ0(x), thus∑
|m|≤n

cm(0)e
im·x =

∑
|m|≤n

θ̂0(m)eim·x ⇒
∑
|m|≤n

(
cm(0)− θ̂0(m)

)
eim·x = 0

⇒ cm(0) = θ̂0(m),∀ |m| ≤ n. (4.27)

After these computations, we finally conclude that the ODE system that stems from
(4.19) is 

ċm(t) +
∑
|k|≤n

cm−k(t)ck(t)
(m− k)⊥

|m− k|
· k = 0, t > 0,

cm(0) = θ̂0(m),

(4.28)

for every m such that |m| ≤ n. It is easy to see that using Picard’s theorem the
local in time existence and uniqueness of solutions.

Using Parseval’s relation 1.2 it is straightforward to see that for any f, g ∈ L2(T2)
the following identities hold:∫

T2

PnfPngdx =

∫
T2

Pnfgdx =

∫
T2

fPngdx = (2π)2
∑
|m|≤n

f̂(m)ĝ(m). (4.29)

So it is clear that we can omit the orthogonal projector Pn when integrating as long
as there is a multiplying function that is projected. Moreover, since un = R⊥θn,
then ∇ · un = 0 and we have∫

T2

θnun · ∇θndx =−
∫
T2

θn∇ · unθndx−
∫
T2

∇θn · unθndx

⇒
∫
T2

θnun · ∇θndx = 0

(4.30)

In light of (4.29) and (4.30), it holds that∫
T2

θnPn(un · ∇θn)dx =

∫
T2

θnun · ∇θndx = 0. (4.31)

Furthermore ∫
T2

θnPn(un · ∇θn)dx = −
∫
T2

θnθ̇ndx = −1

2

∫
T2

d

dt
|θn|2dx. (4.32)
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Combining (4.31) and (4.32) gives

d

dt
∥θn(t)∥2L2 = 0,

so

(2π)2
∑
|m|≤n

|cm(t)|2 = ∥θn(t)∥2L2 = ∥θn(0)∥2L2 = ∥Pnθ0∥2L2 ≤ ∥θ0∥2L2 . (4.33)

According to inequality (4.33), the trajectory of the system lies in a ball in Sn. Since
Sn is a compact space, we have that the solution for the Galerkin ODE (4.19) exists
for every t > 0.

With the benefit of hindsight, we know that the condition un = R⊥θn can be also
stated as un = ∇⊥ψn, θn = −Λψn. Next, we proceed with ψn as we did with θn
before.∫

T2

ψnPn(un · ∇θn)dx =

∫
T2

ψnun · ∇θndx

= −
∫
T2

∇ψn · unθndx−
∫
T2

ψn∇ · unθndx.
(4.34)

The first integral on the right-hand side in (4.34) vanishes since ∇ψn · un
= ∇ψn ·∇⊥ψn = 0. Besides, since un = ∇⊥ψn then ∇·un = 0 and the other integral
on the right-hand side vanishes as well. Therefore∫

T2

ψnPn(un · ∇θn)dx =

∫
T2

ψnun · ∇θndx = 0. (4.35)

In addition, we also have∫
T2

ψnPn(un · ∇θn)dx = −
∫
T2

ψnθ̇ndx. (4.36)

Since θ̇n(x, t) ∈ R for any (x, t) ∈ T2 × R+, then θ̇n = θ̇n and Parseval’s relation
(1.13) yields∫

T2

ψnθ̇ndx = (2π)2
∑
|m|≤n

ψ̂n(m) ̂̇θn(m) = −4π2
∑
|m|≤n

1

|m|
θ̂n(m)

˙̂
θn(m)

= −4π2

2

d

dt

∑
|m|≤n

1

|m|
|θ̂n(m)|2 = −2π2 d

dt
∥θn∥2H−1/2 ,

(4.37)

where we have used that θn = −Λψn ⇒ ψ̂n(m) = − 1

|m|
θ̂n(m). Now, we substitute

(4.37) into (4.36): ∫
T2

ψnPn(un · ∇θn)dx = 2π2 d

dt
∥θn∥2H−1/2 , (4.38)

and combining (4.35) and (4.38) we obtain

d

dt
∥θn(t)∥2H−1/2 = 0.
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Thus
∥θn(t)∥2H−1/2 = ∥Pnθ0∥2H−1/2 . (4.39)

Again, taking advantage of the fact that ∇ · un = 0, we integrate by parts:∫
T2

φPn(un · ∇θn)dx =

∫
T2

Pnφun · ∇θndx

= −
∫
T2

∇Pnφ · unθndx−
∫
T2

Pnφ∇ · unθndx

= −
∫
T2

∇Pnφ · unθndx.

(4.40)

Moreover, using (4.40) and Proposition 4.3, for any test function φ ∈ H2+ϵ holds∣∣∣∣∫
T2

φθ̇n(t)dx

∣∣∣∣ = ∣∣∣∣∫
T2

φPn(un · ∇θn)dx
∣∣∣∣ = ∣∣∣∣∫

T2

∇Pnφ · unθndx
∣∣∣∣

≤ ∥∇Pnφ∥L∞ ∥θn∥L2 ∥un∥L2 ≤ Cϵ ∥∇φ∥H1+ϵ ∥θn(t)∥2L2

= Cϵ ∥φ∥H2+ϵ ∥θn(t)∥2L2 ,

with ϵ > 0. Then, inequality (4.33) gives∣∣∣∣∫
T2

φθ̇n(t)dx

∣∣∣∣ ≤ Cϵ ∥φ∥H2+ϵ ∥θ0∥2L2 .

Since H−(2+ϵ) is the dual space of H2+ϵ (see [40]), we can apply Theorem 4.3 to
conclude that

||θ̇n(t)||H−(2+ϵ) ≤ Cϵ ∥θ0∥2L2 , (4.41)

uniformly on n. Let T > 0 be arbitrary but fixed and let t1, t2 ∈ [0, T ]. Then,

∥θn(t2)− θn(t1)∥H−(2+ϵ) =

∥∥∥∥∫ t2

t1

θ̇n(t)dt

∥∥∥∥
H−(2+ϵ)

≤
∫ t2

t1

||θ̇n(t)||H−(2+ϵ)dt,

where the last inequality can be seen in [41]. Hence, using (4.41) we have

∥θn(t2)− θn(t1)∥H−(2+ϵ) ≤ Cϵ ∥θ0∥2L2 (t2 − t1). (4.42)

In conclusion, (4.33) means that the sequence of approximations {θn(t)}n∈N is uni-
formly bounded in C([0, T ];H−(2+ϵ)), and (4.42) means that the sequence is equicon-
tinuous in C([0, T ];H−(2+ϵ)). Therefore, we can use Theorem 4.1 obtaining

θn(t) → θ(t) in C([0, T ];H−(2+ϵ)). (4.43)

Above, one should be careful with this notation since we are using θn to denote the
subsequence of {θn(t)}n∈N. Moreover, since L∞([0, T ];L2(T2)) is the dual space of
L1([0, T ];L2(T2)) (see [41]), then, we can use Theorem 4.2 to conclude that there
exists another subsequence θn such that

θn(t)
∗
⇀ θ(t) in L∞([0, T ];L2(T2)). (4.44)

By proposition 4.4 we have

∥θn(t)− θ(t)∥H−1 ≤ ∥θn(t)− θ(t)∥λH−(2+ϵ) ∥θn(t)− θ(t)∥1−λ
L2 , (4.45)
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with λ > 0. On the one hand, ∥θn(t)− θ(t)∥λH−(2+ϵ) → 0 due to (4.43). On the other
hand,

∥θn(t)− θ(t)∥L2 ≤ ∥θn(t)∥L2 + ∥θ(t)∥L2 ≤ 2 ∥θ0∥L2 , (4.46)

so the term ∥θn(t)− θ(t)∥1−λ
L2 is uniformly bounded. Therefore, the right-hand side

of (4.45) tend to zero, and so does the term on the left-hand side. In other words,

θn(t) → θ(t) in L∞([0, T ];H−1(T2)). (4.47)

The properties above (4.44) and (4.47) imply, respectively, that

un(t)
∗
⇀ u(t) in L∞([0, T ];L2(T2)), (4.48)

ψn(t) → ψ(t) in L∞([0, T ];L2(T2)), (4.49)

with ψ = −Λ−1θ and u = ∇⊥ψ = R⊥θ, for almost every t ∈ [0, T ].

For each n ∈ N, T > 0 and φ ∈ C∞ we can integrate by parts as we did at the
beginning of this chapter but with (4.19) instead, and it yields∫ T

0

∫
T2

θn(x, t)∂tφ(x, t)dxdt+

∫
T2

θ0(x)Pnφ(x, 0)dx

+

∫ T

0

∫
T2

θn(x, t)un(x, t) · ∇Pnφ(x, t)dxdt = 0

(4.50)

Using (4.44), we obtain that the first term in (4.50) weak* converges in L∞([0, T ];L2(T2))
for almost every t ∈ [0, T ], because∫ T

0

∫
T2

θn(x, t)∂tφ(x, t)dxdt→
∫ T

0

∫
T2

θ(x, t)∂tφ(x, t)dxdt

by definition of weak* convergence. Plus, by (4.16),∫ T

0

∫
T2

θu · ∇φdxdt−
∫ T

0

∫
T2

θnun · ∇Pnφdxdt

=
1

2

∫ T

0

∫
T2

u[Λ,∇φ]ψdxdt− 1

2

∫ T

0

∫
T2

un[Λ,∇Pnφ]ψndxdt,

(4.51)

but we also have the identity

[Λ,∇Pnφ]ψn = [Λ,∇φ]ψ − [Λ,∇(φ− Pnφ)]ψ − [Λ,∇Pnφ](ψ − ψn). (4.52)

We need some computations to prove (4.52). First, we expand the three terms on
the right-hand side of (4.52):

[Λ,∇φ]ψ = Λ(∇φψ)−∇φΛψ, (4.53)

[Λ,∇(φ− Pnφ)]ψ =Λ(∇(φ− Pnφ)ψ)−∇(φ− Pnφ)Λψ

=Λ(∇φψ −∇Pnφψ)−∇φΛψ +∇PnφΛψ

=Λ(∇φψ)− Λ(∇Pnφψ)−∇φΛψ +∇PnφΛψ,

(4.54)

[Λ,∇Pnφ](ψ − ψn) =Λ(∇Pnφ(ψ − ψn))−∇PnφΛ(ψ − ψn)

=Λ(∇Pnφψ −∇Pnφψn)−∇PnφΛ(ψ − ψn)

=Λ(∇Pnφψ)− Λ(∇Pnφφn)−∇PnφΛψ +∇PnφΛψn.

(4.55)



4.2. GLOBAL EXISTENCE THEOREM 63

At this point, subtracting (4.54) and (4.55) to (4.53) gives

Λ(∇Pnφψn)−∇PnφΛψn = [Λ,∇Pnφ]ψn,

and this proves (4.52). Therefore, the right-hand side in (4.51) is equal to

1

2

∫ T

0

∫
T2

((u− un)[Λ,∇φ]ψ + un[Λ,∇(φ− Pnφ)]ψ + un[Λ,∇Pnφ](ψ − ψn)) dxdt.

(4.56)
Let us study each term in (4.56). According to (4.18),

∥[Λ,∇φ]ψ∥L2 ≤ Cϵ ∥φ∥H3+ϵ ∥ψ∥L2 ⇒ [Λ,∇φ]ψ ∈ L2.

Moreover, un(t)
∗
⇀ u(t) in L∞([0, T ];L2(T2)). Thus,∫ T

0

∫
T2

un[Λ,∇φ]ψdxdt→
∫ T

0

∫
T2

u[Λ,∇φ]ψdxdt,

and for the first term in (4.56) we have∫ T

0

∫
T2

(u− un)[Λ,∇φ]ψdxdt→ 0.

Moving on to the second term, we have∫
T2

un[Λ,∇(φ− Pnφ)]ψdx ≤ ∥un∥L2 ∥[Λ,∇(φ− Pnφ)]ψ∥L2

≤ Cϵ ∥un∥L2 ∥φ− Pnφ∥H3+ϵ ∥ψ∥L2 ,

(4.57)

and since ∥un(t)∥2L2 = ∥θn(t)∥2L2 ≤ ∥θ0∥2L2 , the following estimate for (4.57) holds:∫
T2

un[Λ,∇(φ− Pnφ)]ψdx ≤ Cϵ ∥θ0∥L2 ∥φ− Pnφ∥H3+ϵ ∥ψ∥L2 .

Bearing in mind that

̂(φ− Pnφ)(m) = φ̂(m)− P̂nφ(m) =

 0, if |m| ≤ n,

φ̂(m), if |m| > n,

we obtain

∥φ− Pnφ∥H3+ϵ =
∑
m∈Z2

|m|2(3+ϵ)| ̂(φ− Pnφ)(m)|2 =
∑
|m|>n

|m|2(3+ϵ)|φ̂(m)|2 → 0.

Hence, ∫
T2

un[Λ,∇(φ− Pnφ)]ψdx→ 0.

Eventually, we apply the same reasoning concerning the last term in (4.56):∫
T2

un[Λ,∇Pnφ](ψ − ψn)dx ≤ ∥un∥L2 ∥[Λ,∇Pnφ](ψ − ψn)∥L2

≤ Cϵ ∥un∥L2 ∥Pnφ∥H3+ϵ ∥ψ − ψn∥L2

≤ Cϵ ∥θ0∥L2 ∥φ∥H3+ϵ ∥ψ − ψn∥L2 ,
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but according to (4.49), ψn → ψ in L∞([0, T ];L2(T2)), so ∥ψ − ψn∥L2 → 0 and∫
T2

un[Λ,∇Pnφ](ψ − ψn)dx→ 0.

Cutting a long story short, as n → ∞, equation (4.56) goes to zero and, as a
consequence, so does the left-hand side in equation (4.51). In other words,∫ T

0

∫
T2

θnun · ∇Pnφdxdt→
∫ T

0

∫
T2

θu · ∇φdxdt.

Hence, all the terms in (4.50) converge and we have∫ T

0

∫
T2

θ(x, t)(∂tφ(x, t) + u(x, t) · ∇φ(x, t))dxdt+
∫
T2

θ0(x)φ(x, 0)dx = 0,

which proves that there exists a weak solution of (4.1).

Kinetic energy inequality. Since u and θ have the same L2-norm, (4.33) implies that

∥un(t)∥2L2 ≤ ∥un(0)∥2L2 ≤ ∥u0∥2L2 .

Hence, we can apply Proposition 4.1 and conclude that

∥u(t)∥2L2 ≤ lim inf
n→∞

∥un(t)∥2L2 ≤ ∥u0∥2L2 ,

which is the sought kinetic energy inequality.

Conservation of the Hamiltonian. First of all, let us observe that

∥θ(t)∥2H−1/2 =
∑

m∈Z2,|m|̸=0

1

|m|
|θ̂(m)|2 =

∑
m∈Z2,|m|̸=0

1

|m|
θ̂(m)θ̂(m)

= −
∑
m∈Z2

ψ̂(m)θ̂(m) = − 1

(2π)2

∫
T2

ψ(t)θ(t)dx,

so

∥θ0∥2H−1/2 = − 1

(2π)2

∫
T2

ψ0θ0dx.

Analogously, it can be shown that

∥θn(t)∥2H−1/2 = − 1

(2π)2

∫
T2

ψn(t)θn(t)dx.

Using Remark 4.1, we have that for any ϵ > 0 there exists 0 < λ < 1 such that

∥θn(t)− θ(t)∥H−1/2 ≤ ∥θn(t)− θ(t)∥λH−(2+ϵ) ∥θn(t)− θ(t)∥1−λ
L2 .

Hence, using (4.43) and (4.46), we conclude that

θn → θ in L∞([0, T ];H−1/2(T2)), (4.58)

and as a consequence ∫
T2

ψn(t)θn(t)dx→
∫
T2

ψ(t)θ(t)dx.



4.2. GLOBAL EXISTENCE THEOREM 65

At this point, we are finally ready to conclude the proof of the conservation of the
Hamiltonian. On the one hand,

∥θn(t)∥2H−1/2 = ∥Pnθ0∥2H−1/2 → ∥θ0∥2H−1/2 = − 1

(2π)2

∫
T2

ψ0θ0dx,

where we have used (4.39). While on the other hand

∥θn(t)∥2H−1/2 = − 1

(2π)2

∫
T2

ψn(t)θn(t)dx→ − 1

(2π)2

∫
T2

ψ(t)θ(t)dx.

Hence ∫
T2

ψ(t)θ(t)dx =

∫
T2

ψ0θ0dx

and the Hamiltonian is preserved.

Remark 4.2. In Theorem 4.4 it has been proved that for any θ0 ∈ L2(T2), there exists
a global-in-time weak solution, as defined in 4.1, to equations (4.1). Nevertheless, the
uniqueness of weak solutions is still an open problem. For less regular initial data, the
non-uniqueness of the weak solution was proved in [42].
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[38] Kwara Nantomah, Generalized Hölder’s and Minkowski’s Inequalities for Jack-
son’s q-Integral and Some Applications to the Incomplete q-Gamma Function, Ab-
stract and Applied Analysis, 16 July 2017, https://www.hindawi.com/journals/
aaa/2017/9796873/.

https://commons.wikimedia.org/w/index.php?curid=20265639
https://commons.wikimedia.org/w/index.php?curid=20265639
https://rmets.onlinelibrary.wiley.com/doi/10.1002/qj.49711147002
https://rmets.onlinelibrary.wiley.com/doi/10.1002/qj.49711147002
https://math.nyu.edu/~tabak/publications/bigQG.pdf
https://math.nyu.edu/~tabak/publications/bigQG.pdf
https://link.springer.com/article/10.1007/BF01212349
https://link.springer.com/article/10.1007/BF01212349
https://www.elsevier.com/books/an-introduction-to-dynamic-meteorology/holton/978-0-12-354015-7
https://www.elsevier.com/books/an-introduction-to-dynamic-meteorology/holton/978-0-12-354015-7
http://maeresearch.ucsd.edu/linden/MAE/ch3_04.pdf
http://maeresearch.ucsd.edu/linden/MAE/ch3_04.pdf
https://www.up.ac.za/media/shared/106/ZP_Resources/WillemLandman/wkd361_notes_18october2021.zp211446.pdf
https://www.up.ac.za/media/shared/106/ZP_Resources/WillemLandman/wkd361_notes_18october2021.zp211446.pdf
https://www.up.ac.za/media/shared/106/ZP_Resources/WillemLandman/wkd361_notes_18october2021.zp211446.pdf
https://doi.org/10.3390/fluids2030037
https://doi.org/10.3390/fluids2030037
https://users.math.msu.edu/users/shapiro/Pubvit/LecNotes.html
https://users.math.msu.edu/users/shapiro/Pubvit/LecNotes.html
https://www.hindawi.com/journals/aaa/2017/9796873/
https://www.hindawi.com/journals/aaa/2017/9796873/


BIBLIOGRAPHY 69

[39] Peter Constantin and Ciprian Foias, Navier-Stokes equations, Chicago
Lectures in Mathematics, 1988, https://press.uchicago.edu/ucp/books/book/

chicago/N/bo5973146.html.

[40] Paul DuChateau, The Dual of a Hilbert Space, Colorado State University, https:
//www.math.colostate.edu/~pauld/M645/Duality.pdf.

[41] Lawrence C.Evans, Partial Differential Equations: Second Edition (Graduate
Studies in Mathematics),ISBN-10 0821849743, American Mathematical Society, 1997.

[42] Buckmaster, Tristan; Shkoller, Steve; Vicol, Vlad C, Nonuniqueness of
weak solutions to the SQG equation, Comm. Pure Appl. Math. 72, no. 9, 1809-1874,
2019.

https://press.uchicago.edu/ucp/books/book/chicago/N/bo5973146.html
https://press.uchicago.edu/ucp/books/book/chicago/N/bo5973146.html
https://www.math.colostate.edu/~pauld/M645/Duality.pdf
https://www.math.colostate.edu/~pauld/M645/Duality.pdf

	Abstract
	Resumen
	Mathematical preliminaries
	Hilbert and Banach spaces
	Fourier transform on the torus
	Schwartz class and distributions
	Riesz transform

	General insights about fluids and the SQG model
	Vorticity and streamlines
	Buoyancy and Brunt-Väisälä frequency
	Vertical vorticity and geostrophic flow
	Potential vorticity and SQG model
	3D Euler and 2D SQG

	General formulation of Surface Quasi-Geostrophy (SQG)
	Geostrophic and hydrostatic approximations
	Potential vorticity conservation
	Formulation of the SQG model

	Existence of Global Weak Solutions
	Weak solutions
	Global existence theorem

	Bibliography

