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Abstract

For the last ten years, software product line (SPL) tool developers have been facing the implementation of different variability
requirements and the support of SPL engineering activities demanded by emergent domains. Despite systematic literature
reviews identifying the main characteristics of existing tools and the SPL activities they support, these reviews do not always
help to understand if such tools provide what complex variability projects demand. This paper presents an empirical research in
which we evaluate the degree of maturity of existing SPL tools focusing on their support of variability modeling characteristics
and SPL engineering activities required by current application domains. We first identify the characteristics and activities that
are essential for the development of SPLs by analyzing a selected sample of case studies chosen from application domains with
high variability. Second, we conduct an exploratory study to analyze whether the existing tools support those characteristics
and activities. We conclude that, with the current tool support, it is possible to develop a basic SPL approach. But we have
also found out that these tools present several limitations when dealing with complex variability requirements demanded
by emergent application domains, such as non-Boolean features or large configuration spaces. Additionally, we identify the
necessity for an integrated approach with appropriate tool support to completely cover all the activities and phases of SPL
engineering. To mitigate this problem, we propose different road map using the existing tools to partially or entirely support
SPL engineering activities, from variability modeling to product derivation.

Keywords Empirical analysis - Case studies analysis - Software product lines - State of the art - Tool support - Tooling road
map - Variability modeling

1 Introduction

An increasing number of software application domains are
adopting Software Product Line (SPL) approaches to cope
with the high variability they present [1]. Examples of these
domains are robotics [2], cryptography [3], operating sys-
tems [4], or computer vision [5]. However, the field of SPL is
quite broad and constantly changing [6], with a large number
of solutions available for each activity of an SPL. More-
over, these proposals are usually not properly integrated in
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common development practices, processes, or tool support.
Thus, despite the number of successful stories about the use
of SPL engineering,! the variability and reuse management
problem has not yet been solved, and both the academy and
the industry continue to experiment with their own solutions
and approaches [7].

The success of an SPL approach depends on good tool sup-
port as much as on complete and integrated SPL engineering
processes [8]. Regarding the processes, most SPL approaches
typically cover the domain and application engineering
processes [9], which include activities such as variability
modeling and artifact implementation (domain engineering)
and requirements analysis and product derivation (applica-
tion engineering). However, the large number of approaches
and extensions that exist for each activity [10] are usu-
ally not properly integrated among them and within the
existing tool support. For instance, it is common to find
SPL approaches that support basic variability modeling con-
cepts (e.g., mandatory and optional features or includes and

! http://splc.net/hall-of-fame/.
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excludes constraints), but it is more difficult that they support
extended variability modeling (e.g., numeric and clonable
features or multi-feature modeling). The same could be said
for variability analysis, domain implementation, or prod-
uct derivation. Moreover, some important activities, such as
the analysis of non-functional properties (NFPs) or qual-
ity attributes and the evolution of SPL’s artifacts [11], are
set aside from existing SPL. approaches. When considered,
these activities are usually integrated into the traditional SPL
process by reusing existing mechanisms which were not
specifically designed for that purpose, for instance using
attributes of extended feature models to specify quality
attributes [12] while there are more appropriate approaches
to deal with quality attributes, such as the NFR Framework
[13].

Besides, although tool support is of paramount importance
for the SPL management process [8], most existing tools
cover only specific phases of the SPL approach (e.g., variabil-
ity modeling or artifacts implementation). Those few tools
that support several phases (e.g., FeatureIDE, pure::variants)
[14] demand the adoption of an implementation technique
such as feature-oriented programming (FOP) [15], aspect-
oriented programming (AOP) [16], or annotations [17];
depend on the development IDE (e.g., Eclipse); or present
some important limitations [18]. For instance, these limi-
tations make the use of classical SPL approaches to web
engineering challenging (e.g., FOP or AOP), mainly because
of the nature of web applications that require the simultane-
ous use of several languages (JavaScript, Python, Groovy...)
in the same application [19].

Unfortunately, few studies aim to understand the tool sup-
port across the different engineering activities of an SPL
[20,21], and those that specifically focus on studying the
tool support [8,22,23] usually report information extracted
from the tool documentation or reference papers without
really installing and using them with existing case studies.
We have done this work with the overarching goal of empiri-
cally testing the tool availability, usability, and applicability.
Our objective is to check out the existence of mature tool sup-
port for carrying out an SPL engineering process, especially
in those application domains with complex requirements
regarding SPL activities and variability modeling charac-
teristics. For each activity in the domain and application
engineering phases, we identify the requirements that tools
should fulfill and analyze each tool’s possibilities and limi-
tations.

The paper answers the following Research Questions

(RQs):

RQ1: Which advanced variability modeling characteristics
and SPL activities can be identified by analyzing case
studies in the SPL community? We answer this ques-
tion by performing a sampling study where we select

@ Springer

a sample of case studies in application domains with

high variability, frequently used in the SPL com-

munity for research and evaluation. We extract the
requirements of those case studies regarding variabil-
ity and SPL activities, mainly focusing on advanced

variability characteristics (Sect. 3).

What tools exist that provide support for the different

phases of an SPL? To answer this question, this paper

presents an exploratory study of the SPL tools, focus-
ing on their availability and usability and analyzing
those tools that could be used to successfully apply an

SPL approach (Sect. 4).

RQ3: How do existing tools support the SPL engineer-
ing activities and variability modeling characteristics
identified in RQ1? We answer this question by empiri-
cally analyzing a subset of the tools identified in RQ2.
We have selected it using availability and usability
criteria. Then we analyze it, specifically focusing on
those SPL activities and variability modeling char-
acteristics that were previously identified during the
analysis of the domains and case studies of the SPL
community (Sect. 5).

RQ4: Is it possible to carry out an SPL process, which
includes the SPL activities and characteristics identi-
fied in the case studies analyzed, with the existing tool
support? That is, is it possible to cover all activities of
complex approaches, including automatic reasoning,
sampling of configurations, and evolution, among oth-
ers? We answer to this question by defining different
roadmap of tools that partially or completely support
all phases of an SPL process (Sect. 6).

RQ2:

By answering these questions, the contribution of this paper is
twofold. Firstly, SPL application developers and researchers
will better understand up to what level the existing tools sup-
port is aligned with their application domains’ requirements.
Secondly, researchers can improve existing SPL processes,
activities, and tools, so that they will be able to better plan
their research in order to close the gaps that exist in the devel-
opment of SPLs.

An earlier version of this work is published as a confer-
ence paper [24]. The former paper focuses on analyzing the
tool support for a specific case study: WeaFQAs [25], study-
ing whether WeaFQAs’ variability characteristics could be
modeled and managed with the current tools. In this article,
we broaden the scope of our study to review a representative
sample group of case studies’ requirements. In particular,
we have added an analysis and discussion of the variabil-
ity characteristics and SPL activities required by up to 20
case studies in 6 different domains. Therefore, we have also
updated our tool analysis to those requirements, including a
new tool (i.e., analyzing 7 tools in total), and propose new
road map for different levels of variability modeling expres-
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Fig. 1 The classical SPL approach with its processes and activities,
adapted from Horcas et al. [24]

siveness and demanding SPL activities, such as sampling and
optimization of configurations, among others.

The paper is structured as follows. Section 2 presents
background information on SPL activities and variability
modeling characteristics. Section 3 answers RQ1 by motivat-
ing our study, showing the requirements of complex domains
and case studies. Section 4 answers RQ2 by presenting the
state of the art of the existing tools for SPLs. Section 5
answers RQ3 by empirically analyzing a subset of those
tools. Section 6 answers RQ4 by defining different tool road
map to carry out all activities of an SPL approach. Section 7
discusses the threats to validity. Section 8 discusses related
work, and Sect. 9 concludes the paper.

2 Background

This section presents the main processes and activities of
an SPL approach and describes the different extensions and
characteristics that have emerged over the years for each SPL
activity.

The classical SPL approach [26] distinguishes between
the domain engineering and the application engineering pro-
cesses, with their main phases and activities (see Fig. 1): (1)
variability and dependency modeling in the domain analysis
(DA) phase; (2) automated reasoning and product configura-
tion in the requirements analysis (RA) phase; (3) variability
and reusable artifacts development in the domain implemen-
tation (DI) phase; and (4) variability resolution and product
generation in the product derivation (PD) phase [9].

The following subsections provide more details about the
activities in the different phases presented in Fig. 1. We put
emphasis on the substantial number of extensions that have
emerged throughout the years by referencing the most rel-
evant articles or works where they were first proposed (see
Fig. 2). Note that there are many more extensions, formal-
izations, languages, and concepts for SPLs and variability
modeling. Here we briefly present those that are considered

the most relevant and well accepted by the SPL commu-
nity [10,27]. These concepts are used throughout the paper,
firstly in Sect. 3, to identify the domain applications that
require them, and then in Sect. 5, to analyze whether these
concepts are covered or not by the existing tools.

2.1 Domain analysis (DA)

In the domain analysis phase, feature models (FMs) have
been widely used to model variability since their introduc-
tion in FODA by Kang et al. [28]. From this work, different
proposals have emerged for model variability and similar
concepts (see top left of Fig. 2), such as orthogonal variabil-
ity models (OVM) [26], probabilistic feature models [29],
goal-based models [30], or decision models [31]. Even, there
was an attempt at standardization with the definition of the
common variability language (CVL) [32] and its extension,
the base variability resolution (BVR) model [33], but it did
not jell satisfactorily.

Due to the success of the FMs for variability modeling,
a vast number of modeling languages and extensions have
been proposed [10,34]. These are classified by some authors
as basic variability modeling, extended variability modeling,
and extra variability modeling.”

— Basic variability modeling. FODA [28] introduced the
basic characteristics for modeling variability in FMs,
such basic features as mandatory and optional features,
alternative (“xor”) and “or” groups, and basic constraints
or relationships between features (e.g., requires and
excludes constraints).

— Extended variability modeling. Well-known extensions
of FMs include variable features or non-Boolean values
such as numerical features [35,36] to represent num-
bers; features with attributes (called extended-FMs) [12]
that provide more information about features, such as a
cost attribute; clonable features or multi-features (called
cardinality-based FMs) [37] that determine the number
of instances of a feature that can be part of a product; and
advanced relationships between features, such as com-
plex constraints [38], which involve numerical features
and multi-features.

— Extra variability modeling. Additional modeling mech-
anisms have been proposed to deal with more complex
variability types. For instance, feature viewpoints [39]
and multi-perspective [40] help to define multiple dimen-
sions of variability separately (e.g., functionality, deploy-
ment, and context) [41]. Also, the combination of multi-
ple product lines (called MultiPLs) [42] allows defining
several families of products that are related among

2 We follow the classification of variability modeling introduced by
Alférez et al. [5].
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them. Other extensions have been explicitly defined to
deal with the modularization of large models and pro-
vide scalable models such as hierarchical levels and
compositions units [43]; to deal with the evolution of
models [44] using refined FMs or edits to FMs [45]; to
handle non-functional properties (NFPs) such as the NFR
Framework [13]; or to differentiate static and dynamic
variability by defining binding modes such as binding
states, units, or time [46].

2.2 Requirements analysis (RA)

The requirements analysis phase is in charge of analyzing
the variability expressed in the FMs and creating a valid
configuration by selecting the features that will form a spe-
cific product. Due to the complexity of dealing with large
space configurations, some extensions have been proposed
for automatic reasoning and product configuration (bottom
left of Fig. 2).

— Automatic reasoning. Basic analysis on FMs includes
model statistics and metrics such as number of fea-
tures, number of constraints, and type of features. More
complex analysis such as model validation, model count-
ing (number of configurations), anomalies detection,
and explanations require specific formalizations of the
FMs [47]. Benavides et al. [48] enumerate more than 20
operators for automatic reasoning on FMs.

— Product configuration. Product configuration includes
feature selection, constraints propagation, and gener-
ation of configurations either by enumerating all the
products or by sampling configurations [36]. Optimiza-
tion of configurations can also be achieved in this phase.
Some extensions deal with the configuration process to
make it more interactive and help the user to build a
configuration product. Examples of these extensions are
staged and multilevel configurations [37] to configure
multiple dimensions or viewpoints; multi-step and par-
tial configurations [49] that allow automatically deriving
features and assist the user in the selection of features;
and visibility conditions [4] that help to hide branches of
the configurator hierarchy.

2.3 Domain implementation (DI)

In the domain implementation phase, developers build the
reusable and variable artifacts of the SPL. There are several
approaches and methodologies when it comes to implement-
ing the artifacts and their variability (top right of Fig. 2).

— Variability implementation. There are different
approaches to implement the variability of the reusable
artifacts of an SPL [9]. Mainly, they can be divided

in composition-based approaches and annotation-based
approaches or a combination of both approaches [19,50].
Composition-based approaches include component and
service composition, design patterns, feature-orientation,
aspect-orientation, etc., while annotation-based
approaches include configuration parameters, prepro-
cessors, and virtual separation of concerns, among
others [9].

— Artifacts development. The reusable (common or vari-
able) artifacts of the SPL can be managed at different
abstraction levels, from high abstraction models (soft-
ware architectures, design diagrams...) to low level
implementation details (code, functions, source files...).
Extensions to the development of the SPL artifacts
include different methodologies, such as agile meth-
ods [51] or reverse engineering methods [52]. Moreover,
artifacts can be defined in multiple languages which can
be used even in the same product [19].

2.4 Product derivation (PD)

The product derivation phase is in charge of generating or
deriving the final product by resolving the variability speci-
fied in the product configuration. Additional activities have
been proposed to manage the life cycle of the product after
its generation (bottom right of Fig. 2).

— Variability resolution. This includes the derivation of
the product, by resolving the variability of each variation
point in the artifacts of the SPL according to the selected
configuration of the feature model [33], and the evalua-
tion of the product to check if it fulfills its requirements.

— Product management. Apart from resolving the vari-
ability and generating the final product, some extensions
include the composition of different final products or
weaving [53], the traceability of the features from the
FMs to the artifacts in the final product, and the evolution
of the SPL artifacts [54] and the automatic propagation
of changes to the already configured products [55].

3 SPL and variability requirements

Variability modeling has been successfully applied in many
domains, such as the automotive domain, computer vision,
and software systems [56]. Analyses of how variability
is managed in these domains, both conceptually and with
respect to formalism and tool support, are important to under-
stand the different challenges the domains pose and the level
of support that existing proposals provide to deal with them.
To identify these challenges and to motivate the rest of the
paper, in this section, we answer our first research question:

@ Springer
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RQ1: Which advanced variability modeling characteristics
and SPL activities can be identified by analyzing case
studies in the SPL community?

Rationale: There exist software systems that make
intensive use of variability management techniques
and can be customized for different scenarios [47].
Basic characteristics such as those introduced in
FODA (Boolean features, optional and mandatory fea-

tures, alternative and “or” groups,
requires/excludes constraints) are not enough to model
the variability of those systems. Thus, we need
additional advanced variability mechanisms (e.g.,
numerical features, attributed features, multi-features,
optimization of non-functional properties...). Our
sampling study tries to find if there is a fundamental
need to use advanced mechanisms to manage variabil-
ity and identify those variability characteristics and
activities.

To answer this question, we have selected a representa-
tive sample group from the studies mainly used in the SPL
community, for research and evaluation. We have analyzed
them by looking for variability requirements and uses of
SPL concepts and variability mechanisms, in particular those
introduced in Sect. 2.

Research method. We have conducted an empirical study
consisting of a sampling study [57] in which we have selected
arepresentative small group of case studies to analyze (a sam-
ple). In contrast to a systematic literature review where the
state of the art is thoroughly reviewed, the sampling study
aims for the representativeness of the selected case studies,
which allows us to evidence the need to support the non-basic
variability characteristics in current domains. To perform the
sampling study, we define the following essential specific
attributes according to the ACM SigSoft Empirical Stan-
dards [57]:

— Goal of the sampling. The main purpose of the sampling
is to establish whether there is a real necessity of using
advanced mechanisms to manage variability. Therefore,
we are especially interested in those case studies that
pose the most challenging requirements regarding vari-
ability; that is, case studies that make intensive use of
variability management techniques beyond FODA con-
cepts, requiring advanced variability mechanisms such
as those introduced in Sect. 2.

— Sampling strategy. The sampling strategy consists of
making an incremental selection of studies until we
gather a representative sample of case studies evidenc-
ing the need to use advanced variability mechanisms. To
identify the case studies, we manually searched the pro-
ceedings of the main research and industry tracks of the

@ Springer

SPLC3 and VaMoS?* conferences, which are among the
most relevant SPL and variability events, and then we
used a snowball approach to the selected case studies.
The search was limited from 2010 to December 2021
and performed in reverse chronological order to consider
only the most updated versions of possible recurrent case
studies. However, we also found older studies we consid-
ered during the snowball process. We found 477 articles,
of which we selected a sample of 2-5 case studies per
domain, limiting the sample to 6 domains and a max-
imum of 20 case studies. For the selection of the case
studies, we used the following inclusion and exclusion
criteria (IC and EC):

IC1: The paper presents a case study with requirements
that involve the variability activities and variability
concepts presented in Sect. 2.

IC2: The case study is described with a high level of
detail about the variability characteristics it models
and about the SPL activities it achieves or needs.

EC1: The case study requires only basic variability mod-
eling (i.e., it only uses FODA concepts).

EC2: The case study requirements are a subset of another
case study in the same domain.

We reviewed the articles in random order but guided by
the domains. That is, we firstrandomly selected an article,
identified its domain, and checked whether it meets our
IC/EC. If the article did not pass the IC/EC, we randomly
chose another one. If it passed the IC/EC, we focused
on the requirements in the domain to which it belongs,
looking for other articles in the pool with case studies
of that domain. To do that, we relied on the title of the
articles, on a snowball approach based on the references
of the reviewed article that are already in the pool, and on
our own experience (see biased judgment in Sect. 7). We
stopped the incremental process when we reached a set of
2-5 case studies per domain, with a limit of 6 domains and
a maximum of 20 case studies satisfying our IC/EC. This
means that, from the starting pool of 477 papers, there
probably were more than 20 studies fulfilling our IC that
could be considered. However, we did not have to con-
sider all of them, because we only needed a representative
subset for our sampling goal. Note that the final objective
is not to analyze the specific requirements of case studies
or domains but to identify a need of using advanced vari-
ability modeling characteristics. Other samples from the
same pool of papers that meet our IC/EC would also sup-
port our evidence. In contrast to a systematic literature or
mapping study, we did not track the studies we left out due
to the EC, because they are not relevant to the sampling

3 https://dblp.uni-trier.de/db/conf/splc/.
4 https://dblp.uni-trier.de/db/conf/vamos/.
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study. Therefore, we did not need to collect information
about the whole population or track the different filter-
ing steps. We used Google Forms® to collect information
about the case studies: name, primary reference, domain,
year, type (industry, academic...), a brief description, and
a list of variability and SPL requirements or challenges
raised by the case study. These data were extracted from
the information found in the primary reference paper that
first introduced the case study or analyzed the case study
from an SPL point of view.

— Why the sampling strategy is reasonable? Our hypoth-
esis was that some case studies require advanced variabil-
ity characteristics beyond the FODA concepts, and we
needed to support it with a formal study. Finding just a
few case studies of different application domains requir-
ing advanced variability characteristics was enough to
show the necessity of modeling or using those advanced
mechanisms (our research question). However, to firmly
support our hypothesis, we decided to identify between
2 and 5 case studies for each domain. As stated in
Ralph et al. [57], the sampling strategy, despite not being
necessary optimal, provides us with standard empirical
research to identify those studies and answer our research
question.

— Rationale behind the selection of study objects. In the
sample, we included those case studies from research
articles with requirements that aligned to those variabil-
ity activities and variability concepts presented in Sect. 2.
We did not differentiate between industrial and academic
systems, since there are domains whose case studies pose
significant challenges regarding variability, even if they
are not considered in the industry yet. We show a prefer-
ence for emergent domains (e.g., cyber-physical systems,
computer vision) because we thought they would present
more challenging variability requirements. But, in fact,
evidence was easy to find in these domains. We real-
ized that, in addition to these emergent domains, other
domains that have been studied for years (e.g., operating
systems) also pose challenging requirements regarding
variability. We set 2010 as the starting date for the sam-
pling study because most of the advanced variability
concepts and characteristics used by the SPL community
were defined or began to be used around 2010 or later
(see Sect. 2). Thus, case studies requiring such charac-
teristics started to appear on that date. Then, during the
snowball process, we found older studies that we finally
considered, in domains such as robotics.

— Sample size. We set the sample size to 20 case studies
and 6 domains, selecting between 2 and 5 case studies
per domain.

3 https://forms.gle/PaN1L83jeW9yW7tMS8.

The main artifacts developed that allow replicating and/or
improving this analysis of case studies are available online.®

Results. The sample of 20 case studies from 6 differ-
ent domains was analyzed in detail.” The case studies were
grouped by application domains, and the results are presented
in Tables 1-8. Firstly, Table 1 lists the analyzed domains and
case studies in the order in which they were selected and
analyzed, providing their reference and type (i.e., academic,
industry...). During the analysis, we have searched for all the
requirements listed in Table 2, which are organized accord-
ing to the four main processes of an SPL (see Fig. 1) and the
activities they include (see Fig. 2). This table summarizes the
requirements and characteristics needed by each domain and
has been generated as the union of the requirements of all
the case studies in that domain. For a more detailed descrip-
tion of the case studies and their requirements, Tables 3 to
8 can be consulted. The rest of this section presents a brief
discussion about the results, organized by domains. For each
domain, we highlight the most relevant requirements regard-
ing variability and SPLs and complement the information
with the appropriate table that details all the requirements
extracted for the analyzed case studies in that domain. We
would like to highlight that the purpose of this study is not
to draw conclusions about the characteristics of the domains
themselves but instead to demonstrate that the advance vari-
ability requirements listed in Table 2 are present in a variety
of existing and emergent domains.

Automotive domain (Table 3). The automotive industry
has been associated for years with vehicles product lines.
Nowadays, the complexity of such product lines has raised
due to the heavy incorporation of intelligent software in
autonomous vehicles. Here we describe some of the most
relevant requirements of this domain. For instance, vehi-
cles usually include electronic, mechanical, and software
components, requiring different viewpoints with complex
constraints involving technical and architectural dependen-
cies [58]. These constraints are also introduced by commer-
cial offers and stakeholder requirements, which give rise to
the need of MultiPLs to distinguish two types of products
(prototypes and commercial vehicles), which are different
in terms of novelty, purpose, and the amount of reused
assets. Moreover, case studies in this domain expose the
needs of working at the architectural level and modeling
non-functional properties such as the car efficiency or the
safety traffic [59,60]. The complete set of requirements of
the case studies in this domain are detailed in Table 3 and
summarized in the first column of Table 2.

Computer vision domain (Table 4). Most of the case
studies in this domain are related with the generation of syn-

6 https://github.com/jmhorcas/SPLE-Empirical Analysis.

7 A .csv file with the information extracted for each case study is avail-
able in https://github.com/jmhorcas/SPLE-Empirical Analysis.
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Table 1 Domains and case

studies analyzed Domain Case study References Type Year
Automotive Parking brake system [58] Industrial 2013
Abstract fuel control system [59] Industrial 2019

Autonomous vehicles [60] Academic 2018

Computer vision Video generator [5] Industrial 2019
Quality-based video generator [61] Industrial 2019

Medical imaging workflow [62] Academic 2013

Video surveillance system [63] Academic 2011

Cryptography OpenCCE SPL [64] Industrial 2015
Cryptography API [3] Academic 2019

E-payment application [65] Academic 2016

Operating systems Kconfig and eCos systems [4] Industrial 2013
Android and Debian [66] Industrial 2014

Cyber-physical systems Development approach to CPSs [67] Academic 2017
Tank and quadcopter PLs [68] Industrial 2015

Train control system [69] Industrial 2018

Robotics Service robots [2] Academic 2019
Autonomous mobile robots [70] Industrial 2012

Cloud robotics SPL [71] Industrial 2014

Landmark search [72] Industrial 2016

Home service robots [73] Industrial 2005

thetic videos [5,61]. They show that, in the video domain,
basic variability modeling (e.g., Boolean features) is not
enough. They also demonstrate that modeling the vari-
ability in the video domain requires extended mechanisms
such as numeric features, multi-features or cardinality-based
features, and complex constraints. There are challenging
requirements not only at the variability modeling phase but
also in other phases, such as the generation of optimal config-
urations and the reduction of the configuration space to cope
with models with large number of variants, as shown by all
the case studies presented in Table 4. In fact, computer vision
is one of the domains with the largest set of requirements for
variability modeling and analysis, exposing the need of all
the characteristics presented in Table 2 (column 2) for the
domain and analysis phases.

Cryptography domain (Table 5). Cryptography is an
algorithm-heavy domain used in thousands of software sys-
tems to protect any sensitive data they collect. There are
different kinds of cryptography components (e.g., ciphers,
digests, etc.), each suitable for a specific purpose and with
various algorithms and configurations. Finding the right
combination of algorithms and correct settings to use is
often difficult [3]. Cryptography is also required by almost
all electronic-based systems, such as e-payment systems
and e-voting applications [65,74]. The encryption compo-
nents need to be specifically customized to the application’s
requirements (e.g., the RSA algorithm with keys of 2048
bits) and then introduced (weaving) in the software architec-

@ Springer

ture of the applications in a non-intrusive way (e.g., using
an aspect-oriented approach). In Table 5, we can observe
that this domain clearly requires advance variability man-
agement mechanisms such as the use of extended variability
languages with numerical features, the optimization of multi-
ple objectives during product configuration, the necessity of
better organizing large models or the weaving of cryptogra-
phy components with the application software architecture,
etc. Table 2 (column 3) summarizes these requirements for
the cryptography domain.

Operating systems domain (Table 6). Operating systems
is one of the important domains where variability has been
clearly identified and modeled [4]. Interestingly, the analyzed
case studies reveal that the languages and models used in
open-source operating systems (e.g., the Kconfig systems
such as the Linux kernel and the Component Definition Lan-
guage [CDL] used in the eCos system) use concepts that
are beyond core FODA concepts. These range from the use
of domain-specific vocabulary (e.g., tristate features) [75]
to binding modes for static and dynamic variability. They
also have in common the need of dealing with larger models
and high numbers of dependencies between features. Table 6
details all the requirements of the case studies in this domain,
while column 5 in Table 2 summarizes them.

Cyber-physical systems domain (Table 7). Cyber-
physical systems (CPSs) describe autonomous and adapt-
able systems such as embedded systems, which integrate
sensors and actuators to monitor, control, and influence
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physical objects [67]. Due to the variety of technologies
involved in the development of the CPSs’ devices, they
require very diverse variability characteristics and SPL activ-
ities such as multiple viewpoints and hierarchical levels for
different aspects (e.g., context, sensors, actuators, software,
etc.); dynamic variability with complex constraints for self-
adaptation and reconfiguration; cardinality-based features to
instantiate multiple sensors; optimization of non-functional
properties such as energy consumption, among other require-
ments detailed in Table 7. This variety of requirements makes
CPSs one of the most complex domain to deal with from the
point of view of SPLs (see column 4 in Table 2).

Robotics domain (Table 8). Robotics systems are a
specific type of CPS. Although they share some of the
requirements of CPS, robotic technologies are characterized
by high variability, where each robotic system is equipped
with a specific mix of functionalities [2]. This is another
domain in which advanced variability management mech-
anisms are required. It is important to highlight some of
them, such as the use of MultiPLs for each subsystem of an
autonomous robot [2], the architectural-level derivation of
products [72], or the explicit representation of non-functional
requirements as part of the variability modeling [70]. In
Table 8, we can observe all the requirements in detail for
the analyzed case studies, while Table 2 (last column) sum-
marizes them for this domain.

We will finish this section summarizing the answer to
RQ1:

Conclusions and lessons learned from RQ1: There is
animportant number of highly relevant domains in which
advanced variability characteristics beyond FODA [28]
were identified, and complex SPL activities (e.g., sam-
pling, optimization) [76,77] are required by existing
case studies. In particular, numerical features, attributes,
and complex constraints involving numerical values are
required by almost all domains, while the activities
related to the analysis of configurations (e.g., multi-step
configuration, optimization) are often demanded by cur-
rent domains. Another common requirement has been
managing the systems from a high abstraction level by
modeling the variability at the architectural level.

The analysis of the requirements exposed in the sample
of case studies shows the need to consider the variabil-
ity and requirements listed in Table 2 when building an
SPL approach. Thus, the general conclusion is that, inde-
pendently of the characteristics of each specific domain,
there is an important number of existing and emergent
domains in which advanced variability characteristics
and SPL activities are demanded.

4 State of the art of SPL tools

Providing tool support for all the requirements extracted
in the previous section (Table 2) is challenging for SPL
researchers and developers. Our first step is to explore the
existing tool support for SPL by answering our second
research question:

RQ2: What tools exist that provide support for the different
phases of an SPL?
Rationale: To analyze whether the SPL tools pro-
vide support for advanced variability mechanisms or
not, we first need to identify the existing tools provid-
ing some support to SPLs. This exploratory study will
identify the existing tools providing some support to
SPLs, classifying them according to the SPL phases
they cover.

We analyze the current state of the art of SPL tools to iden-
tify which ones are available online and are really usable for
researchers and the SPL community. The goal is to collect
all possible tools related to SPL to check their status (avail-
able, working, updated, usable) before considering them for
analysis. This does not pretend to be a systematic review of
tools but an exploratory study to identify existing tools.

Research method. We performed an exploratory study,
which Ralph et al. [57] define as “an empirical inquiry
that investigates a contemporary phenomenon (the ‘case’)
in depth and within its real-world context”. The cases in
our approach are tools, and our goal is to perform an in-
depth study of these tools’ characteristics, in the real-world
context of case studies that demand a series of advanced
variability characteristics. Our exploratory study consists of
a manual search on different sources. First, we identified
SLRs [8,21,22] and surveys [23] about SPL tools. We also
searched the proceedings of the Demonstrations and Tools
track in some of the most relevant events about SPL and
variability (e.g., SPLC,® VaMoS?) for the period not covered
by the SLRs and surveys (2015-2019). The only inclusion
criteria (IC) we applied was the following:

IC1: The tool is directly related to SPL or is used in the
context of SPL to provide support to at least one of
the phases of the SPL process: DA, RA, DI, and PD,
as defined in Sect. 2 and in Apel et al. [9] and Pohl
et al. [26].

Any other tool not considered for downloading and test-
ing was directly discarded without registering in the data

8 https://dblp.uni-trier.de/db/conf/splc/.
9 https://dblp.uni-trier.de/db/conf/vamos/.
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Fig.3 State of the art of SPL tools

extraction form. For each reported tool, we searched for
its availability (i.e., its website, code repository, or exe-
cutable). When the information was not available in the
paper, we performed a manual search on web search engines
(e.g., Google) to localize the tool by applying the fol-
lowing search strings: «name of the tool», tool,
SPL, Software Product Line,and variability.
Finally, we downloaded, installed, and launched each tool to
check its correct functioning and main use case.

Data extraction form. We used Google Forms'? to cap-
ture the basic information about the availability of the tools:
name, brief description, URL, main reference, SPL’s phases
covered, type of tool (academic, commercial, prototype), first
and last release date, availability, current status, and integra-
tion with other tools. These data have been extracted from the
information found in the reference papers, the official web-
sites, and the code repository of the tool. The main artifacts

10 https://forms.gle/ITFTHOBKHHTgCLc3 1R7.

@ Springer

developed that allow replicating and/or improving this state
of the art are available online.!!

Results To illustrate the state of the art, we have built
a timeline (Fig. 3) with all the SPL tools published until
December 2019.!> As summarized in Fig. 4 and at the top of
Table 9, only 6% of them cover all phases of the SPL process
(Problem & Solution Space block in the middle of Fig. 3).
Moreover, there seems to be more interest in the problem
space than in the solution space since the DA (72% of the
tools) and the RA (64%) are the phases most covered by the
tools (top of Fig. 3). The DI and PD phases are only cov-
ered by 38% and 14% of the tools, respectively (bottom of
Fig. 3). These values can be explained due to the difficulty of
building tools that support all the functionalities required by
an SPL approach across all the SPL activities, particularly

11 https://github.com/jmhorcas/SPLE-Empirical Analysis.

12 A csv file with the tools information is available in https://github.
com/jmhorcas/SPLE-EmpiricalAnalysis. The original timeline pub-
lished on Horcas et al. [24] contained 97 tools. In this work, we have
updated the timeline including tools suggested by other researchers and
increased the number of tools considered up to 103 tools.
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Domain
Analysis (DA)

Product
Derivation
(PD)

Fig.4 SPL phases covered by existing tools

those related to SPL activities dealing with large configu-
ration spaces or the generation and derivation of products,
which are considered well-known NP-problems [9].

We also found evidence that there are a large number of
tools that are academic (91%). The reason behind this is that
practitioners often propose new tools when they are making
research on the SPL field, and thus the percentage of aca-
demic vs. industrial tools is so disproportionate. However,
many of the academic tools are usually abandoned shortly
after the associated research project ends. The tool becomes
usually obsolete, is no longer available to be downloaded, or
becomes non-usable due to the continuous evolution of their
core technologies (e.g., Java). This fact can be observed in
the multiple red points on the top of the timeline in Fig. 3.

We conclude this section with our answer to RQ2:

Conclusions and lessons learned from RQ2: There
are many tools (we discovered up to 103) that provide
some support for SPL, most of them academic. How-
ever, researchers are often not aware of all these tools
and the kind of support they provide to SPL activities
and therefore continue proposing new tools to support
their contributions in SPL and abandoning them later,
especially when the contribution of the tool is too spe-
cific and has not been integrated as part of another tool
(e.g., FeatureIDE).

Our study gives a comprehensive vision of the current
state of the art of the SPL tools and helps users to be
aware of the existing tools and the SPL phases each tool
supports. Therefore, the user can select appropriate tools
according to their needs.

5 Tools support analysis for complex SPLs

This section answers our third research question, selecting a
subset of tools identified in Sect. 4:

RQ3: How do existing tools support the SPL engineer-
ing activities and variability modeling characteristics
identified in RQ1? Rationale: The lack of mature tool
support is one of the main reasons that make the indus-
try reluctant to adopt SPL approaches. The problem
becomes worse when considering advanced variabil-
ity mechanisms such as those identified in Sect. 3 for
several case studies since practitioners are not aware of
which tools will provide support for those characteris-
tics or how the tools support them. By answering this
research question, we aim to help SPL users to choose
the tool that offers the best support according to the
variability characteristics they need to model and the
activities they need to carry out within an SPL. Our
exploratory study will analyze what kind of support
the existing tools provide for the SPL activities and
variability characteristics identified in RQ1.

5.1 Tool selection

Of the 103 tools discovered when seeking an answer to RQ2
(Sect. 4), we included in the analysis all tools that meet the
following inclusion criteria (IC):

IC1: The tool is fully available and usable, that is, it can be
downloaded, installed, and successfully executed.

This inclusion criteria is met by 23 tools (22%) (see bottom
of Table 9). Note that multiple academic tools did not pass
our IC1. Many of them are abandoned soon after the associ-
ated research project ends. The tool becomes obsolete, stops
being available to be downloaded, or becomes non-usable
due to the technical debt [88]. In the case of industrial tools
such as Gears or MetaEdit++, these tools are not freely avail-
able, since no evaluation or limited version is provided, in
contrast to, for example, the pure::variants tool, which offers
an evaluation version. Working with industrial tools requires
contacting distributors for tool assistance, and sometimes no
evaluation or academic versions are available. This lack of
free evaluation versions usually prevents SPL researchers
from knowing if the tool is appropriate for their needs before
acquiring an expensive license. To select the tools to be finally
analyzed in detail, we executed the 23 tools so as to identify
their main functionalities and use cases regarding the SPL
activities and characteristics identified in Sect. 3. Then, we
apply the following exclusion criteria (EC) to those 23 tools:

@ Springer
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Table9 Summary of tools for

SPL by phases covered ook g?c?lileéjni()s\p/):rc:e: Solution space
DA % RA % DI % PD % All %  Total %
Total 74 72 66 64 39 38 14 14 6 6 103 100
Academic 67 91 60 91 35 90 10 71 3 50 94 91
Commercial 3 4 2 3 2 2 14 1 17 4 4
Prototype 4 5 4 6 2 2 14 2 3 5 5
Available and usable 11 15 12 16 11 28 7 50 2 33 23 22
Academic 10 91 10 83 10 91 6 86 1 50 21 91
Commercial 1 9 1 8 1 10 1 14 1 50 1
Prototype 0 1 8 0 0 0 0 0 0 1
EC1: The tool is a prototype, a preliminary or beta version  cific functionality related to SPL (e.g., estimation of energy

without a stable release.!3

The tool has been integrated within another tool that
has already been selected.

The tool supports only a specific activity or char-
acteristic of an SPL phase (e.g., optimization of
non-functional properties). That activity or charac-
teristic is also covered by another selected tool also
supporting other activities and characteristics.

The tool relies on another SPL tool to offer its func-
tionality (e.g., performance analysis). The former is
not a tool specifically designed to support the devel-
opment of an SPL process.

EC2:

EC3:

EC4:

We have chosen the seven SPL tools to be analyzed in this
section by applying these exclusion criteria. Table 10 sum-
marizes these tools, showing their main reference, the year
of its first release, the date of its last update, the SPL phases
covered by the tool, the website from where it can be down-
loaded (or accessed in case of an online tool like SPLOT or
Glencoe), its code repository if available, and a brief descrip-
tion of the tool. Note that many other tools are available,
such as FeatureHouse [89] or AHEAD [90], but EC2 has
excluded them since they are integrated within other tools
like FeatureIDE [14]. Others, such as Hydra [91] or Pro-
ductlineRE [92], did not pass IC1, since they do not have a
stable release. Although they can be executed, they present
several bugs during execution because of third-party depen-
dencies or currently obsolete specific versions of plugins
(i.e., technical debt), so they did not pass IC1. Others are
exclusive to a particular domain, such as FMCAT [93] that
focuses on the analysis of dynamic services product lines,
and those activities are also supported by other tools such as
FeatureIDE [14] or pure::variants [80], so they did not pass
IC3. Finally, other tools such as HADAS [94] offer a spe-

13 A stable release (also called production release) is the last product
version that has passed all verifications/tests, and whose remaining bugs
are considered acceptable.

@ Springer

consumption of configurations) but rely on other SPL tools
such as Clafer [81] which provides the core functionality
regarding the SPL activities, so they did not pass IC4.

5.2 Experiments

To perform our empirical analysis of the selected tools,
we have tried to model the variability characteristics iden-
tified in Sect. 3, adapting the modeling to the support
provided by the different tools when the tool does not pro-
vide direct support to model or implement that characteristic.
It is worth remembering that the objective of this analy-
sis is not to model all the case studies identified but to
analyze whether the tools provide support to model those
characteristics. All artifacts developed and used through-
out the different phases are available online to replicate the
experiments.14 These include: (1) the FMs in several for-
mats: SPLOT, Clafer, GFM, v.control, pure::variants, Excel,
SPASS, and DIMACS; (2) the software components imple-
mented with different variability approaches: annotations
with Antenna, feature-oriented programming with Feature-
House, and aspect-oriented programming with AspectJ; (3)
the software architecture models in UML; and (4) other arti-
facts such as model to model transformations that implement
specific variation points.

The experiments were performed on two desktop com-
puters: (1) Intel Core 17-4770, 3.40 GHz, 16GB of memory,
Windows 10 64 bits and Java 8 and (2) Intel Core i7-4771,
3.5GHz, 8GB of memory, Windows 7 64 bits and Java 8.

5.3 Tool analysis
In this section, we analyze the selected tools to check whether

they satisfy the requirements of the different domains identi-
fied in Sect. 3. For each phase in the SPL process, we explain

14 https://github.com/jmhorcas/SPLE-Empirical Analysis.
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how the tools provide practical support for the activities and
characteristics in that phase and discuss our findings. Table 11
summarizes the results of our analysis.

5.3.1 Domain analysis (DA) phase

Asdescribed in Sect. 2, this phase is in charge of modeling the
domain variability. Almost all tools (except vEXgine) pro-
vide support for model the variability using FMs. vEXgine
is based on CVL [32], and despite the fact that its CVL meta-
model supports several of the considered characteristics (e.g.,
variable features and clonable features), the tool vEXgine
mainly focuses on the solution space phases (DI and PD)

Basic variability modeling. All tools supporting the
domain analysis phase allow building basic FMs.

— Basic features. Glencoe and FeatureIDE offer an
excellent graphical editor to build the diagram of the FM
following the notation proposed by Czarnecki [95], while

,pure: :variants, and FAMA provide
a great tree-based reflective editor. In Clafer, the FM
needs to be created using a text editor. In all tools, manda-
tory, optional, and group features (“or” and “xor”) are
supported.

— Basic constraints. Each tool provides its own notation
to define cross-tree constraints, but all of them support at
least the requires and excludes constraints.

Extended variability modeling. The support for extended
characteristics is very limited. While and
Glencoe do notimplement extended characteristics, other
tools provide their own implementation, which often does
not completely fit with the definition most widely accepted
by the SPL community [37]. For instance, the support for
variable features (or non-Boolean features) and the support
for feature with attributes are confused in some tools because
of the thin difference between these two concepts (variables
and attributes).

— Variable features or non-Boolean values. Only
clafer provides full support for specifying variable
features with a specific type (e.g., integer) that behaves
as a normal feature but allows providing a value during
the configuration step, for example, a numerical feature
to represent the key size of an encryption algorithm. In
pure: :variants, variable features can be defined
using features with attributes.

— Extended FMs. FAMA and pure: :variants offer
complete support for defining features with attributes, for
example, to specify a utility value for each feature in the
FMs. To support attributes in Clafer, we have to rely in
the Clafer Multi-Objective Optimizer (ClaferMOO) [81],
which is a specific reasoner for attributed-FMs, or in the

@ Springer

modeling of the attributes as variable features. The latter
implies defining an additional variable feature (e.g., inte-
ger) for each attribute associated with each normal feature
and making sure those variable features are selected in the
final configuration. FeatureIDE supports attributes
only partially, because it requires selecting the “Extended
Feature Modeling” composer, and then, no other com-
poser can be selected. Also, using the extended models
of FeatureIDE, only the variability modeling activ-
ity is supported since they are not compatible with the
graphical editor or the later analysis, and attributes need
to be manually defined in the XML source file.

Default values, deltas, ranges, and precision. There is
no explicit support for these characteristics in any of the
analyzed languages, despite the fact that these character-
istics are required by most of the case studies analyzed,
as shown in Table 2. However, it is possible to provide
default values to variable features or to attributes by defin-
ing constraints (see support for complex constraints). But
this solution does not allow to change the value during
configuration. Deltas, ranges, and precision can also be
simulated by manually defining constraints or additional
features (e.g., discretizing a variable) at the expense of
losing information.

Cardinality-based FMs. Clonable features or multi-
features are the most difficult characteristics to be imple-
mented, and thus, no tool provides support for them
completely, although this is also a required character-
istic in many domains as shown in Table 2. clafer
allows cloning any feature in the FMs and configur-
ing each instance, but this is done at the configuration
step and deciding whether a feature is clonable should
be done at the domain analysis phase. FeatureIDE
and pure: :variants allow a similar behavior of
clonable features by inserting subtrees in the FMs. In
FeatureIDE, this characteristic follows the VELVET
approach of MultiPLs [41], while pure: :variants
introduces the concept of “variant instance” as a link
in the FMs to another configuration space. Within this
approach, and in contrast to Clafer, the number of
instances for the clonable feature has to be decided in
the domain analysis phase and not at the configuration
step, where this decision is normally taken.

Complex constraints. Only Clafer, FAMA, and
pure: :variants allow specifying constraints about
the values of non-Boolean features (numerics). Con-
straints in pure: :variants are based on Prolog or a
variant of OCL: pvSCL [80], so in pure: :variants
it is possible to specify constraints that are more com-
plex. clafer also allows specifying basic constraints
(and, or, not, implies) over features that can be cloned
later. Once again, the results shown in Table 11 demon-
strate that the support currently provided by the analyzed
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tools is not aligned with the domain requirements shown
in Table 2.

Extra variability modeling. There is very poor support for
extra characteristics of variability modeling.

— Multi-dimensional variability and Multi Product
Lines. No tool provides explicit support for defining vari-
ability in different dimensions such as feature viewpoints
or multi-perspectives. However, pure: :variants
and Clafer offer some mechanisms to modularize
FMs that can be used to model separately the variability
of different dimensions (see the following point about
modularization of large models). On the other hand,
supporting MultiPLs is more an organizational concept
rather than an extra variability modeling facility. How-
ever, FeatureIDE provides explicit support for the
development of the technical aspects of MultiPLs by fol-
lowing the VELVET approach [41], but this extension is
still in its infancy.

— Modularization of large models. Large FMs cannot be
easily modularized within existing tools by means of
composition units or hierarchical levels. Clafer allows
defining multiple FMs as abstract classes, but all of them
must be in the same file. FeatureIDE, as discussed
before for clonable features and multi-dimensional vari-
ability, supports MultiPLs that can help to modularize
entire SPLs, but the FMs themselves cannot be divided
in multiple files. In pure: :variants, the support is
better since it defines a “hierarchical variant composi-
tion” to link an FM inside another.

— Evolution of FMs. Modifications and edits to FMs once
created can be complex in some tools like ,
Glencoe, and FeatureIDE, where modifying a part
of the feature model usually can only be achieved
by removing that part and adding it again. Contrarily,
pure::variants and Clafer allow even moving
features from a branch to another in a straightforward
way.

— Non-functional properties. No tool provides explicit
support for dealing with NFPs. That is, modeling goals,
subgoals, operationalizations of goals, and contributions
between them [13]. However, we can rely on features
with attributes (in pure: :variants and FAMA) and
variable features (in Clafer) to model basic NFPs of the
FMs, such as cost or performance, and define constraints
between them.

— Binding modes. As occurs with NFPs, there is not
explicit support for specifying binding modes, but it can
also be simulated using attributes (pure: :variants
and FAMA) or variables (Clafer).

— Metainformation. There is also no explicit support for
documenting the FMs by adding descriptions or annota-
tions to the features or using domain-specific vocabulary.
An alternative is the use of comments in the source file
of the FM.

— Other extensions. Each tool provides additional charac-
teristics for variability modeling. For instance, Glencoe
andpure: :variants allow mixing mandatory fea-
tures within “or” groups. Glencoe,
pure::variants, and Clafer support arbitrary

multiplicity in group features (e.g., x. .y, where x can
be distinct from 1 and y distinct from *). FeatureIDE
and Clafer allow defining abstract features. More com-
plex constraints such as constraints between different
viewpoints are not supported in any tool.

Discussion. and Glencoe are the
most usable tools for the domain analysis phase since
they are available online, intuitive, and easy to use and
even their models can be exported to FeatureIDE and
pure: :variants, respectively. However, they do not
provide any support for advanced characteristics. Only
Glencoe and FeatureIDE use the notation proposed
by Czarnecki [95], which is now the most comprehensi-
ble and flexible (and the most used) [47]. The notation of
Clafer can be tedious for variability modeling, although
it provides good support for variable features and accept-
able support for clonable features. and
pure: :variants share a similar interface to build the
FMs, following a tree structure but each of them with its
own notation. It is worthy to mention that there are other
tools that provide explicit support for clonable and variable
features such as the tools that provide support to the CVL
language [32], for example, the MoSIS CVL Tool [96] and
the BVR Tool Bundle [97]. However, those tools are spe-
cific to the CVL language and are currently obsolete or not
available.

Regarding some advanced characteristics, first, it is wor-
thy to differentiate between variable features [36,98], which
are those that require providing a value (e.g., integer, string,
float) during configuration, and features with attributes [12].
A value change in an attribute does not suppose a different
configuration of the FMs, because an attribute assigned to a
feature is not a variation point of an artifact in the SPL. This
distinction should be considered in the tools. Second, the car-
dinality of the clonable features or multi-features should be
defined in the domain engineering phase of the SPL, while
the specific number of instances for a clonable feature should
be specified in the application engineering phase. Neither
Clafer nor pure::variants follow these criteria.
Third, there are more appropriate approaches for modeling
NFPs than encoding them as attributes. For instance, the NFR

@ Springer



J. M. Horcas et al.

framework [13], which allows defining goal, sub-goals, oper-
ationalizations, and contributions of the NFPs and whose
integration in an SPL tool can be desirable. Finally, regard-
ing complex constraints, tools should provide support for
defining high-order logic constraints in standard constraint
languages such as OCL and programming languages such as
Prolog (asinpure: :variants). Those constraints should
be able to be defined using any kind of feature (variable fea-
tures, clonable features) or even between features defined in
different FMs as for multi-dimensional variability.

5.3.2 Requirements analysis (RA) phase

The goal of this process is to select a desired combination
of features according to the application requirements. This
phase should also consider the automatic analysis of the vari-
ability model and managing configurations of the product at
the feature level.

Automatic reasoning. Analysis of variability is one of
the most important activities in an SPL, and thus, all tools
covering the RA phase provide some kind of support for
automatic reasoning of FMs.

— Basic analysis of FMs. Statistics and metrics about FMs
are provided by almost all tools in different degrees.
Glencoe isthe best tool in this sense, showing up to 27
metrics about the FMs (e.g., core features, optional fea-
tures, number of constraints, deep of the tree diagram,
average children per feature, homogeneity of features,
etc.). FeatureIDE andpure: :variants also offer
great statistics and even distinguish between the metrics
of the FM and the metrics of the SPL implementation. In
contrast, Clafer is the tool that provides less informa-
tion with only 5 metrics.

— Analysis operations on FMs. FAMA is the tool that
stands out here because it was built with the purpose
of performing FM analyses. Thus, it supports most of
the operations defined in Benavides et al. [48]. These
operations cover model validation (consistency, void
feature model...), anomalies detection (dead features,
false-optional features, redundancy constraints...), and
model counting (number of configurations), among oth-
ers. Depending on the requested analysis, each tool uses
a specific FM formalization and/or solver to perform the
analysis. For example, to calculate the number of con-
figurations or the variability degree of the feature model,

uses a Binary Decision Diagram (BDD)
engine [99] for which counting the number of valid con-
figurations is straightforward [100]. Glencoe uses a
Sentential Decision diagram (SDD) [101] engine that
enables determining the total number of configurations
within very short times. Within pure: :variants is
also possible to calculate the number of configurations

@ Springer

for each subtree under a selected feature. The other tools
(Clafer and FeatureIDE) require to generate all
configurations in order to enumerate them, and thus, with
these tools it is not possible to calculate the number
of configurations for large models (e.g., 10%° configu-
rations) in a reasonable time.

Product configuration. Managing configurations and
products includes activities such as sampling and optimiz-
ing configurations, as well as assisting application engineers
when generating configurations. However, tools fail to pro-
vide good support for these activities and generally focus on
a basic generation of a configuration by selecting features
from the variability model.

— Generation of configurations. Although all tools allow
generating a configuration by selecting a set of features,
only and Glencoe provide automatic
derivation of features due to the cross-tree constraints.
Regarding the enumeration of configurations, generating
all configurations of a large model is infeasible for any
tool nowadays. For instance, using the Choco solver [82]
integrated in Clafer, it takes 1 hour to generate 13e6
configurations from a total of 5.72e24 (calculated with

), requiring more than a billion years to
generate all configurations. FeatureIDE, in addition,
can generate the associated code of all the products (for
small FMs).

— Sampling configurations. Only Clafer and
FeatureIDE allow to sample a specific number of
configurations, but the process is not completely ran-
dom [36].

— Optimization of configurations. None of the selected
tools provide specific good support for finding optimal
configurations (based on NFPs) in FMs. Clafer, with
its ClaferMOO module, provides a multi-objective opti-
mization mode, but this implies to use another kind of
model not related to the Clafer’s variability model.
FeatureIDE, with the use of plugins, allows a com-
plete configuration based on the optimization of NFPs
and historical data [102].

— Interactive configuration process. The support to man-
age partial configurations and step-by-step configura-
tions varies a lot among tools. provides
validation and statistics of partial configurations and also
automatic derivation of features and auto-completion of
the configuration with fewer features or the configura-
tion with more features. This is done through an online
step-by-step configuration assistant. Glencoe allows
generating partial configurations by assisting the user
with colors over the feature diagram as the user selects
the desired features, including the automatic derivation of
features due to the cross-tree constraints. Clafer allows
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generating complete configurations from a partial one
thanks to its instantiation process based on constraint def-
inition. FeatureIDE and pure: :variants allow
generating partial configurations and calculate the num-
ber of valid configurations from those partial configura-
tions. FeatureIDE also integrates a visual guide for
product configuration [103] that assists the user with col-
ors over the feature diagram and recommendations as the
user selects the desired features with auto-completion of
the configuration, including the automatic derivation of
features due to the cross-tree constraints.

Discussion. Although existing tools provide good sup-
port for the RA phase, there are some activities that are not
properly covered. Firstly, none of the tools allows generat-
ing all configurations efficiently for large variability models
(103 configurations) like the ones used in some domains
(e.g., operating systems). Secondly, existing tools are able
to calculate the number of configurations but without taking
into account advanced characteristics like variable features
or clonable features, which considerably increments the
total number of configurations. Finally, the support provided
by the analyzed tools to generate optimal configurations
of products based on some criteria like NFPs [104] is
not straightforward. Thus, it is necessary to use additional
plugins, such as the ClaferMOO module for Clafer, or
external tools such as SPLConqueror [105] in combination
with FeatureIDE for the analysis of colossal feature
models considering sampling and optimization of configura-
tions (e.g., analysis of NFPs). The extension mechanism of
FeatureIDE, based on plugins, and the provided API allow
applying specific optimization techniques (e.g., evolutionary
algorithms), additional formalizations of the FMs such as
CNF [106], or the use of advanced SAT solvers [107,108].
Most of these applications have been developed as part of
a research work and are available as evaluation or proof of
concept artifacts. They still require to be properly integrated
in a main release of a tool like FeatureIDE to make them
widely available to the SPL community.

5.3.3 Domain implementation (DI) phase

This phase focuses on the implementation of the SPL vari-
able and common artifacts (e.g., models and code). Only
FeatureIDE, pure: :variants and vEXgine cover
this phase. While FeatureIDE and pure::variants
are tools based on the Eclipse IDE and provide all the nec-
essary support to implement an SPL (i.e., project and file
manager, integrated editors, etc.), vEXgine offers a stand-
alone application to resolve the variability in the models
provided by its interface, but this is the unique tool that pro-
vides support for CVL.

Variability implementation. Several variability imple-
mentation techniques have been widely studied in the
SPL [9], and most of them have been successfully incor-
porated into the analyzed tools.

— Composition-based approach. FeatureIDE pro-
vides good support for different variability approaches.
Concretely, it supports feature-oriented programming
using the FeatureHouse approach or AHEAD and aspect-
oriented programming with Aspect], among others
[109]. Furthermore, FeatureIDE offers a plugin-based
mechanism to incorporate any other approach into the
IDE. pure: :variants provides its own variation
points system which is also compatible with multi-
ple approaches such as Aspect-Oriented Programming
(e.g., Aspect] and AspectC++). vEXgine provides a
complete set of variation points with associated model
transformations to resolve the variability following an
orthogonal approach [87]. For example, it defines an
“object existence” variation point to determine the exis-
tence or absence of an artifact in the SPL.

— Annotation-based approach FeatureIDE provides
support for specific annotation-based approaches like
Antenna (Java comments), Colligens (C preprocessor),
or Munge (Android). pure: :variants in contrast,
support annotations for different generic languages (e.g.,
Java, JavaScript, C++). vEXgine does not provide
support for annotations by default, because it is a
composition-based tool, but annotations can be supported
by extending it in a combined approach (see below).

— Combined approach Neither in FeatureIDE nor in
pure: :variants, it is possible to combine differ-
ent approaches in different parts of the application (e.g.,
annotations and AHEAD). Actually, only the combina-
tion of FeatureHouse with Java and Aspect] is supported
in FeatureIDE. In vEXgine, it is possible to use and
combine different variability mechanisms (composition
and annotations) [19], but the resolution of that variability
must be delegated to an external engine [87].

Artifacts implementation. Artifacts can be implemented
at different abstraction levels, from elements in software
architectures and design models to pieces of code, functions,
or resource files. Moreover, a product usually is composed by
artifacts defined in different languages. In general, the tools
analyzed provide good support for defining and/or managing
the product’s artifacts.

— High abstraction level. pure::variants and
vEXgine offer the best support for working at the archi-
tectural and design levels. However,
pure:: variants requires the commercial version
to manage high abstract models (e.g., UML), while
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vEXgine requires to define the appropriate model trans-
formations, although it supports any Meta-Object Facility
(MOF)-compliant model [87]. FeatureIDE offers the
possibility of combining FeatureHouse and UML, but
actually, this integration is not completely operable.

— Low abstraction level. FeatureIDE and
pure::variants work by default at the code level
providing good support for implementing the SPL arti-
facts (as discussed for the composition and annotation-
based approaches). In contrast, vEXgine needs specific
extensions to work at the code level [19].

— Multi-language artifacts. vEXgine is completely
independent of the language used to implement the arti-
facts at the architectural or code level. FeatureIDE
andpure: :variants support multiple programming
languages, but it is not easy to combine them in the same
project.

Discussion. FeatureIDE andpure: :variants are
excellent tools to build the artifacts of an SPL from scratch,
but it is very difficult to apply the variability mechanisms
(e.g., AOP, FOP) to existing third party libraries. Pure: :
variants also allows extracting variability from source
code, but most of the advanced options of
pure::variants are only available in the commercial
version [86]. Moreover, no tool supports an effective vari-
ability mechanism to be applied over several languages (Java,
Python, JavaScript) in the same project.

5.3.4 Product derivation (PD) phase

Variability resolution and product derivation are achieved
only with the tools analyzed that cover this phase (i.e.,
FeatureIDE, pure::variants, and vEXgine),
although these tools present some limitations in the man-
agement of products after their generation.

Variability resolution. This includes generating the final
product (by resolving the variability of the artifacts accord-
ing to the selection of features made in the RA phase) and
validating the generated product.

— Product derivation. All the three tools (FeatureIDE,
pure: :variants, and vEXgine) can resolve the
variability specified in FMs over SPL artifacts to gen-
erate a final product.

— Product evaluation. The code resulting from the prod-
ucts  generated with FeatureIDE and
pure::variants can be directly compiled and val-
idated. In contrast, in vEXgine, the user needs to
manually verify if the generated models are valid and
conform to the associated metamodel.
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Product management. When a final product is generated,
it can be incorporated within another product (e.g., in the case
of subsystems) by applying some combination mechanism
(weaving or MultiPL). In addition, the traceability of features
and the propagation of changes in the final products when the
requirements change or domain artifacts evolve need to be
considered.

— Weaving or composition of products. Only vEXgine
provides complete support for weaving products by
defining custom model transformations [25]. The flex-
ibility of pure: :variants allows integrating other
tools like Git to partially support mixing variants [110].
FeatureIDE does not support explicit weaving of
final products but integrates the VELVET approach [41]
for MultiPL, which may be used to weave the products,
although this is a prototype and in this case the product
derivation is not fully operable.

— Traceability of features. FeatureIDE provides sev-
eral mechanisms that facilitate tracing features such as
feature colors, naming, or virtual separation of con-
cerns[111]. Inpure: :variants,its family model [80]
allows describing the variable architecture/code and con-
necting it to the FM via appropriate rules. vEXgine
allows connecting the features of the FMs directly with
the artifacts of the SPL through explicit references to the
variation points, but the final product does not contain
this information.

— Evolution changes. The support for propagating changes
in the variability model to the existing configurations
exists but is limited. FeatureIDE does not provide
explicit support for evolution, and the products need to
be generated again after changes in the SPL artifacts.
In pure: :variants, the source code of the product,
variants can be evolved by using merge operations from
Git [110,112]. vEXgine can evolve the deployed arti-
facts with the help of specific model transformations and
evolution algorithms [55,113], but the effort of defining
those transformations is considerable.

Discussion. Variability resolution and product deriva-
tion are achieved by all the analyzed tools. A limitation
in FeatureIDE is that only one composer (e.g., Fea-
tureHouse, annotations) can be selected for an SPL appli-
cation, and thus, the combination of different approaches
requires building and integrating a custom composer within
FeatureIDE. Apart from resolving the variability and
generating the final products, existing tools have not paid
special attention to advanced activities such as weaving
or evolution. However, those activities could be incorpo-
rated into some tools thanks to their extension mecha-
nisms, such as the possibility of defining new composers in
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FeatureIDE [85] or the custom engines and model trans-
formations of vEXgine [87].

Conclusions and lessons learned from RQ3: While
most of the tools analyzed provide full support for basic
variability modeling, they present several limitations
when dealing with more complex variability require-
ments. For example, SPLOT, Glencoe, and FeatureIDE
are recommended tools for modeling variability, but they
do not support advanced variability characteristics. In
contrast, Clafer and pure::variants, which provide sup-
port for advanced variability characteristics, implement
such support differently. Practitioners should be aware
of what kind of support they need for their projects.
In addition, the support for advanced SPL activities
such as sampling configurations or optimization of con-
figurations is scarce due to the difficulty of managing
and dealing with large feature models and configuration
spaces. Here, Clafer offers the best support.

Our analysis helps SPL users choose the tool that
provides the best support according to the variability
characteristics they need to model and the activities they
need to carry out within an SPL. Moreover, tool devel-
opers can benefit from this analysis to focus on those
activities that require better support.

6 SPL tools road map

This section answers our fourth research question:

RQ4: Is it possible to carry out an SPL process, which
includes the SPL activities and characteristics iden-
tified in the case studies analyzed, with the existing
tool support? Rationale: Even though the analyzed
tools support some of the identified SPL activities
and characteristics, not all tools provide support for
the same activities and characteristics or in the same
way, as demonstrated in Sect. 5. Moreover, the usage
of a unique tool in isolation is not enough to support
the complete process of an SPL that includes the four
phases: DA, RA, DI, and PD, and thus, to support an
SPL process completely, more than one tool needs to
be employed depending on the specific requirements
of the user. We would like to know if a complete SPL
process, including its four phases (DA, RA, DI, and
PD), can be performed with the existing tools provid-
ing support for the different activities of those phases.

To answer RQ4, based on the analysis in the previous sec-
tion, we define some practical road map to completely carry
out an SPL process with the existing tool support (Figure 5).

The road map!> defined in Figure 5 shows, for each phase
and activity of the SPL, the recommended tool to be used.
For example, the road map defined with FeatureIDE and
pure::variants allow carrying out a complete SPL
approach, covering all the activities of an SPL process and
generating a final product. However, the limitations of these
tools, as evidenced in Sect. 5, make them not suitable for com-
plex domains, such as robotics or video systems, that demand
advanced SPL characteristics such as clonable features, bind-
ing modes, multi-dimensional variability, managing large
models, or dealing with NFPs.

To partly solve these issues, SPL users can combine some
of the tools or integrate them. Following with our road map
(Figure 5), the possible combinations are represented by the
sequence flow that connects each activity of the SPL and are
tagged with the tool that provides support for that activity.
When we are only interested in analyzing the SPL variability,
we can opt to use only Glencoe (for basic variability mod-
eling) or FAMA (for extended variability modeling) that are
the tools with the best support for automated reasoning. When
we need to generate a specific configuration (or a partial one)
based on the requirements of the application,
and Glencoe offer an excellent online service for feature-
based interactive configuration. When all configurations need
to be generated at the RA phase, or we need to generate a sub-
set of all the possible configurations, or we want to optimize
configurations, our best option is Clafer. For implement-
ing the reusable artifacts of the SPL from scratch, that is,
following a proactive and/or reactive approach to develop
an SPL [114], FeatureIDE and pure: :variants are
the recommendable choices because they allow using several
languages and variability approaches (FOP, AOP, annota-
tions). For an extractive approach where the user starts with
a collection of existing products [114], pure: : variants
with its family model, which connects the existing artifacts
with the FM, and vEXgine, which follows an orthogonal
approach to define the variability [19], are good choices.
For those domains (e.g., web engineering) in which appli-
cations require the combination of more than one different
approach, users will need to implement specific composers to
perform the combination work, like a new composer plugin
for FeatureIDE. In this sense, vEXgine provides great
flexibility because it is designed to be extensible by means of
model transformations. Finally, to deal with variability mod-
els at the architectural level, pure: :variants isthe most
mature tool, with the only drawback that the commercial ver-
sion of the tool is required [86]. Also, vEXgine provides
excellent support for resolving the variability of architectural
models, but in this case the downside is that users need to

15 We use the Business Process Model and Notation (BPMN) to repre-
sent the road map.
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Fig.5 Road map with the recommended tools for each phase and activity of an SPL

have some expertise in Model-Driven Engineering to define
the appropriate model transformations.

We illustrate the usage of our road map with the fol-
lowing interoperability scenario. Let us suppose that a user
Joseph needs to model the variability of an edge comput-
ing application [115], analyze its variability, and sample
some valid configurations that optimize the system’s per-
formance to generate the final product. He decides to use the

tool to specify the variability model using
an online and easy-to-use web application. To automatically
reason about the system’s variability, the user exports the
variability model into the FAMA tool, which provides good
support for validity checking and finding inconsistencies.
However, he realizes that none of these tools support all
the variability characteristics required by the edge comput-
ing domain. As the other domains analyzed in Sect. 3, edge
computing applications require the modeling of numerical
features, clonable features, and complex cross-tree con-
straints involving some numerical values. To work with that
“extra variability,” the user exports its model to the Clafer
tool, which allows modeling the numerical features and opti-
mizing a configuration sample. Knowing the configurations
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that will be deployed, the SPL user needs to implement the
variable artifacts and resolve the variability according to
those configurations to generate the final product. To do that,
he exports its model again to the FeatureIDE tool and
implements the artifacts using the high diversity of variabil-
ity implementation techniques offered by FeatureIDE.
Finally, with the configurations previously identified, he gen-
erates the final products also using FeatureIDE. This chain
of tools is possible because all these tools use interchange-
able formats easy to import and export. FeatureIDE,
FAMA, and Clafer support importing SXFM models from

Similarly, Glencoe allows exporting the
models to several formats (DIMACS, SPASS, v.control...)
including the format used by pure: : variants. To cover
some of the possible connections in the road map (e.g., con-
nect and clafer), we have implemented
the necessary scripts and algorithms, which are available
online.'®

16 https://github.com/jmhorcas/SPLE-Empirical Analysis.
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Conclusions and lessons learned from RQ4: Exist-
ing tools support the complete process of SPL but with
many limitations when dealing with complex variabil-
ity requirements, demanding the usage of more than
one tool. Concretely, for the DA phase, Clafer and
pure::variants are the tools supporting more advanced
mechanisms to model variability. However, for the RA
phase, Glencoe and FAMA provide better support for
automatic reasoning on those models, even though
they do not support the advanced variability mecha-
nisms completely. In the RA phase, Clafer can also be
used for specific analysis operations such as the enu-
meration, sampling, and optimization of configurations
despite its poor performance. Finally, FeatureIDE and
pure::variants are the most appropriate tools for the DI
and PD phases to support the implementation and reso-
lution of the variability and the subsequent generation of
the final product. Our road map will help SPL engineers
to be aware of which tools can be used in isolation or
in combination when a single tool does not support the
complete SPL process.

7 Threats to validity

This section discusses the threats to validity of our study
[116]:

Internal validity. An internal validity concern is the relia-
bility of the experiments to check the functionality fulfillment
of tools.

Functionality fulfillment. The functionality and character-
istics analyzed vary among the tools. For example, clonable
features are implemented differently in each tool. Literature
reviews about tools usually study the support of functional-
ities as a primary goal. However, the goal of this paper is
verifying how the tools satisfy the requirements in which we
are interested to carry out a complex SPL process instead
of reviewing all the available functionalities provided by the
tools.

External validity. An external validity concerns the gen-
eralization of the SPL and variability requirements to others
case studies and domains, beyond those discussed in Sect. 3.

Generalization of the requirements. We have especially
looked for case studies that pose the most challenging
requirements in the context of SPLs and variability mod-
eling. We have analyzed a sample of 20 case studies in six
different domains. We consider that this sample is represen-
tative enough, and indeed there are many more case studies
and domains that share the same requirements, for exam-
ple, some of the case studies in the ESPLA catalog [117].
We believe that our analysis of case studies is representa-
tive for the domains. We also conjecture that case studies in

other related domains, especially the current trending topic
domains, such as Internet of Things (IoT), Cyber-Physical
Systems, Edge Computing, and web engineering, will share
many characteristics and requirements with the studied sys-
tems.

Construct validity. Construct validity relates to the com-
pleteness of our study, as well as any potential bias.

Important tools missing in the state of the art. The search
for the tools information was conducted in several SLRs,
proceedings of the most relevant conferences in SPL (e.g.,
SPLC) and variability (e.g., VaMoS), as well as in web search
engines, and it was gathered through a data extraction form.
We believe that we do not have omitted any relevant tools.
However, since new tools are constantly appearing and evolv-
ing, we encourage SPL researchers to fill the information
about any missing or new SPL tools in our form so that we
can include them and continuously extend our study.

Tools selection for analysis. The defined inclusion and
exclusion criteria to select the tools for our analysis can
exclude some relevant tools (e.g., Gears). Our criteria focus
especially on the availability and usability of the tools that
we consider the first obstacle for an advanced analysis of the
tools. Therefore, we did not consider for our detailed analysis
those tools that are not available to be directly downloaded,
require to pay a license, or have inadequate documentation
because those tools cannot be analyzed before acquiring them
(case of industrial tools) or require continuously contacting
the developers to solve issues or errors when using the tools
(case of obsoleted and not available tools). A threat to valid-
ity is that, for those tools that were not able to be installed or
had some errors or lack of documentation that prevented us
from testing them, we decided not to contact the authors for
help, since we consider that regular users often do not make
sO.

Biased judgment selection and analysis. As the researchers
involved in this study are active in the SPL research area, a
validity problem could be the author’s bias in the selection
process of studies and tools. Regarding the sampling of case
studies, authors have been working for years to contribute
to the improvement in convenience modeling languages due
to the shortcomings they have in modeling certain character-
istics. Part of our previous work Horcas et al. [24] and the
limitations found were the starting point for the detailed study
that has been conducted in this article. In fact, the specific
case study presented in Horcas et al. [24], WeaFQAs, was
not considered in the sample because it represents a cross-
cutting domain (e.g., quality attributes), and no other case
studies were found in that domain in the pool of 477 articles.
Finally, only 2 of the 20 studies analyzed were published by
the authors of this article. Regarding the tool selection, the
authors of this article have produced several tools in SPL
(e.g., vVEXgine, HADAS, Hydra, AO-ADL). Only vEXgine
passed our inclusion/exclusion criteria and was considered
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to be further analyzed. In addition, the decision to include
vEXgine over other similar tools is threefold: (1) actually,
it is the only available tool to provide support for CVL
models [87]; (2) it is one of the few tools that work at the
architectural level; and (3) it is very flexible to be extended or
integrated within any other tool or approach. Despite those
benefits, vEXgine also presents some limitations as discussed
in Sect. 5.

Conclusion validity. Conclusion validity relates to the
reliability and robustness of our results.

Interpretation of the analysis results. A potential threat
to conclusion validity is the interpretation of the results
extracted from the analyzed tools. It was not always obvious
to state from the empirical experiments if the tools satisfy the
exposed requirements completely or partially. To ensure the
validity of our results, apart from the empirical experiments,
we analyzed multiple data sources (e.g., tool documentation,
reference papers, technical reports...). Moreover, the exper-
iments were carried out at least by two primary authors that
acted as reviewers of the results reported by the others. Con-
sidering alarger number of evaluators might have contributed
to a more extensive experimentation and a higher precision
of the results. These external researchers would have helped
to cross-check our results.

8 Related work

SPL phases and activities have been widely studied by
researchers, but unfortunately, there are few empirical stud-
ies covering the use of those SPL activities in practice with
the existing tool support.

8.1 SPL phases and activities

Multiple reviews and surveys have been published cover-
ing different aspects of SPL engineering, such as the level
of alignment in the topics covered by academia and indus-
try [20], the level of tool support [118], or the most researched
topics in SPL [6,56]. These studies help to identify the phases
and activities of SPL engineering that deserve more attention
in the SPL community. For instance, the survey by Rabiser
et al. [6] states that architecting (i.e., working at the architec-
tural level) is the dominating SPL topic, covered by 38% of
surveyed papers.

Other studies focus on specific phases of the SPL. For
example, Schobbens et al. [34] survey the different lan-
guages and notations for variability modeling, while Berger
et al. [20] address the use of variability modeling notations,
the scalability of industrial models, and SPL tools in indus-
try, and Benavides [10] focuses on the modeling and analysis
of variability and, in particular, on the automated reason-
ing on feature models [47], imposing new challenges to
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the existing development and analysis activities, as well as
on the tool support. The automatic configuration of prod-
ucts has been widely studied in multiple works, from works
covering the optimization and trade-off of NFPs [105] or
modeling performance of highly configurable systems [119],
to surveys and systematic literature reviews focused on semi-
automatic configuration of extended product lines [120],
which include scalability and performance concerns [77].
Covering the domain implementation phase, Apel et al. [9]
explain in detail well-known variability implementation tech-
niques (e.g., components and services, preprocessors, design
patterns, feature-oriented programming, aspect-oriented pro-
gramming, virtual separation of concerns, etc.). They also list
tools that provide support for those techniques as well as for
other activities, such as mapping features or traceability, but
without further details, in contrast to our deep analysis in
Sect. 5.

8.2 SPL requirements

Regarding the requirements of SPLs, most of the research
literature on SPL usually provides only small examples [9],
and thus, tools are usually built to support specific case stud-
ies or toy applications. While no work studies the practical
support of the existing tools for case studies [121], we have
presented in Sect. 3 a sample of 20 case studies with com-
plex requirements for SPL as motivation for the analysis of
the tools.

8.3 SPL tools analysis

Few works study the tool support for the SPL phases
and activities [8,21-23,118]. They are systematic literature
reviews, mapping studies, or surveys that are normally done
only from the perspective of the documentation found for
each tool and the characteristics listed and discussed in that
documentation. In addition, most of the details about the
tools are covered in gray literature, thesis, and websites, that
are not usually considered as primary studies in SLRs. For
example, Bashroush et al. [8] study general characteristics
of SPL tools, such as the technology used in its implementa-
tion, or the notation (graphical or textual) used for variability
modeling. Other similar but older studies are presented by
Pereira et al. [22] and by Lisboa et al. [23]. In particular,
there are also some other works analyzing directly SPL tools
by testing their usability and applicability [18,122], but these
works consider only two tools to be analyzed. A more recent
work [21] presents a systematic mapping study with more
than a hundred of variability tools and up to 11 capabilities
that are missed by the industry in those tools. In contrast to
our study, where we provide a deep analysis of how each tool
supports different variability characteristics, Allian et al. [21]
analyze the tools by conducting a survey with practitioners
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from the industry to analyze the missing capabilities. More-
over, some of the capabilities are common to any type of
tools and not specific to SPL, such as collaborative support,
scalability, or integration with testing tools.

However, these kinds of studies are not enough to select
the most appropriate tool to provide support for an SPL pro-
cess. This is because only information about the high-level
phases covered by each tool is provided, omitting the details
about the specific topics covered in each phase. Moreover,
the information is extracted from the tool documentation or
a reference paper, and thus, these studies become outdated
very soon because, in most of the cases, they are not trying
directly with the tools, downloading, installing, and execut-
ing the tools or even checking their online availability—i.e.,
many of the tools included in existing studies are not avail-
able at all. There are even tools referenced in these papers
that have never been implemented [22]. Commercial tools
like Gears [123] and pure: :variants [86] present the
additional problem of the intellectual property protection of
their technical details [8].

9 Conclusions and future work

We have presented a state of the art of the tools for SPL,
focusing on their availability and usability. Based on this
study, we have later empirically analyzed the most usable
tools to check out the existence of enough mature tool support
to cover the current variability and SPL requirements of case
studies in different domains. We have also defined a road
map of the recommended tools to partially or completely
support SPL activities, from the variability modeling until
the product derivation phase.

The conclusion is that we need an integrated approach with
appropriate tool support that covers all activities/phases that
are normally performed in complex SPLs. The main char-
acteristics that the tools should support are: (1) modeling
the variability of complex features (e.g., clonable features,
variable features, composite features), (2) flexibility in the
analysis of large feature models considering sampling and
optimization of configurations (e.g., analysis of NFPs), and
(3) combination of multiple variability approaches (FOP,
AOP, annotations) since only a variability approach (e.g.,
FOP) is not enough for some domains like cyber-physical
systems or robotics that could greatly benefit from the use of
SPLs. Therefore, with the existing tool support, it is possi-
ble to carry out a simple SPL process, but the tools present
several limitations when dealing with complex SPLs.

As future work, we plan to continue our study to incor-
porate updated or new tools that could appear and that can
be integrated into our road map.!” In parallel, we plan to

17 https://github.com/jmhorcas/SPLE-Empirical Analysis.

provide support for advanced variability modeling charac-
teristics either by integrating them into existing tools or by
developing new tools if needed. This will allow completing
and improving the presented road map and interconnect the
existing tools.
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