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Algebraic framework for outage information
management in distribution networks

M. Rodrı́guez-Montañés, J. A. Rosendo-Macı́as, Senior Member, IEEE, A. Gómez-Expósito, Fellow, IEEE, and
G. Tévar

Abstract—During faulty conditions, a sustained and heteroge-
neous stream of information, coming mainly from field signaling
devices and customer calls, arrives at the Distribution Manage-
ment System. This data should be promptly and systematically
processed so that the faulted section can be isolated and service
restored to customers as soon as possible. This paper presents a
matrix-based framework allowing the status of the distribution
grid and associated protection, signaling and switching devices
to be compactly modeled and tracked. By means of algebraic
expressions, the proposed information management system can
infer the existence of a blackout (loss of load) and assist
the operator in decision making during the identification and
isolation of the affected areas. The proposed framework considers
the potential presence of embedded distributed generation. With
the help of both a tutorial system and a real-life case study,
application examples are discussed to illustrate the potential of
the proposed methodology.

Index Terms—Service interruption, Distribution Management
System, Fault location, Reliability management

I. NOTATION

A. Static information
N Set of nodes in the functional graph (G),

comprising five categories of components,
{P,D,G,L,Z}

P Subset of N with protection functionality
Ps Subset of P with signaling capability
Pr Subset of P with reclosing capability
D Subset of N with fault-detection functionality
Do Subset of D with directional fault-detection

capability
G Subset of N representing distributed generation
L Subset of N representing (passive) loads
W Subset of N with sectionalizing (switching)

functionality
Z Subset of N representing impedance-type ele-

ments

Vector arrays N , P , Ps, Pr, D, Do, G, L, W and Z
binary encode the respective sets in callygraphic symbol.

B. Dynamic information
Π Subset of Ps with trigger evidence
∆ Subset of D with meaningful signal, either down-

stream, ∆d, or upstream, ∆u

Λ Subset of L with service interruption evidence,
either off, Λoff , or on, Λon

Σ Set of all the available signals, {Π,∆,Λ}

M. Rodrı́guez-Montañés and G. Tévar are with Endesa, Spain; J. A.
Rosendo-Macı́as and A. Gómez-Expósito are with the Department of Electri-
cal Engineering, University of Seville, Spain.

Vector arrays Π, ∆ and Λ encode the respective sets
Π , ∆, Λ.

C. Inferred knowledge
Fx Subset of N whose failure is

compatible with the dynamic signal set x ∈ Σ
Tx Subset of P whose triggering decision is

compatible with the dynamic signal set x ∈ Σ
U Subset of P whose triggering decision is

not compatible with available information

Vector arrays Fx, Tx and U encode the respective sets
Fx, Tx and U .

D. Functions, matrices and operators
diag Matlab-like function that returns a square diagonal

matrix with the elements of a vector array
nnz Function that returns the number of non-zero ele-

ments in an array
I Identity matrix
S Successors or Path matrix of graph G
C Boolean matrix linking each node in N (columns)

with the protection device in P (rows) that clears
a fault on the component represented by that node

r Vector with the expected failure rates of the com-
ponents represented by the nodes in N

◦ Hadamard (element-wise) product of matrices
\ Symbol for set subtraction

[·]ix i-th row of a matrix

II. INTRODUCTION

In order to keep reliability indices (such as SAIFI/SAIDI)
within legally binding limits, any customer service interruption
originated by a permanent fault in the distribution system must
be detected by the Distribution Management System (DMS)
as quickly as possible. This is straightforward if the fault is
cleared by the circuit breaker (CB) located at the head of
the MV feeder, whose status is continuously monitored at
the DMS, but is far from trivial for instance in case of a
hidden conductor breakdown or fuse tripping. In many cases,
the service interruption can only be detected when customers
complaint calls are received.

Once the existence of a permanent fault is confirmed, the
DMS operator launches a systematic procedure, in coordina-
tion with the mobile maintenance teams, in order to isolate
the faulted zone and restore the service to as many customers
as possible. This is achieved through adjacent healthy feeders
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with spare capacity [1] or, if the opportunity arises, by resort-
ing to embedded distributed generation [2], [3]. The restoration
process requires that the underlying circuit connectivity (static
information) be known in advance and that the stream of
alarms, tripping signals, customer calls and other evidence
received in real time (dynamic information) be duly processed
[4].

In the upcoming smart grid paradigm [5], the amount of
information received from distribution automation devices,
distributed generators, customers meters and calls, etc. will
be overwhelming. Therefore, more sophisticated procedures
should be developed in order to efficiently and reliably distill
valuable knowledge from the stream of data arriving from the
field. As the fault isolation and restoration processes cannot
be fully automated, accurate and updated knowledge about
the true status of the whole set of network components will be
indispensable to assist the DMS operator in informed decision
making.

In [6], [7] Artificial Neural Networks are applied to the
determination of reliability indices for distribution systems.
State enumeration methods are applied in [8] to compute the
expected frequency and duration of faults in radial networks,
while the same approach is adopted in [9] to determine
the optimal location of switching elements so as to keep
reliability indices under control. In [10], graph theoretic tools
in combination with load flow solutions are used to assess the
impact of remotely operated switching devices on restoration
sequences and resulting quality indices. In [11], graph-based
search and state enumeration techniques are combined to
obtain reliability indices and to choose suitable ways of
enhancing those indices. In [12], Monte Carlo simulation is
adopted to evaluate the impact of distribution automation on
reliability indices. Closed-form expressions for the reliability
indices in radial networks are developed in [13]. In [14], a
real-time methodology for operative configuration inference
is presented based on power flow analysis and fuzzy logic
techniques. Most works base their analysis on the availability
of expected failure rates [15], [16] and characteristic duration
of individual tasks [17], [18].

The methodology presented in this work relies on the so-
called functional graph, an extension of the customary elec-
trical graph explicitly considering all the protection, detection
and switching elements involved in MV distribution systems.
Characteristic matrices and arrays are built allowing algebraic
expressions to be applied from which the existence of a
service interruption, along with its most likely geographical
extent, can be systematically inferred from existing evidence.
The main goal is to help and guide the DMS operator in
decision making during the fault detection and isolation stages.
The proposed matrix-based framework can be applied also
to other related problems, such as computation of reliability
indices, optimal placement of devices to improve reliability
[19], service restoration or maintenance teams scheduling,
which are out of the scope of a single paper.

III. OUTAGE MANAGEMENT BACKGROUND: INFORMATION
SOURCES AND MAJOR STAGES

A. Static information: network structure

Even though MV distribution systems are structurally
meshed, they are radially operated with the help of strategi-
cally located normally-open switches. This way, every system
is characterized by a preferred configuration of radial feed-
ers, determined during the planning stage, which is seldom
changed. Only for maintenance or repairing tasks is the default
configuration modified, which is then returned to the initial
state whenever possible.

In this work, the preferred radial configuration is assumed
to be the initial (healthy) state for every feeder of interest,
before any alarm or evidence of fault is received at the DMS.
In the sequel, only a single MV feeder will be considered,
as the analysis could be applied in a decoupled fashion to
other feeders, if necessary. The following static information is
available for a given feeder:

• Electrical connectivity (one-line diagram), showing how
every secondary substation (SS) is fed from the busbars
of the primary substation through feeder sections [20].
In turn, each SS aggregates the set of LV customers
downstream [21] and the embedded distributed generators
(DG) in case of prosumers [22], [23], whose operating
status is known. Service interruption affecting a SS neces-
sarily implies a blackout for the associated LV customers
[13].

• The location, role and operating status of every protection
device (PD), fault passage detector (FPD) and switching
device (SD).

• Failure rate (expected value) for every network compo-
nent, obtained from historic records [24], [25].

B. Dynamic information

1) Protection and fault detection signalling: Upon the
occurrence of a fault, the involved PD may, or may not
depending on the type, inform the DMS that it has issued a
triggering signal [26]. In this work, it will be assumed that all
PDs along a radial feeder are duly coordinated so that the fault
is cleared only by the closest PD located upstream [27]. It is
also assumed that DGs get disconnected in islanded mode, i.e.
when the feeder is disconnected from the primary system. The
PD can additionally be equipped with the automatic reclosing
capability, by which a delayed circuit breaker closing is issued
aimed at avoiding permanent interruption of service in case of
temporary faults [28].

In addition to PDs, with capability to detect and clear
fault currents, FPD are being also deployed to speed up the
identification of faulted components [29]. In absence of DG,
FPD will detect and signal only downstream faults. However,
an operational DG located downstream the FPD can contribute
to the current of a fault located upstream the FPD. In this work,
a DG is considered as non operational and, thus, excluded
from G, when it is out of service, disconnected, or not able
to contribute enough fault current to be detected by any FPD
(e.g., in case of low solar irradiance for PV generation). More
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sophisticated FPD can be directional, which means that they
inform whether the fault is upstream or downstream.

Any other monitoring device which can remotely provide
information on the occurrence and value of a fault current,
such as micro-PMUs [30], could be also handled as a direc-
tional FPD.

2) Customer feedback: Note that some PDs, such as fuses,
do not inform the DMS. Therefore, a fault with loss of load
may still exist even in absence of signals from PDs or FPDs.
In those cases, the only way for the operator to be aware
of a fault is through customer calls. Moreover, during the
identification phase, the operator may call back some selected
customers to check if the interruption of service persists. With
the advent of smart meters, this can be done more quickly and
reliably by directly polling those devices through the available
communication links [31].

C. Extracting knowledge from upcoming information

In absence of any evidence (signals, alarms or customer
calls), it is assumed that there is no service interruption.
Otherwise, a process begins comprising the following major
stages:

• Make sure that the fault is permanent. In case of a
customer call, it is important to discard in-house faults.
Reciprocally, customers can be contacted to fully confirm
the loss of load.

• Once the permanent fault is confirmed, the operator must
narrow as much as possible the suspected area, based on
the upcoming information [17], [32].

• If the available information is not sufficient to uniquely
identify the faulted section or component, then the oper-
ator must lead and coordinate a lengthy and costly trial-
and-error identification process, mostly based on one or
several mobile teams locally operating the sectionalizing
switches. In this process, the operator should duly balance
the benefits of a given switching action, in terms of the
new knowledge potentially gained, against its cost (e.g.
switch wear and tear) and duration, keeping always in
mind the whole sequence of actions.

• Eventually, the faulted zone is identified and isolated, and
the service is restored through alternative adjacent paths.

The first three stages will be illustrated in section V.

IV. ALGEBRAIC METHODOLOGY FOR INFORMATION
PROCESSING

A. Functional graph of a MV radial feeder

In this work, a functional oriented graph G = {N , E} is
adopted, comprising all relevant components (branch sections,
network devices or SS) of the MV radial feeder. Each node
ni ∈ N refers to a unique component, out of n, whereas
(ni, nj) ∈ E if the i-th component is the immediate predeces-
sor of j in the radial structure.

Figure 1 shows the one-line diagram of a simple feeder
where each number represents a node (n = 25). Nodes
{2, 3, 5, 7, 10, 13, 15, 18, 21, 24} correspond to line sections,
{1, 4} refer to CBs (PDs with reclosing capability), {6} is

a FPD, {12, 23} are fuses (PDs without signaling or reclosing
capability), {9, 11, 17, 20} are SD, {14, 16, 19, 22, 25} are SS
(loads) with passive customers connected to, and node {8}
represents a DG directly connected to the MV grid.

SS
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switch ~

B B
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Fig. 1. One-line diagram of the tutorial example

The reader is referred to the nomenclature section where
relevant subsets of N are introduced. Primary distribution
substations are usually equipped with an automatic CB at the
head of each feeder, with signaling and reclosing capabilities,
which means that this component (n1 in the example) belongs
to both Ps and Pr. Table I presents the elements of the subsets
of N for the tutorial example.

TABLE I
SUBSETS OF THE WHOLE SET OF NODES N

Subset Node
L 14,16,19,22,25
G 8
P 1,4,12,23

Ps ⊆ P 1
Pr ⊆ P 1,4

D 6
Do ⊆ D 6

W 9,11,17,20

The main goal in this context is to assure the continuity
of power supply from the feeder head to all SS feeding
LV customers (subset L), which is compromised when any
component unexpectedly fails and the associated PD upstream
clears the fault (note that each component is characterized by
a failure rate, ri) . Therefore, it is of paramount importance
to properly identify the relative location of each node in L
with respect to the remaining elements of N . This will be
achieved with the help of the matrices and arrays introduced
in the sequel.

B. Matrix-related data structures

For any subset of nodes X ⊆ N , an n× 1 binary array X
is defined, such that:

Xi =

{
1 if ni ∈ X
0 if ni /∈ X
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This way, N is an array composed of n ones. Note that sets
are represented with calligraphic fonts while matrix or vector
arrays are denoted with the respective latin character.

The cornerstone of the proposed method is the so-called
path matrix, defined for a tree with a given root and arbitrary
edge orientations [33]. Such matrix can be arranged in upper
triangular form provided the nodes are ordered in the right
sequence. In this work, all edges of the tree are oriented
downwards for convenience, and the resulting path matrix
will be more properly denoted as the successors matrix, S.
Accordingly, the element Sij = 1 if and only if the node
nj belongs to the subtree of G rooted at ni (i.e., nj is a
successor or descendant of ni). By definition, Sii= 1 for any
ni. Algebraically, matrix S is obtained from [33],

S = −A−1 (1)

where A is the well-known incidence matrix. In practice,
though, the non null elements of matrix S can be more ef-
ficiently obtained by applying graph-based search algorithms.

An extraction of rows and columns of S, determined by any
two subsets X ,Y ⊆ N , is defined as follows:

S (X ,Y)ij =

{
Sij if ni ∈ X and nj ∈ Y
0 otherwise (2)

which, algebraically, can be obtained from,

S (X ,Y) = diag (X) · S · diag (Y ) (3)

In addition, the n× n binary matrix C is introduced, such
that Cij = 1 when a fault at node nj ∈ N triggers the PD
node ni ∈ P . Assuming perfect coordination of all PDs, ni
is the closest node in P located upstream of nj . By applying
the expression (16) in the Appendix to the set P the following
expression for C is obtained:

Cij =

{
1 when

[
S (P,P) · (S − I)

]
ij

= 1

0 otherwise
(4)

Note that, as a PD does not clear its own fault, Sii = 0.
When a fault at node nj is cleared by the PD node ni

the service is interrupted to the subset of nodes L(j) ⊆ L,
which can be algebraically obtained as the j-th column of the
matrix [St (P,L) · C]. As [C · r]i is the tripping probability
of PD node ni ∈ P , [St (P,L) · C · r]i is the interrumption
probability of SS node ni ∈ L. Figure 2 shows, superimposed,
the binary matrices S (dots) and C (circles) for the tutorial
example. Note that there is no circle in the first column, as a
fault of the CB at the head (n1) is not cleared by any feeder
component. Table II collects, for any faulted component in the
tutorial example, the node that clears the fault and the nodes
whose service is interrupted as a consequence.

C. Knowledge extraction

Given the static data (tree graph and associated matrices S
and C, along with the sets L, G, P , Ps, Pr, D, Do, and W ,
any other information dynamically collected at the DMS must
be processed in real time to produce as much knowledge as
possible regarding the faulted zone and interrupted customers.
Each source of information is discussed below separately.

Fig. 2. Visualization of matrices S(·) and C(◦)

TABLE II
NODES INVOLVED IN EVERY POSSIBLE FAULT

Faulted node Clearing PD Interrupted SS
2,3,4,9,10,11,12, 1 14,16,19,22,25
15,16,17,18,19
5,6,7,8,20,21,22,23 4 22,25
13,14 12 14
24,25 23 25

1) Protection tripping signals: Let Π be the set of PDs
from which a tripping signal is received (if the PDs are duly
coordinated, this set is either empty or contains at most one
element). The set TΠ ⊆ P , denoting the PDs whose tripping
decision is compatible with the information provided by Π
is obtained as follows: if nnz (Π) = 1 (i.e., a field signal is
received) then TΠ = Π; otherwise TΠ = P \ Ps, which is
simply the set of PDs without signaling capability.

2) Fault passage detection signals: As stated above, both
directional (i.e., oriented) and nondirectional FPDs are con-
sidered.

In the presence of downstream DG, nondirectional FPDs
signaling provides only the evidence of a fault, but gives no
clues about its location. Therefore, useful information about
the occurrence of a downstream fault is obtained only from
oriented FPDs, or nondirectional FPDs in absence of DG
downstream, which are stored in Dd ∈ D. Algebraically, the
i-th element of Dd will be 1 when ni ∈ D and whenever,
ni ∈ Do or nnz

(
[S (D,G)]ix

)
= 0. FPDs in Dd for which

downstream fault signaling is received, are stored in ∆d.
Similarly, univocal evidence of upstream faults can only be

signaled by nodes ni ∈ Do with DG downstream, which are
stored in Du ⊆ Do. Algebraically, the i-th element of Du will
be 1 when nnz

(
[S (Do,G)]

ix

)
> 0. FPDs in Du for which

upstream fault signaling is received, are stored in ∆u.
Let F∆ ⊂ N denote the minimal set of nodes whose fault

is consistent with the information provided by ∆d and ∆u. A
node ni will belong to F∆ when the following four conditions
are simultaneously satisfied:

1) It is downstream of all nodes in ∆d:[(
St − I

)
·∆d

]
i

= nnz (∆d)

2) It is not downstream of any node in Dd which is not in
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∆d: [(
St − I

)
·
(
Dd ◦∆d

)]
i

= 0

3) It is not downstream of any node in ∆u:[
St ·∆u

]
i

= 0

4) It is simultaneously downstream of every node in Du

which is not in ∆u:[
St ·

(
Du ◦∆u

)]
i

= nnz
(
Du ◦∆u

)
The set T∆ ⊂ P contains the set of PD nodes whose tripping

is compatible with the information provided by ∆d and ∆u

(i.e., with a fault originated by a node in the set F∆). In other
words, the i-th element of T∆ will be 1 when [C · F∆]i > 0.

Table III shows, for any faulted node in the tutorial example,
the possible signals provided by PDs and FPDs, along with
the knowledge which can be algebraically extracted from this
information.

TABLE III
KNOWLEDGE EXTRACTION FROM PD AND FPD SIGNALS

Faulted node Π ∆d ∆u TΠ T∆

2,3,4,9,10,11,12,15, 1 - 6 1 1,4,12
16,17,18,19
1,5,13,14,20,21,22, - - 6 4,12,23 4,12
7,8,23,24,25 - 6 - 4,12,23 4,23
6 - - - 4,12,23 4

3) Service status of secondary substations: The nodes in
L for which its service status is certain are classified in two
subsets: Λoff (service interrupted) and Λon (in service). The
knowledge set TΛ ⊆ P contains the PD nodes whose tripping
is compatible with this information.

If the service interruption is originated by the tripping of
a PD, it must be located upstream of all nodes in Λoff .
Reciprocally, any PD located upstream of the nodes in Λon

has not originated the interruption. Therefore, the i-th element
of TΛ will be 1 when nnz

(
[S (P, Λoff )]ix

)
= nnz (Λoff ) and

nnz ([S (P, Λon)]ix) = 0.
Based on the three information sources (signals from PDs,

FPDs and customer calls), the set TΣ ⊆ P , containing the
PDs whose tripping is fully compatible with all available
information, can be algebraically obtained as follows:

TΣ = (TΠ ◦ T∆ ◦ TΛ) (5)

V. APPLICATION TO IDENTIFICATION AND ISOLATION OF
FAULTED ZONE

A. Identification of faulted status

Under normal conditions, signaling-related sets (Π , ∆d and
∆u), as well as the set of interrupted customers (Λoff ) are
empty. Figure 3 presents the proposed procedure to follow
by the DMS to determine the supply status, which can be
either the normal state, as a default initial state or after having
been recovered from a temporary fault (successful reclosing),
or a faulted state, after permanent interruption is confirmed
and bounded. The procedure initiates when service interruption

Normal status

Fault
signaling

Customer
calls

Update TΣ (5) Update TΣ (5)

Signaling analysis
Fig. (4)

Customer inquiry
Fig. (5)

Faulted status

no
no

yes yes

Fig. 3. Faulted status identification procedure

evidence comes from remote signaling devices or customer
calls, as illustrated below:

Possibility of
reclosing (6)

SAFRA

Initially
only ∆u(7)SADRA

Update TΣ (5)

U = P \ Pr U = Pr

yes

yes
no

no

yes

no

yes

no

Fig. 4. Signaling analysis module

1) Fault signaling: When a fault signal is received from
a PD or FPD, before entering the module for signaling
occurrence deduction, TΣ must be determined according to
expression (5) with updated terms. This module, illustrated in
Figure 4, shows three possible outcomes depending on the
possibility of reclosing and the sequence of signals in the
event. Those possible signals may arrive either after a first
fast attempt (SAFRA stands for this Signaling After a Fast
Reclosing Attempt), or later, after a delayed attempt (SADRA
stands for Signaling After Delayed Reclosing Attempt).

The bottom output, leading to faulted status, is achieved
either when no PD in TΣ has reclosing capability (i.e., eq. (6)
not fulfilled),

(TΣ)
t · Pr > 0 (6)

or when persistent signaling SAFRA and SADRA is received
after reclosing. In the latter case, additional knowledge can be
obtained from:

• The mere reception of SAFRA means that the tripped PD
has reclosing capability. For future use, it is convenient to
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PD tripping
compatible (8)

Any SS
selected (9)

Ask customer under
selected SS

Interrupted
supply

Update TΣ (5)

Update TΣ (5)

yes

yes

yes

no

no

no

Fig. 5. Customer inquiry module

store this information in an explicit fashion, by defining
the set U containing the PDs whose tripping is not
compatible with a permanent interruption situation, taking
into account all the additional knowledge not stored in
TΣ. In this case, U = P \ Pr.

• The possible change of SAFRA contents with respect to
the initial signaling, originated by the DG disconnection
after the initial fault event to avoid islanding, by updating
TΣ using ∆d from SAFRA, and Dd for the disconnected
DG.

The leftmost output, leading to normal state, is reached
when SAFRA is received but delayed reconnection succeeds,
giving no SADRA after the expected delayed reconnection
time.

Finally, if TΣ contains any recloser fulfilling (6), but no
SAFRA is received, then neither normal nor faulted status
can be concluded in this module, being it necessary to enter
the customer inquiry module, as shown in Figure 5. However,
some additional knowledge could still be extracted, except for
certain cases with embedded DG.

When the reclosing fails under persistent faulty conditions
and initial signaling was not only driven by DG, SAFRA
would not be feasible. Algebraically,

nnz(Π + ∆d) = 0 (7)

So, if (7) is not fulfilled, which implies that signals other than
∆u were received, SAFRA would only be missing in two
cases, a) when the tripping PD has not reclosing capability;
b) when it has, and it succeeded in the reclosing attempt. In
other words, permanent service interruption status can only
be explained by the actuation of a PD without reclosing
capability, which is an additional knowledge algebraically
expressed as U = Pr.

If TΣ contains a PD not shared with U , it is possible that the
acting PD remains permanently open. This condition implies

that
(TΣ)

t · U < nnz(TΣ) (8)

Otherwise, the recovery of supply by reconnection of the PD
is the only situation compatible with the knowledge created
so far.

As long as (8) is fulfilled, to ascertain the supply status,
it will be necessary to assess the service status of the SS
(set L), in order to confirm a service interruption with the
help of customer feedback. For this purpose, the sequence of
customers to contact can be based on recorded failure rates for
the set of components (nodes) protected by each PD. Nodes
corresponding to largest (positive) values in the vector

St (TΣ \ U ,L) · C · (r ◦ F∆) (9)

should be ranked first.
If any LV customer fed from the first SS in the priority

list confirms the service interruption, then there is no need
to continue, exiting the module through its bottom output.
Otherwise, once the sets TΛ and TΣ are duly updated with
the new information, another customer of the next node in L,
ranked according to (9), should be contacted. Eventually, if
(8) is fulfilled or (9) returns a null vector during this process,
it can be concluded that the fault was temporary (successful
reclosing), exiting through the rightmost output.

2) Customer calls: When a permanent fault is not perceived
by any FPD and it is cleared by a PD without signaling
capability, the DMS has no immediate knowledge about the
supply interruption status. Thus, when the DMS has no previ-
ous signaling and receives any customer call claiming supply
interruption, the procedure in Figure 3 leads to the customer
inquiry module (Figure 5). This module is initiated with U = ∅
and Λoff including the SS feeding the claiming customers. In
this case, if normal status is concluded, the fault is limited to
the LV subsystem fed by the SS, but is not caused by a PD
tripping.

B. Identification of the suspicious node set

The information used to conclude the faulted status can
also be used by the DMS to determine which elements are
suspicious of having caused the fault, [34]. The suspicious
node set (SNS), denoted as FΣ ⊂ N , contains all nodes which
are prone to have failed (note that one of them actually failed).
Algebraically:

FΣ =
(
Ct ·

(
TΣ ◦ U

) )
◦ F∆ (10)

which takes into account the nodes that could have caused
the available information on tripping, either through positive
(TΣ) or negative knowledge (U ), and the information about
the failure acquired from FPDs, F∆.

The tutorial example can be used to illustrate the SNSs
associated with different initial signals and the subsequent
procedures. Table IV shows the different combinations of
driving field signals (columns Π , ∆d, ∆u ), and the inter-
mediate information obtained during the detection procedure
(fulfillment of (7), existence of SAFRA, and the inquired
customers together with their answers). In the cases of faulted
status, FΣ is determined using (10) and shown in the rightmost
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column. A dash is shown in the case of normal status. Note
that (6) is fulfilled in all the considered cases.

TABLE IV
SUSPICIOUS NODE SETS FOR DIFFERENT SCENARIOS INITIATED BY FIELD

SIGNALS

Selected
Π ∆d ∆u (7) SAFRA SS (feed) FΣ

1 6 No Yes - 2,3,4,9,10,11,12,
15,16,17,18,19

Yes - 7,8,23
- 6 - No No 25(on) -

25(off) 24,25
25(off) 5,20,21,22

- - 6 Yes No 25(on),14(on) -
25(on),14(off) 13,14

The same tutorial case is used to illustrate the procedure
after customer calls. Table V shows the procedure results for
different customer claims and scenarios with and without DG
(On or Off). When the claim is compatible with the lack of
field signals, further customers are inquired if necessary to
obtain FΣ. Note that claims of customer at n16 and n19 are
not listed, as they are not compatible with the lack of previous
signaling.

TABLE V
SUSPICIOUS NODE SETS FOR DIFFERENT SCENARIOS INITIATED BY

CUSTOMER CALLS

SS
claim GD

Compatible
with no

signaling

Selected
SS (feed) FΣ

22 On Yes 25(off) 6
Off Yes 25(off) 5,6,20,21,22

25 On Yes 22(off) 6
Off Yes 22(off) 5,6,20,21,22

14 On No - -
Off Yes - 13,14

C. Reduction of the suspicious node set

To further reduce the SNS before starting the fault location
task, the DMS can make use of two kinds of additional actions:
asking customers for their supply statuses, and operating
switching devices. With the information obtained from these
actions, a previous SNS, Fprev

Σ , can be reduced to Fpost
Σ . The

consideration of the cost of the different actions is out of the
scope of this paper.

By applying a binary search (divide and conquer) method-
ology, [35], the desiderable action should let the failure rate
of Fpost

Σ as close as possible to that of its complementary
set, Fprev

Σ \ Fpost
Σ , wich is fulfilled by finding the action that

maximizes the product of both failure rates[(
F post

Σ

)t · r] · [(F prev
Σ ◦ F post

Σ

)t
· r
]

(11)

1) Selection of customers to inquire: When the SNS is
partially downstream of a PD, some customer inquiries could
be helpful in reducing the SNS. When an inquired customer,
nl ∈ L, grants the continuity of supply of its feeding SS,

all the nodes whose failure causes the tripping of any PD
located upstream nl can be excluded from SNS. Otherwise,
if its supply is interrupted, the SNS can be reduced to just
those nodes capable of tripping PDs located upstream nl. The
algebraic closed-form expression for Fpost

Σ , in terms of Fprev
Σ ,

nl, and the answer to the query on its feeding status, is as
follows:

F post
Σ =

{
F prev

Σ ◦
(
[St · C]lx

)t
if nl is interrupted

F prev
Σ ◦

(
N t − [St · C]lx

)t
if not interrupted

(12)
According to (11) and (12), the proposed nl for the inquiry

should be chosen among the indices with maximum positive
value in the vector (13),

L ◦
[(
St · C

)
· r̂
]
◦
[(
N t · r̂

)
·N −

(
St · C

)
· r̂
]

(13)

where r̂ = r ◦F prev
Σ is the failure rate of the nodes in Fprev

Σ ,
since any answer of the proposed query yields the same value
in (11) due to complementarity in the possible sets Fpost

Σ in
(12). Note that if (13) is an empty vector, no customer inquiries
provide useful information to reduce the SNS.

In order to illustrate an application, let us consider the
example network in case the PD in n4 does not have (or
has temporarily lost) its reclosing capability, the only signal
received comes from a FPD (Π = ∅), and a flat failure rate r
is considered. Table VI shows the two possible signaling sets,
that never satisfy (6), leading to the permanent interruption
after tripping of PD at n4. The fourth column shows Fprev

Σ ,
while the last column shows Fpost

Σ after processing the re-
sponse of customers fed by the SS at n22, selected according
to (13).

TABLE VI
SNS REDUCTION BY CUSTOMER INQUIRIES

Π ∆d ∆u Fprev
Σ SS selected Fpost

Σ
(feed)

- 6 - 7,8,23,24,25 22 (off) 7,8,23
22 (on) 24,25

- - 6 5,13,14, 22 (off) 5,20,21,22
20,21,22 22 (on) 13,14

2) Selection of switching devices: When the SNS is par-
tially downstream a switching device, nw ∈ W , then ma-
neuvers on that switching device, or test node [34], allow
reducing the SNS. The success or not of the restoration attempt
after opening nw makes it possible to deduce whether the
faulted element is located in the shaded network section (nodes
downstream nw) or in the energized section [36]. The algebraic
expression for Fpost

Σ in terms of Fprev
Σ , nw and the switching

maneuver success is as follows:

F post
Σ =

{
(F prev

Σ ) ◦ ([S − I]wx)
t it tryout succeeds

(F prev
Σ ) ◦ (N t − [S − I]wx)

t if tryout fails
(14)

According to (11) and (14), and similarly to (13), the
proposed node, nw, for switching, will be chosen among the
indices with maximum positive value in the vector:

W ◦ [(S − I) · r̂] ◦
[(
N t · r̂

)
·N − (S − I) · r̂

]
(15)
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Two SNSs in Table IV will be used to illustrate this
procedure. Table VII shows those sets, as Fprev

Σ , in the first
column. The second column shows the sequence of test nodes
chosen according to (15) and the restoration attempt results.
The last column shows the Fpost

Σ finally obtained after each
sequence.

TABLE VII
SNS REDUCTION BY SWITCHING DEVICES

Fprev
Σ Sequence of SD Fpost

Σ
(tryout failure)

9(yes) 2,3,4,9
2,3,4,9,10,11,12, 9(no)-17(no) 18,19
15,16,17,18,19 9(no)-17(yes)-11(no) 12,15,16,17

9(no)-17(yes)-11(yes) 10,11
5,20,21,22 20 (yes) 5,20

20 (no) 21,22

VI. REAL-LIFE CASE STUDY

A semi rural MV feeder, delivering electricity to 2,205
customers through 77 SS, is used as case study. The actual
feeder, totaling 54.5 km in length, has been slightly modified
to better illustrate the application of the proposed methodology
under any evidence of fault condition. Figure 6 shows the one-
line diagram of the feeder, comprising 285 nodes, which is
directly built from the existing geographic information system
(GIS); however, for the sake of clarity, the lengths of branches
in the diagram do not reflect the real distances. Following
the notation of Figure 1, the SS and PD nodes are shown
with triangles and squares, respectively, while the symbol ’/’
is adopted for switches. The components where failures will
be assumed are shown with nearby ‘spark’ symbols. Network
elements to be identified in the subsequent analysis are labelled
with a number.

In addition to the customary PD at the head of the feeder,
seven more PDs are located downstream, four of them fuses
at nodes {n110, n158, n258, n264}. The feeder layout first runs
through a rural area, and then feeds an urban settlement down-
stream the PD at n162, with neither reclosing nor signaling
capability. The urban area comprises 30% of the total feeder
length and 80% of the customers. The PD at n36 does count
with reclosing capability, as it is located approximately at
half of the total feeder length and is intended to clear faults
originating mainly from an overhead layout; however, it is
not equipped with signaling capability. Finally, the PD at n13,
without reclosing or signaling capabilities, clears the faults
within an area of agricultural activity.

An oriented FPD at n179 provides directional fault signaling
in case of failure of any feeder component, while it addition-
ally procures useful information about the fault location within
the urban area. It is worth noting that a DG photovoltaic plant
is placed downstream of the FPD, at n195.

Several examples of faulty conditions on this feeder are
presented below in order to illustrate how the proposed
methodology helps the DMS to first determine the supply
continuity status, as described in Section V-A, and, secondly,
to isolate the faulted zones, as described in Section V-C. These
examples use statistical failure rates from [11].

In what follows, C(i) will refer to the set of nodes whose
failure is cleared by the PD at node ni, its respective vector
array being the i-th row of matrix C. Table VIII shows,
for every set C(i), the number of customers and secondary
substations affected, the total line length and the computed
value of failures per year. The network components involved
in the different C(i) sets have been colored in Figure 6 for a
better visualization.

TABLE VIII
SUBSETS OF NODES WHOSE FAILURE IS CLEARED BY THE SAME PD

Subset Customers SS Length Failures
(units) (units) (km) per year

C(1) 63 12 12.69 2.55
C(13) 62 12 12.11 2.34
C(36) 286 20 11.95 2.30
C(110) 3 1 0.06 0.01
C(158) 21 1 0.72 0.15
C(162) 1755 29 16.36 3.02
C(258) 1 1 0.26 0.03
C(264) 14 1 0.31 0.06

A. Signaled fault cases

1) Failure at n55: In case of failure at node n55, a no-
tification is received from the PD at the head of the feeder,
Π = {n1}, as well as from the FPD (n179) if the DG is
operative, the latter signal being not useful to generate addi-
tional knowledge. If the reclosing of the PD is not successful, a
signal will be received after the preset number of reconnection
attempts and, afterwards, the faulted status affecting all the
customers in the feeder could be concluded. This way, the
SNS contains all the elements in C(1).

Obviously, inquiring sampled clients about their supply
status offers no useful information to reduce the SNS, as (13)
results in a null vector. According to the vector calculated with
(15), the first switching device to be maneuvered will be at
n24, then the second at n48 and, finally, the third at n68. This
way, the SNS is reduced from those nodes in the initial 12.7
km feeder section to only the set of nodes downstream n48

but not downstream of n68, containing a line length of just
0.8 km.

2) Failure at n269: The signaling received by the DMS
in this case is ∆d = {n179} with Π = ∅. According to (5),
TΣ = {n162, n258} and, as (6) is not fulfilled, the faulted status
is concluded. In order to reduce the SNS, (13) is evaluated,
from which it is concluded that asking any customer in C(162)
gives the same information, namely their continuity of supply.
Consequently, TΣ reduces to {n258}.

3) Failure at n205: The starting situation is the same as in
the previous case, but in this case the inquired client informs of
its supply being interrupted, and therefore TΣ = {n162}. The
SNS contains all the nodes downstream the FPD n179, except
those downstream the fuse at n258. Expression (15) provides
the switching sequence n200, n225 and n224 to reduce the SNS
length from 7.4 km to 1.4 km.

4) Spurious failure at n137: The DMS receives upstream
oriented signaling from the FPD, ∆u = {n179} with Π = ∅,
so according to (5), TΣ = {n13, n36, n110, n158, n162, n264}.
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Fig. 6. One-line diagram of the real-life case study

As the PD at n36 has reclosing capability, (6) is satisfied,
and since (7) is also verified, the supply status cannot be
ascertained in the signaling analysis module (Figure 4), so the
customer inquiry module must be launched, with U = ∅. As
the failure condition is spurious, the reclosing attempt has been
successful; however, at this point, the DMS is still uncertain
about a possible interruption affecting 97% of customers, or
not interruption at all.

According to the vector obtained with expression (9), the
first customer to be inquired can be any customer in C(264),
that will report its continuity of supply. This new information
reduces TΣ to {n13, n110, n158}.

Further inquiring is required to reach the normal status
conclusion. This way, by cycling in the customer inquiry
module (Figure 5), the next customer to be asked can be
anyone in C(13), followed by anyone in C(158) and finally,
any of those in C(110).

B. Customers call cases

When the DG is in operation, the lack of signaling implies
continuity of supply. However, in case the PV plant is not oper-
ative (e.g., at nights), no signaling would be compatible with
the tripping of the PDs at {n13, n36, n110, n158, n162, n264}.
The following examples illustrate the latter condition:

1) Failure at n26, interruption complaint by customer at
n78: After the customer’s call, the DMS begins the identifi-
cation procedure with ∆ = Π = ∅ and Λoff = {n78}. By
applying (5), TΣ = {n13} is obtained. In this situation, the
customer inquiry module is launched with U = ∅, finding out
that the faulted status must be confirmed by further inquiring
customers in C(13), according to (9). Finally, the switching
sequence to reduce the initial SNS, totaling a length of 12.1
km, is obtained from (15). It starts with the switch at n22 and
is followed by the one at n66. This way, the SNS line-length
is reduced to 3.2 km.

2) Failure at n233, interruption complaint by customer at
n245: In this case, the initial calculation of (5) results in
TΣ = {n36, n162}. Expression (9) proposes that any customer
in C(162) should be inquired, which confirms the faulted
status.

Later on, expression (13) proposes to ask any customer in
C(36), discarding any interruption in these nodes; and finally,
in accordance to (15), first switching n208 and afterwards n251,
reduces the SNS line-length to 2.5 km.

C. Computational complexity

Handling real networks with the proposed methodology
entails the use of sparse structures. The successor matrix S
for this case study, as shown in Figure 7, has n1.6 non-zero
elements, where n is the size of S.

Fig. 7. Visualization of matrix S for the 285-node case study

By far the most demanding computational step in the pro-
posed framework is the calculation of matrix S. Note however
that this step can be performed off-line, by applying very effi-
cient graph search algorithms. Anyway, even if S is obtained
by a brute-force approach, such as algebraically inverting the
sparse incidence matrix, it takes less than 5 milliseconds on a
3.20-GHz, Intel R© CoreTM i5-4460-based laptop, for the above
example with 285 nodes. On this computer, each of the failure
examples discussed above took less than 1 millisecond for all
calculations performed online.

VII. CONCLUSIONS

This paper has presented an algebraic framework to system-
atically deal with the stream of information reaching the DMS
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during faulty conditions. Signals arriving from field devices
as well as the information obtained from customer calls are
managed using a matrix-based procedure allowing, first, to
determine the supply status of the distribution grid exclusively
using algebraic expressions; and second, to assist the DMS
operator in decision making for identification and isolation
of the affected network sections. The different procedures
discussed in the paper are illustrated, first, by means of a
tutorial example, and then through several simulated faults
on a real-life network, showing the potential of the proposed
methodology to be implemented as a useful tool for real-
time outage management. The flexibility of the matrix-based
procedure opens the door to address specific challenges, such
as taking into account the cost-benefit balance of the different
actions to consider.

APPENDIX: MATRIX ALGEBRA

• [S − I]ij = 1 when nj ∈ N is downstream ni ∈ N .
• [St − I]ij = 1 when nj ∈ N is upstream ni ∈ N .
• [S · (S − I)]ij is the graph distance between nj ∈ N and

its upstream node ni ∈ N .
• [(St − I) ·X]i is the number of nodes in X upstream
ni ∈ N .

• [(S − I) ·X]i is the number of nodes in X downstream
ni ∈ N .

• nnz ([S (X ,Y)]ix) is the number of nodes in X down-
stream ni ∈ Y .

• The expression [
S (X ,Y) · (S − I))

]
ij

(16)

provides the number of nodes in Y which are contained
in the path between ni ∈ X and nj ∈ N (including ni
but not nj).
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