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Abstract. This paper is devoted to prove the local exact controllability to

the trajectories for a coupled system, of the Boussinesq kind, with a reduced
number of controls. In the state system, the unknowns are the velocity field

and pressure of the fluid (y, p), the temperature θ and an additional variable

c that can be viewed as the concentration of a contaminant solute. We prove
several results, that essentially show that it is sufficient to act locally in space

on the equations satisfied by θ and c.

1. Introduction. Let Ω ⊂ RN be a bounded connected open set whose boundary
∂Ω is regular enough (for instance of class C2; N = 2 or N = 3). Let O ⊂ Ω be
a (small) nonempty open subset and assume that T > 0. We will use the notation
Q = Ω × (0, T ) and Σ = ∂Ω × (0, T ) and we will denote by n = n(x) the outward
unit normal to Ω at any point x ∈ ∂Ω.

In the sequel, we will denote by C, C1, C2, . . . various positive constants (usually
depending on Ω, O and T ).

We will be concerned with the following controlled system

yt −∆y + (y · ∇)y +∇p = v1O + F(θ, c) in Q,

∇ · y = 0 in Q,

θt −∆θ + y · ∇θ = w11O + f1(θ, c) in Q,

ct −∆c+ y · ∇c = w21O + f2(θ, c) in Q,

y = 0, θ = c = 0 on Σ,

y(·, 0) = y0, θ(·, 0) = θ0, c(·, 0) = c0 in Ω,

(1)

where v = v(x, t), w1 = w1(x, t) and w2 = w2(x, t) stand for the control functions.
They are assumed to act on the (small) set O during the whole time interval (0, T ).
The symbol 1O stands for the characteristic function of O.
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It will be assumed that the functions F = (F1, . . . , FN ), f1 and f2 satisfy:{
Fi, f1, f2 ∈ C1(R2), with ∇Fi, ∇f1, ∇f2 ∈ L∞(R2) and
Fi(0, 0) = f1(0, 0) = f2(0, 0) = 0 (1 ≤ i ≤ N).

(2)

In (1), y and p can be, respectively, interpreted as the velocity field and the
pressure of a fluid. The function θ (resp. c) can be viewed as the temperature of
the fluid (resp. the concentration of a contaminant solute). On the other hand, v,
w1 and w2 must be regarded as source terms, locally supported in space, respectively
for the PDEs satisfied by (y, p), θ and c.

From the viewpoint of control theory, (v, w1, w2) is the control and (y, p, θ, c)
is the state. In the problems considered in this paper, the main goal will always
be related to choose (v, w1, w2) such that (y, p, θ, c) satisfies a desired property at
t = T .

More precisely, we will present some results that show that the system (1) can be
controlled, at least locally, with only N scalar controls in L2(O × (0, T )). We will
also see that, when N = 3, (1) can be controlled, at least under some geometrical
assumptions, with only 2 (i.e., N − 1) scalar controls.

Thus, let us introduce the spaces H, E and V, with

H = {ϕ ∈ L2(Ω) : ∇ · ϕ = 0 in Ω and ϕ · n = 0 on ∂Ω },
V = {ϕ ∈ H1

0(Ω) : ∇ · ϕ = 0 in Ω },

E =

{
H, if N = 2,
L4(Ω) ∩H, if N = 3

and let us fix a trajectory (y, p, θ, c), that is, a sufficiently regular solution to the
related noncontrolled system:

yt −∆y + (y · ∇)y +∇p = F(θ, c) in Q,

∇ · y = 0 in Q,

θt −∆θ + y · ∇θ = f1(θ, c) in Q,

ct −∆c+ y · ∇c = f2(θ, c) in Q,

y = 0, θ = c = 0 on Σ,

y(·, 0) = y0, θ(·, 0) = θ0, c(·, 0) = c0 in Ω.

(3)

It will be assumed that

yi, θ, c ∈ L∞(Q) and yi,t, θt, ct ∈ L2(0, T ;Lκ(Ω)), (4)

with {
κ > 1, if N = 2,
κ > 6/5, if N = 3,

(5)

for 1 ≤ i ≤ N .
Notice that, if the initial data in (3) satisfy appropriate regularity conditions and

(y, p, θ, c) solves (3) (for instance in the usual weak sense) and yi, θ, c ∈ L∞(Q),
then we have (4). For example, if y0 ∈ V and θ0, c0 ∈ H1

0 (Ω), we actually have
from the parabolic regularity theory that yi,t, θt, ct ∈ L2(Q).

In our first main result, we will assume the following:

f1 ≡ f2 ≡ 0 and F(a1, a2) = a1eN + a2
~h, where:

• eN is the N -th vector of the canonical basis of RN and

• eN and ~h are linearly independent.

(6)
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Then, we have the following result:

Theorem 1.1. Assume that the assumptions (3)–(6) are satisfied. Then there
exists δ > 0 such that, whenever (y0, θ0, c0) ∈ E× L2(Ω)× L2(Ω) and

‖(y0, θ0, c0)− (y0, θ0, c0)‖ ≤ δ,
we can find a L2-control (v, w1, w2) with vi ≡ vN ≡ 0 for some 1 ≤ i < N and an
associated state (y, p, θ, c) satisfying

y(·, T ) = y(·, T ), θ(·, T ) = θ(·, T ) and c(·, T ) = c(·, T ). (7)

In our second result, we will consider more general (and maybe nonlinear) func-
tions F. We will denote by G and L the partial derivatives of F with respect to θ
and c:

G =
∂F

∂θ
and L =

∂F

∂c
.

The following will be assumed:

There exists a non-empty open set O∗ ⊂ O such that

G(θ, c) and L(θ, c) are continuous and linearly independent in O∗ × (0, T ).
(8)

Then, we get a generalization of Theorem 1.1:

Theorem 1.2. Assume that the assumptions (2), (3)–(5) and (8) are satisfied.
Then there exists δ > 0 such that, whenever (y0, θ0, c0) ∈ E× L2(Ω)× L2(Ω) and

‖(y0, θ0, c0)− (y0, θ0, c0)‖ ≤ δ,
we can find a L2-control (v, w1, w2) with vi ≡ vj ≡ 0 for some i 6= j and an
associated state (y, p, θ, c) satisfying (7).

In the three-dimensional case, we can improve Theorem 1.1 if we add to the
hypotheses an appropriate geometrical assumption on O. More precisely, let us
assume that:

there exist x0 ∈ ∂Ω and a > 0 such that Ba(x0) ∩ ∂Ω ⊂ O ∩ ∂Ω,

where Ba(x0) is the ball centered at x0 of radius a.
(9)

Then the following holds:

Theorem 1.3. Assume that N = 3, the assumptions in Theorem 1.1 are satisfied,
(9) holds and

h1n2(x0)− h2n1(x0) 6= 0. (10)

Then, the conclusion of Theorem 1.1 holds good with a L2-control (v, w1, w2) such
that v ≡ 0.

The rest of this paper is organized as follows. In Section 2, we recall a previous
result, needed for the proofs of Theorems 1.1 to 1.3. In Section 3, we give the
proof of Theorem 1.1. We will adapt the arguments in [3] and [4], that lead to
the local exact controllability to the trajectories for Navier-Stokes and Boussinesq
systems; see also [6, 7, 8]. It will be seen that the main ingredients of this proof are
appropriate global Carleman estimates for the solutions to linear systems similar
to (1) and an inverse mapping theorem of the Liusternik’s kind. Sections 4 and 5
respectively deal with the proofs of Theorems 1.2 and 1.3. In Section 6, we present
some additional questions and comments. Finally, for completeness, we recall the
main ideas of the proof of the Carleman estimates that serve as a starting point in
an Appendix (see Section 7).
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2. A preliminary result. A considerable part of this paper follows from the ar-
guments and results in [3] and [4] adapted to the present context. Thus, let us set
y = y + u, p = p + q, θ = θ + φ, c = c + z and let us use these identities in (1).
Taking into account that (y, p, θ, c) solves (3), we find:

ut −∆u+(u · ∇)y + (y · ∇)u + (u · ∇)u +∇q = v1O + F(θ, c)− F in Q,

∇ · u = 0 in Q,

φt −∆φ+ u · ∇θ + y · ∇φ+ u · ∇φ = w11O + f1(θ, c)− f1 in Q,

zt −∆z + u · ∇c+ y · ∇z + u · ∇z = w21O + f2(θ, c)− f2 in Q,

u = 0, φ = z = 0 on Σ,

u(·, 0) = y0 − y0, φ(·, 0) = θ0 − θ0, z(·, 0) = c0 − c0 in Ω,

(11)

where we have introduced F := F(θ, c), f1 := f1(θ, c) and f2 := f2(θ, c).
This way, the local exact controllability to the trajectories for the system (1)

is reduced to a local null controllability problem for the solution (u, q, φ, z) to the
nonlinear problem (11).

In order to solve the latter, following a standard approach, we will first deduce
the (global) null controllability of a suitable linearized version, namely:

ut −∆u + (u · ∇)y + (y · ∇)u +∇q = S + v1O + Gφ+ Lz in Q,

∇ · u = 0 in Q,

φt −∆φ+ u · ∇θ + y · ∇φ = r1 + w11O + g1φ+ l1z in Q,

zt −∆z + u · ∇c+ y · ∇z = r2 + w21O + g2φ+ l2z in Q,

u = 0, φ = z = 0 on Σ,

u(·, 0) = u0 =, φ(·, 0) = φ0, z(·, 0) = z0 in Ω,

(12)

where u0 := y0 − y0, φ0 := θ0 − θ0, z0 := c0 − c0, G := G(θ, c), L := L(θ, c),
gi := gi(θ, c), li := li(θ, c), gi and li denote the partial derivatives of fi with respect
to θ and c, and S, r1 and r2 are appropriate functions that decay exponentially as
t → T−. Then, appropriate and rather classical arguments will be used to deduce
the local null controllability of the nonlinear system (11).

In this Section, we will present a suitable Carleman inequality for the so called
adjoint of (12). This will lead easily to the null controllability result.

Thus, let us first introduce some weight functions:

α(x, t) =
e5/4λm‖η0‖∞ − eλ(m‖η0‖∞+η0(x))

t4(T − t)4
, ξ(x, t) =

eλ(m‖η0‖∞+η0(x))

t4(T − t)4
,

α̂(t) = min
x∈Ω

α(x, t) =
e5/4λm‖η0‖∞ − eλ(m+1)‖η0‖∞

t4(T − t)4
,

α∗(t) = max
x∈Ω

α(x, t) =
e5/4λm‖η0‖∞ − eλm‖η0‖∞

t4(T − t)4
,

ξ̂(t) = min
x∈Ω

ξ(x, t) =
eλm‖η

0‖∞

t4(T − t)4
, ξ∗(t) = max

x∈Ω
ξ(x, t) =

eλ(m+1)‖η0‖∞

t4(T − t)4
,

µ̂(t) = sλe−sα̂ξ∗, µ(t) = s15/4e−2sα̂+sα∗ξ∗15/4,

where m > 4 is a fixed real number, η0 ∈ C2(Ω) is a function that verifies

η0 > 0 in Ω, η0 = 0 on ∂Ω and |∇η0| > 0 in Ω \ O0
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and O0 is a non-empty open subset of O such that O0 ⊂ O.
The adjoint system of (12) is:

−ϕt −∆ϕ−Dϕy +∇π = G̃ + θ∇ψ + c∇ζ in Q,

∇ ·ϕ = 0 in Q,

−ψt −∆ψ − y · ∇ψ = g̃1 + G ·ϕ + g1ψ + g2ζ in Q,

−ζt −∆ζ − y · ∇ζ = g̃2 + L ·ϕ + l1ψ + l2ζ in Q,

ϕ = 0, ψ = ζ = 0 on Σ,

ϕ(·, T ) = ϕT , ψ(·, T ) = ψT , ζ(·, T ) = ζT in Ω,

(13)

where Dϕ = ∇ϕ + ∇ϕtr denotes the symmetric part of the gradient of ϕ. Here,
the final and right hand side data are assumed to satisfy:

ϕT ∈ H, ψT , ζT ∈ L2(Ω), G̃i, g̃1, g̃2 ∈ L2(Q) (1 ≤ i ≤ N).

Let us introduce the following notation:

I(s, λ; g) = s−1

∫∫
Q

ξ−1e−2sα|gt|2 dx dt+ s−1

∫∫
Q

ξ−1e−2sα|∆g|2 dx dt

+ sλ2

∫∫
Q

ξe−2sα|∇g|2 dx dt+ s3λ4

∫∫
Q

ξ3e−2sα|g|2 dx dt

for any s, λ > 0 and for any function g = g(x, t) such that these integrals of g make
sense. Let us also set

K(ϕ, ψ, ζ) = I(s, λ;ϕ) + I(s, λ;ψ) + I(s, λ; ζ).

For the moment, we will accept the following proposition, whose proof is sketched
in the Appendix:

Proposition 1. Assume that (y, p, θ, c) satisfies (3)–(5). There exist positive con-

stants ŝ, λ̂ and Ĉ, only depending on Ω and O such that, for any (ϕT , ψT , ζT ) ∈
H× L2(Ω)× L2(Ω) and any (G̃, g̃1, g̃2) ∈ L2(Q)× L2(Q)× L2(Q), the solution to
the adjoint system (13) satisfies:

K(ϕ, ψ, ζ) ≤ Ĉ(1 + T 2)

(
s15/2λ24

∫∫
Q

ξ∗15/2e−4sα̂+2sα∗(|G̃|2 + |g̃1|2 + |g̃2|2)

+ s16λ48

∫∫
O×(0,T )

ξ∗16e−8sα̂+6sα∗(|ϕ|2 + |ψ|2 + |ζ|2)

) (14)

for any s ≥ ŝ(T 4 + T 8) and any

λ ≥ λ̂
(

1 + ‖y‖∞ + ‖θ‖∞ + ‖c‖∞ + ‖G‖1/2∞ + ‖L‖1/2∞ + ‖g1‖1/2∞ + ‖g2‖1/2∞

+ ‖l1‖1/2∞ + ‖l2‖1/2∞ + ‖yt‖2L2(0,T ;Lκ(Ω)) + ‖θt‖2L2(0,T ;Lκ(Ω))

+ ‖ct‖2L2(0,T ;Lκ(Ω)) + exp
{
λ̂T (1 + ‖y‖2∞ + ‖θ‖2∞ + ‖c‖2∞)

})
.

3. Proof of Theorem 1.1. Without any lack of generality, we can assume that
N = 3 and h1 6= 0. In order to prove the result, we have to establish some new
Carleman estimates. The first one is given in the following result:
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Lemma 3.1. Assume that (y, p, θ, c) satisfies (3)–(5). Under the assumptions of
Theorem 1.1, there exist positive constants C, ᾱ and α̃, only depending on Ω, O, T ,
y, θ̄ and c, satisfying 0 < α̃ < ᾱ and 8α̃− 7ᾱ > 0 such that, for any (ϕT , ψT , ζT ) ∈
H× L2(Ω)× L2(Ω) and any (G̃, g̃1, g̃2) ∈ L2(Q)× L2(Q)× L2(Q), the solution to
the adjoint system (13) satisfies:

K(ϕ, ψ, ζ) ≤ C
(∫∫

Q

e
−4α̃+2ᾱ

t4(T−t)4 t−30(T − t)−30|G̃|2)

+

∫∫
Q

e
−16α̃+14ᾱ

t4(T−t)4 t−116(T − t)−116(|g̃1|2 + |g̃2|2)

+

∫∫
O×(0,T )

e
−8α̃+6ᾱ

t4(T−t)4 t−64(T − t)−64|ϕ2|2

+

∫∫
O×(0,T )

e
−16α̃+14ᾱ

t4(T−t)4 t−132(T − t)−132(|ψ|2 + |ζ|2)

)
.

(15)

Proof. By choosing ω ⊂⊂ O, s1 = ŝ(T 4 + T 8),

λ1 = λ̂
(

1 + ‖y‖∞ + ‖θ‖∞ + ‖c‖∞ + ‖G‖1/2∞ + ‖L‖1/2∞ + ‖g1‖1/2∞ + ‖g2‖1/2∞

+ ‖l1‖1/2∞ + ‖l2‖1/2∞ + ‖yt‖2L2(0,T ;Lκ(Ω)) + ‖θt‖2L2(0,T ;Lκ(Ω))

+ ‖ct‖2L2(0,T ;Lκ(Ω)) + exp
{
λ̂T (1 + ‖y‖2∞ + ‖θ‖2∞ + ‖c‖2∞)

})
,

α = s1(e5/4λ1m‖η0‖∞ − eλ1m‖η0‖∞), α̃ = s1(e5/4λ1m‖η0‖∞ − eλ1(m+1)‖η0‖∞),

and

C1 = Ĉ(1 + T 2)s17
1 λ

48
1 e

17λ1(m+1)‖η0‖∞ ,

we see from (14) that∫∫
Q

e
−2α

t4(T−t)4 t4(T − t)4(|ϕt|2 + |ψt|2 + |ζt|2 + |∆ϕ|2 + |∆ψ|2 + |∆ζ|2)

+

∫∫
Q

e
−2α

t4(T−t)4 t−4(T − t)−4(|∇ϕ|2 + |∇ψ|2 + |∇ζ|2)

+

∫∫
Q

e
−2α

t4(T−t)4 t−12(T − t)−12(|ϕ|2 + |ψ|2 + |ζ|2)

≤ C1

(∫∫
Q

e
−4α̃+2α

t4(T−t)4 t−30(T − t)−30(|G̃|2 + |g̃1|2 + |g̃2|2)

+

∫∫
ω×(0,T )

e
−8α̃+6α

t4(T−t)4 t−64(T − t)−64(|ϕ|2 + |ψ|2 + |ζ|2)

)
.

(16)

Notice that 0 < α̃ < α. Moreover, by taking λ1 large enough, it can be assumed
that 8α̃− 7α > 0.

Since h2 6= 0, we have

|ϕ1|2 + |ϕ2|2 + |ϕ3|2 ≤ C1(|ϕ2|2 + |ϕ ·
−→
h |2 + |ϕ3|2). (17)

Thus, by combining (17) with (16), the task is reduced to prove an estimate of the
integrals

I3 :=

∫∫
ω×(0,T )

e
−8α̃+6α

t4(T−t)4 t−64(T − t)−64|ϕ3|2 (18)
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and

Ih :=

∫∫
ω×(0,T )

e
−8α̃+6α

t4(T−t)4 t−64(T − t)−64|ϕ ·
−→
h |2 (19)

of the form

I3 + Ih ≤ εK(ϕ, ψ, ζ) + Cε(. . . ),

where the dots contain local integrals of ψ, ζ, g̃1 and g̃2.
To do this, let us set

β(t) = e
−8α̃+6α

t4(T−t)4 t−64(T − t)−64 ∀t ∈ (0, T ) (20)

and let us introduce a cut-off function ϑ ∈ C2
0 (O) such that

ϑ ≡ 1 in ω, 0 ≤ ϑ ≤ 1.

For instance, from the differential equation satisfied by ζ, see (13), we have:∫∫
ω×(0,T )

β|ϕ ·
−→
h |2 ≤

∫∫
O×(0,T )

βϑ(ϕ ·
−→
h )(−ζt −∆ζ − y · ∇ζ − g̃2)

= C

∫∫
O×(0,T )

−→
h · [βϑϕ(−ζt −∆ζ − y · ∇ζ − g̃2)].

(21)

To get the estimate of Ih, we will now perform integrations by parts in the last
integral and we will “pass” all the derivatives from ζ to ϕ:
• First, we integrate by parts with respect to t, taking into account that

β(0) = β(T ) = 0:

−C
∫∫
O×(0,T )

−→
h · (βϑϕζt) = C

∫∫
O×(0,T )

−→
h · (βtϑϕζ + βϑϕtζ)

≤ εK(ϕ, ψ, ζ) (22)

+ C(ε)

∫∫
O×(0,T )

e
−16α̃+14α

t4(T−t)4 t−132(T − t)−132|ζ|2.

• Next, we integrate by parts twice with respect to x. Here, we use the properties
of the cut-off function ϑ:

−C
∫∫
O×(0,T )

−→
h · (βϑϕ∆ζ) = −C

∫∫
O×(0,T )

−→
h · [β∆(ϑϕ)ζ]

+ C

∫∫
∂O×(0,T )

−→
h · [βζ∂n(ϑϕ)− βϑϕ∂nζ] dS dt (23)

= C

∫∫
O×(0,T )

−→
h · {β[−∆ϑϕ− 2(∇ϑ · ∇ϕ1,∇ϑ · ∇ϕ2,∇ϑ · ∇ϕ3)− ϑ∆ϕ]ζ}

≤ εK(ϕ, ψ, ζ) + C(ε)

∫∫
O×(0,T )

e
−16α̃+14α

t4(T−t)4 t−132(T − t)−132|ζ|2.
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• We also integrate by parts in the third term with respect to x and we use the
incompressibility condition on y:

−C
∫∫
O×(0,T )

−→
h · [βϑϕ(y · ∇ζ)] (24)

= −C
∫∫
O×(0,T )

−→
h · {β

N∑
i=1

[∇ · (ϑϕiyζ)− [∇(ϑϕi) · y]ζ − ϑϕ(∇ · y)ζ] ei}

≤ εK(ϕ, ψ, ζ) + C(ε)

∫∫
O×(0,T )

e
−16α̃+14α

t4(T−t)4 t−132(T − t)−132|ζ|2.

• We finally apply Young’s inequality in the last term and we get:

−
∫∫
O×(0,T )

−→
h · (βϑϕg̃2) ≤ εK(ϕ, ψ, ζ) (25)

+C(ε)

∫∫
O×(0,T )

e
−16α̃+14α

t4(T−t)4 t−116(T − t)−116|g̃2|2.

From (16) and (21)-(25), by choosing ε > 0 sufficiently small, it is easy to deduce
the desired estimate of (19). We can argue in the same way starting from (18) and
the equation satisfied by ψ, which leads to a similar estimate.

Finally, putting all these inequalities together, we find (15).

We will now deduce a second Carleman inequality with weights that do not vanish
at t = 0. More precisely, let us consider the function

l(t) =

{
T 2/4 for 0 ≤ t ≤ T/2,
t(T − t) for T/2 ≤ t ≤ T

and the following associated weight functions:

β1 = e
α

[l(t)]4 [l(t)]2, β2(t) = e
α

[l(t)]4 [l(t)]6, β3(t) = e
2α̃−α
[l(t)]4 [l(t)]15,

β4(t) = e
8α̃−7α

[l(t)]4 [l(t)]58, β5(t) = e
4α̃−3α

[l(t)]4 [l(t)]32 and β6(t) = e
8α̃−7α

l(t)[l(t)]4 [l(t)]66.

By combining Lemma 3.1 and the classical energy estimates satisfied by ϕ, ψ
and ζ, we easily deduce the following:

Lemma 3.2. Assume that (y, p, θ, c) satisfies (3)–(5). Under the assumptions
of Theorem 1.1, there exist positive constants C, α and α̃ depending on Ω, O,
T , y, θ and c and satisfying 0 < α̃ < α and 8α̃ − 7α > 0 such that, for any

(ϕT , ψT , ζT ) ∈ H× L2(Ω)× L2(Ω) and any (G̃, g̃1, g̃2) ∈ L2(Q)× L2(Q)× L2(Q),
the solution to the adjoint system (13) satisfies:∫∫

Q

[
β−2

1 (|∇ϕ|2 + |∇ψ|2 + |∇ζ|2) + β−2
2 (|ϕ|2 + |ψ|2 + |ζ|2)

]
+‖ϕ(0)‖2L2(Ω) + ‖ψ(0)‖2L2(Ω) + ‖ζ(0)‖2L2(Ω)

≤ C

(∫∫
Q

[
β−2

3 |G̃|2 + β−2
4 (|g̃1|2 + |g̃2|2)

]
+

∫∫
O×(0,T )

[
β−2

5 |ϕ2|2 + β−2
6 (|ψ|2 + |ζ|2)

])
.

(26)
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The next step is to prove the null controllability of the linear system (12). Of
course, we will need some specific conditions on the data S, r1 and r2. Thus, let us
introduce the linear operators Mi, with

M1(u) = ut −∆u + (u · ∇)y + (y · ∇)u, M2(φ) = φt −∆φ+ y · ∇φ (27)

and

M3(z) = zt −∆z + y · ∇z
and the spaces

E0 = { (u, φ, z,v, w1, w2) : β3u ∈ L2(Q), β4φ, β4z ∈ L2(Q),

β5v1O ∈ L2(Q), β6w11O, β6w21O ∈ L2(Q),

v1 ≡ v3 ≡ 0, β
1/2
1 u ∈ L2(0, T ;V) ∩ L∞(0, T ;H),

β
1/2
1 φ, β

1/2
1 z ∈ L2(0, T ;H1

0 (Ω)) ∩ L∞(0, T ;L2(Ω)) }

and

E3 = { (u, q, φ, z,v, w1, w2) : (u, φ, z,v, w1, w2) ∈ E0,

β
1/2
1 u ∈ L4(0, T ;L12(Ω)), q ∈ L2

loc(Q),

β1(M1u +∇q − φeN − z
−→
h − v1O) ∈ L2(0, T ;W−1,6(Ω)),

β1(M2φ+ u · ∇θ − w11O) ∈ L2(0, T ;H−1(Ω)),

β1(M3z + u · ∇c− w21O) ∈ L2(0, T ;H−1(Ω)) }.

It is clear that E0 and E3 are Banach spaces for the norms ‖ · ‖E0
and ‖ · ‖E3

,
where

‖(u, φ, z,v, w1, w2)‖E0 =
(
‖β3u‖2L2 + ‖β4φ‖2L2 + ‖β4z‖2L2

+‖β5v21O‖2L2 + ‖β6w11O‖2L2 + ‖β6w21O‖2L2

+‖β1/2
1 u‖2L2(V) + ‖β1/2

1 u‖2L∞(H)

+‖β1/2
1 φ‖2L2(H1

0 ) + ‖β1/2
1 φ||2L∞(L2)

+‖β1/2
1 z‖2L2(H1

0 ) + ‖β1/2
1 z‖2L∞(L2)

)1/2
and

‖(u, q, φ, z,v, w1, w2)‖E3 =
(
‖(u, φ, z,v, w1, w2)‖2E0

+ ‖β1/2
1 u‖2L4(L12)

+‖β1(M1u +∇q − φeN − z
−→
h − v1O)‖2L2(W−1,6)

+‖β1(M2φ+ u · ∇θ − w11O)‖2L2(H−1)

+‖β1(M3z + u · ∇c− w21O)‖2L2(H−1)

)1/2
.

Proposition 2. Assume that (y, p, θ, c) satisfies (3)–(5). Also, assume that u0 ∈ E,
φ0, z0 ∈ L2(Ω) and

β1(S, r1, r2) ∈ L2(0, T ;W−1,6(Ω))× L2(0, T ;H−1(Ω))× L2(0, T ;H−1(Ω)).

Then, there exist controls v, w1 and w2 such that the associated solution to (12)
belongs to E3. In particular, v1 ≡ v3 ≡ 0, u(·, T ) = 0 and φ(·, T ) = z(·, T ) = 0.

Proof. We will follow the general method introduced and used in [5] for linear
parabolic scalar problems.
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Thus, let us introduce the auxiliary extremal problem

Minimize J(u, q, φ, z,v, w1, w2)

Subject to v ∈ L2(Q), w1, w2 ∈ L2(Q),
supp((v, w1, w2)(·, t)) ⊂ O, ∀t ∈ (0, T ),
v1 ≡ v3 ≡ 0 and

M1(u) +∇q = S + v1O + φeN + z
−→
h in Q,

∇ · u = 0 in Q,

M2(φ) + u · ∇θ = r1 + w11O in Q,
M3(z) + u · ∇c = r2 + w21O in Q,
u = 0, φ = z = 0 on Σ,
u(·, 0) = u0, φ(·, 0) = φ0, z(·, 0) = z0 in Ω.

(28)

Here, we have used the notation

J(u, q, φ, z,v, w1, w2) =
1

2

{∫∫
Q

[
β2

3 |u|2 + β2
4(|φ|2 + |z|2)

]
+

∫∫
O×(0,T )

[
β2

5 |v|2 + β2
6(|w1|2 + |w2|2)

]}
.

Observe that a solution (û, q̂, φ̂, ẑ, v̂, ŵ1, ŵ2) to (28) is a good candidate to satisfy

(û, q̂, φ̂, ẑ, v̂, ŵ1, ŵ2) ∈ E3.

Let us suppose for the moment that (û, q̂, φ̂, ẑ, v̂, ŵ1, ŵ2) solves (28). Then, in

view of Lagrange’s multipliers theorem, there must exist dual variables ϕ̂, π̂, ψ̂ and

ζ̂ such that

û = β−2
3 (M∗1 (ϕ̂) +∇π̂ − θ∇ψ̂ − c∇ζ̂), ∇ · ϕ̂ = 0 in Q,

φ̂ = β−2
4 (M∗2 (ψ̂)− ϕ̂ · eN ) in Q,

ẑ = β−2
4 (M∗3 (ζ̂)− ϕ̂ ·

−→
h ) in Q,

v̂ = −β−2
5 (0, ϕ2, 0), ŵ1 = −β−2

6 ψ̂, ŵ2 = −β−2
6 ζ̂, in O × (0, T ),

ϕ̂ = 0, ψ̂ = ζ̂ = 0 on Σ,

(29)

where M∗i is the adjoint operator of Mi (i = 1, 2, 3), i.e.,

M∗1 (ϕ) = −ϕt −∆ϕ−Dϕy, M∗2 (ψ) = −ψt −∆ψ − y · ∇ψ

and

M∗3 (ζ) = −ζt −∆ζ − y · ∇ζ.

Let us introduce the linear space

P0 =

{
(ϕ, π, ψ, ζ) ∈ C2(Q) : ∇ ·ϕ = 0 in Q, ϕ|Σ = 0,

ψ|Σ = ζ|Σ = 0,

∫
O
π(x, t) dx = 0 ∀t ∈ (0, T )

}
,
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the bilinear form b(· , ·) : P0 × P0 → R given by

b((ϕ̂, π̂, ψ̂, ζ̂), (ϕ, π, ψ, ζ))

:=

∫∫
Q

β−2
3 (M∗1 (ϕ̂) +∇π̂ − θ∇ψ̂ − c∇ζ̂) · (M∗1 (ϕ) +∇π − θ∇ψ − c∇ζ)

+

∫∫
Q

β−2
4 (M∗2 (ψ̂)− ϕ̂ · eN )(M∗2 (ψ)−ϕ · eN )

+

∫∫
Q

β−2
4 (M∗3 (ζ̂)− ϕ̂ ·

−→
h )(M∗3 (ζ)−ϕ ·

−→
h )

+

∫∫
O×(0,T )

(β−2
5 ϕ̂2 · ϕ2 + β−2

6 ψ̂ ψ + β−2
6 ζ̂ ζ)

and the linear form l0 : P0 → R defined by

〈l0, (ϕ, π, ψ, ζ)〉 :=

∫ T

0

〈S,ϕ〉H−1,H1
0
dt+

∫ T

0

〈r1, ψ〉H−1,H1
0
dt

+

∫ T

0

〈r2, ζ〉H−1,H1
0
dt+

∫
Ω

u0 ·ϕ(·, 0) dx

+

∫
Ω

φ0 ψ(·, 0) dx+

∫
Ω

z0 ζ(·, 0) dx.

Then we must have

b((ϕ̂, π̂, ψ̂, ζ̂), (ϕ, π, ψ, ζ)) = 〈l0, (ϕ, π, ψ, ζ)〉 ∀(ϕ, π, ψ, ζ) ∈ P0, (30)

i.e., the solution to (28) satisfies (30).
Conversely, if we are able to solve (30) in some sense and then use (29) to define

(û, q̂, φ̂, ẑ, v̂, ŵ1, ŵ2), we will have probably found a solution to (28).
It is clear that b(· , ·) : P0×P0 → R is a symmetric, definite positive and bilinear

form on P0, i.e., a scalar product in this linear space. We will denote by P the
completion of P0 for the norm induced by b(· , ·). Then P is a Hilbert space for
b(· , ·). On the other hand, in view of the Carleman estimate (26), the linear form
(ϕ, π, ψ, ζ) 7→ 〈l0, (ϕ, π, ψ, ζ)〉 is well-defined and continuous on P . Hence, from
Lax-Milgram’s lemma, we deduce that the variational problem{

b((ϕ̂, π̂, ψ̂, ζ̂), (ϕ, π, ψ, ζ)) = 〈l0, (ϕ, π, ψ, ζ)〉,
∀(ϕ, π, ψ, ζ) ∈ P, (ϕ̂, π̂, ψ̂, ζ̂) ∈ P

(31)

possesses exactly one solution.

Let (ϕ̂, π̂, ψ̂, ζ̂) be the unique solution to (31) and let û, φ̂, ẑ, v̂, ŵ1 and ŵ2 be
given by (29). Then, it is readily seen that∫∫

Q

[β2
3 |û|2 + β2

4(|φ̂|2 + |ẑ|2)] +

∫∫
O×(0,T )

[β5|v̂2|2 + β2
6(|ŵ1|2 + |ŵ2|2)] < +∞ (32)

and, also, that (û, φ̂, ẑ), together with some q̂, is the unique weak solution (belonging
to L2(0, T ;V)∩L∞(0, T ;H)× [L2(0, T ;H1

0 (Ω))∩L∞(0, T ;L2(Ω))]2) to the system
in (28) for v = v̂, w1 = ŵ1 and w2 = ŵ2.

From the arguments in [5], we also see that (û, q̂, φ̂, ẑ, v̂, ŵ1, ŵ2) ∈ E3 and, con-
sequently, the proof is achieved.
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We can now end the proof of Theorem 1.1.
We will use the following inverse mapping theorem (see [1]):

Theorem 3.3. Let B and G be two Banach spaces and let A : B 7→ G satisfying
A ∈ C1(B;G). Assume that e0 ∈ B, A(e0) = w0 and A′(e0) : B 7→ G is surjective.
Then there exists δ > 0 such that, for every w ∈ G satisfying ||w − w0||G < δ, one
can find a solution to the equation

A(e) = w, e ∈ B.

We will apply this result with B = E3, G = G1 ×G2 and

A(e) = (A1(u, q, φ, z,v),A2(u, φ, w1),A3(u, z, w2),u(·, 0), φ(·, 0), z(·, 0))

for any e = (u, q, φ, z,v, w1, w2) ∈ E3, where

G1 = β−1
1 [L2(0, T ;W−1,6(Ω))× L2(0, T ;H−1(Ω))× L2(0, T ;H−1(Ω))],

G2 = E× L2(Ω)× L2(Ω)
(33)

and
A1(u, q, φ, z,v) = M1(u) + (u · ∇)u +∇q − v1O − φeN − zh,
A2(u, φ, w1) = M2(φ) + u · ∇θ + u · ∇φ− w11O
A3(u, z, w2) = M3(z) + u · ∇c+ u · ∇z − w21O,

(34)

for all (u, q, φ, z,v, w1, w2) ∈ E3.
It is not difficult to check that A is bilinear and satisfies A ∈ C1(B,G). Let e0

be the origin of B. Notice that A′(0, 0, 0, 0,0, 0, 0) : B 7→ G is the mapping that, to
each (u, q, φ, z,v, w1, w2) ∈ B, associates the function in G whose components are

M1(u)+∇q−v1O−φeN−zh,
M2(φ) + u · ∇θ−w11O,
M3(z) + u · ∇c−w21O

and the initial values u(·, 0), φ(·, 0) and z(·, 0). In view of the null controllability
result for (12) given in Proposition 2, A′(0, 0, 0, 0,0, 0, 0) is surjective.

Consequently, we can indeed apply Theorem 3.3 with these data and, in partic-
ular, there exists δ > 0 such that, if

‖(0, 0, 0,u0, φ0, z0)‖G = ‖(u0, φ0, z0)‖E×L2(Ω)×L2(Ω) ≤ δ,

we can find controls v, w1 and w2 with v2 ≡ v3 ≡ 0 and associated solutions to (11)
that satisfy u(·, T ) = 0, φ(·, T ) = 0 and z(·, T ) = 0.

This ends the proof of Theorem 1.1.

4. Proof of Theorem 1.2. Again, it is not restrictive to assume that N = 3. We
will provisionally impose something stronger than (8):

∃k ∈ R3, ∃a0 > 0 such that det
[
G |L |k

]
≥ a0 in O∗ × (0, T ). (35)

We will need a new different Carleman estimate, which is given in the following
lemma:

Lemma 4.1. Assume that (y, p, θ, c) satisfies (3)–(5) and (35) holds. There exist
three positive constants C, α and α̃, depending on Ω, O, T , y, θ and c with 0 <
α̃ < α and 8α̃− 7α > 0 such that, for any (ϕT , ψT , ζT ) ∈ H× L2(Ω)× L2(Ω) and
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any (G̃, g̃1, g̃2) ∈ L2(Q) × L2(Q) × L2(Q), the solution to the adjoint system (13)
satisfies:

K(ϕ, ψ, ζ) ≤ C

(∫∫
Q

e
−4α̃+2α

t4(T−t)4 t−30(T − t)−30|G̃|2)

+

∫∫
Q

e
−16α̃+14α

t4(T−t)4 t−116(T − t)−116(|g̃1|2 + |g̃2|2)

+

∫∫
O×(0,T )

e
−8α̃+6α

t4(T−t)4 t−64(T − t)−64|ϕ1|2

+

∫∫
O×(0,T )

e
−16α̃+14α

t4(T−t)4 t−132(T − t)−132(|ψ|2 + |ζ|2)

)
.

(36)

Proof. As in the proof of Lemma 3.1, by choosing

α = s1(e5/4λ1m‖η0‖∞ − eλ1m‖η0‖∞), α̃ = s1(e5/4λ1m‖η0‖∞ − eλ1(m+1)‖η0‖∞),

C1 = Ĉ(1 + T 2)s17
1 λ

48
1 e

17λ1(m+1)‖η0‖∞

and ω ⊂⊂ O∗, we see from (14) that∫∫
Q

e
−2α

t4(T−t)4 t4(T − t)4(|ϕt|2 + |ψt|2 + |ζt|2 + |∆ϕ|2 + |∆ψ|2 + |∆ζ|2)

+

∫∫
Q

e
−2α

t4(T−t)4 t−4(T − t)−4(|∇ϕ|2 + |∇ψ|2 + |∇ζ|2)

+

∫∫
Q

e
−2α

t4(T−t)4 t−12(T − t)−12(|ϕ|2 + |ψ|2 + |ζ|2)

≤ C1

(∫∫
Q

e
−4α̃+2α

t4(T−t)4 t−30(T − t)−30(|G̃|2 + |g̃1|2 + |g̃2|2)

+

∫∫
ω×(0,T )

e
−8α̃+6α

t4(T−t)4 t−64(T − t)−64(|ϕ|2 + |ψ|2 + |ζ|2)

)
.

(37)

Notice that 0 < α̃ < α. Moreover, taking λ1 large enough, it can be assumed
that 8α̃− 7α > 0.

Recall that F satisfies (35). Let us suppose that, for instance, k = e1. Then we
have:

|ϕ1|2 + |ϕ2|2 + |ϕ3|2 ≤ C2(|G ·ϕ|2 + |L ·ϕ|2 + |ϕ1|2) in O∗ × (0, T ) (38)

for some C2 > 0. Combining (37) and (38), we thus see that the task is reduced to
estimate the integrals∫∫

ω×(0,T )

e
−8α̃+6α

t4(T−t)4 t−64(T − t)−64|G · ϕ|2 (39)

and ∫∫
ω×(0,T )

e
−8α̃+6α

t4(T−t)4 t−64(T − t)−64|L · ϕ|2 (40)

in terms of εK(ϕ,ψ, ζ) and a constant Cε multiplying local integrals of ψ, ζ, g̃1 and
g̃2.

These estimates can be obtained by following the final steps of Lemma 3.1; as a
result, we obtain the inequality (36).
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Let us now give the proof of Theorem 1.2.
First, it is not restrictive to assume that we have (35) instead of (8). Indeed,

if (8) holds, since G and L are continuous, there exist τ, a0 > 0, a non-empty open
set ω ⊂⊂ O∗ and a vector k ∈ R3 such that

det
[
G |L |k

]
≥ a0 in ω × [τ, T − τ ].

We can first take v ≡ 0 and w1 ≡ w2 ≡ 0 for t ∈ [0, τ ]; then, we can try to get local
exact controllability to (y, p, θ, c) at time T − τ . If appropriate controls are found,
they serve to prove Theorem 1.2.

Hence, we can assume that (35) is satisfied. Arguing as in Section 3, we can
deduce from Lemma 4.1 the null controllability of the linearized system (12) with
controls like in Theorem 1.2 (that is, an analog of Proposition 2); then, using again
the inverse mapping theorem, we can easily achieve the proof of the desired result.

5. Proof of Theorem 1.3. Without any lack of generality, we can assume that
h1 6= 0. The proof of our third main result, Theorem 1.3, relies on a different and
stronger Carleman estimate:

Lemma 5.1. Assume that N = 3 and (y, p, θ, c) satisfies (3)–(5). Under the as-
sumptions of Theorem 1.3, there exist three positive constants C, α and α̃ depending
on Ω, O, T , y, θ and c satisfying 0 < α̃ < α and 16α̃− 15α > 0 such that, for any

(ϕT , ψT , ζT ) ∈ H × L2(Ω) × L2(Ω) and any (G̃, g̃1, g̃2) ∈ L2(Q) × L2(Q) × L2(Q),
the solution to the adjoint system (13) satisfies:

K(ϕ, ψ, ζ) ≤ C

(∫∫
Q

e
−4α̃+2α

t4(T−t)4 t−30(T − t)−30|G̃|2

+

∫∫
Q

e
−32α̃+30α

t4(T−t)4 t−252(T − t)−252(|g̃1|2 + |g̃2|2)

+

∫∫
O×(0,T )

e
−32α̃+30α

t4(T−t)4 t−268(T − t)−268(|ψ|2 + |ζ|2)

)
.

(41)

Proof. Again, by choosing

α = s1(e5/4λ1m‖η0‖∞ − eλ1m‖η0‖∞), α̃ = s1(e5/4λ1m‖η0‖∞ − eλ1(m+1)‖η0‖∞),

C1 = Ĉ(1 + T 2)s17
1 λ

48
1 e

17λ1(m+1)‖η0‖∞

and ω ⊂ O, we obtain:∫∫
Q

e
−2α

t4(T−t)4 t4(T − t)4(|ϕt|2 + |ψt|2 + |ζt|2 + |∆ϕ|2 + |∆ψ|2 + |∆ζ|2)

+

∫∫
Q

e
−2α

t4(T−t)4 t−4(T − t)−4(|∇ϕ|2 + |∇ψ|2 + |∇ζ|2)

+

∫∫
Q

e
−2α

t4(T−t)4 t−12(T − t)−12(|ϕ|2 + |ψ|2 + |ζ|2)

≤ C1

(∫∫
Q

e
−4α̃+2α

t4(T−t)4 t−30(T − t)−30(|G̃|2 + |g̃1|2 + |g̃2|2)

+

∫∫
ω×(0,T )

e
−8α̃+6α

t4(T−t)4 t−64(T − t)−64(|ϕ|2 + |ψ|2 + |ζ|2)

)
.

(42)
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We notice that 0 < α̃ < α and, by taking λ1 large enough, it can be assumed
that 16α̃− 15α > 0.

Using the incompressibility condition, we get

(−h2,h1, 0) · ∇ϕ2 = −∂1(h · ϕ) + (h3, 0,−h1) · ∇ϕ3. (43)

We will apply (42) for the open set ω defined as follows. By assumptions (9) and
(10), we choose ν > 0 such that

h1n2(x)− h2n1(x) 6= 0 ∀x ∈ Γν := Bν(x0) ∩ ∂O ∩ ∂Ω.

Then, we introduce

ω := {x ∈ Ω : x = x+ τ(−h2,h1, 0), x ∈ Γν , |τ | < τ0 },
with ν, τ0 > 0 small enough, so that we still have

ω ⊂ O and d := dist(ω, ∂O ∩ Ω) > 0.

Observe that, with this choice, each point x∗ ∈ ω has the property that one of
the point at which the straight line {x∗ + r(−h2,h1, 0) : r ∈ R } intersects ∂Ω
belongs to ∂ω.

Once ω is defined, we apply the inequality (42) in this open set and we try to
bound the term ∫∫

ω×(0,T )

e
−8α̃+6α

t4(T−t)4 t−64(T − t)−64|ϕ2|2

in terms of εK(ϕ,ψ, ζ) and local integrals of h · ϕ and ϕ3.

To this end, for each x ∈ ω we denote by l(x) (resp. l̃(x)) the segment that starts
from x with direction (−h2,h1, 0) in the positive (resp. negative) sense and ends at
∂ω. Then, since ϕ verifies (43) and ϕ = 0 on Σ, it is not difficult to see that

ϕ2(x, t) =

∫
l(x)

[∂1(h · ϕ) + (h3, 0,−h1) · ∇ϕ3] (x, t) dx,

for all (x, t) ∈ ω × (0, T ). Applying at this point Hölder’s inequality and Fubini’s
formula, we obtain:∫∫

ω×(0,T )

β(t)|ϕ2|2 (44)

≤ C
∫ T

0

β

(∫
ω

∫
l(x)

(|∂1(h · ϕ)|2 + |(h3, 0,−h1) · ∇ϕ3|2) dx dx

)
dt

= C

∫∫
ω×(0,T )

β
[
|∂1(h · ϕ)|2 + |(h3, 0,−h1) · ∇ϕ3|2

](∫
l̃(x,t)

dx

)
dx dt

≤ C
∫∫

ω×(0,T )

β
[
|∂1(h · ϕ)|2 + |(h3, 0,−h1) · ∇ϕ3|2

]
,

recall that β is defined in (20).
Then, let us introduce an appropriate non-empty open set ω0 verifying ω ⊂ ω0 ⊂

O, d1 := dist(ω0, ∂O∩Ω) > 0 and d2 := dist(ω, ∂ω0 ∩Ω) > 0 and a cut-off function
ϑ0 ∈ C2(ω0) such that

ϑ0 ≡ 1 in ω, 0 ≤ ϑ0 ≤ 1 and
ϑ0(x) = 0 whenever x ∈ ω0 and dist(x, ∂ω0 ∩ Ω) ≤ d2/2.
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In particular, ϑ0 and its derivatives vanish on ∂ω0∩Ω. This and the fact that ϕ = 0
on Σ imply:

∫∫
ω×(0,T )

β|∂1(h · ϕ)|2 ≤
∫∫

ω0×(0,T )

ϑ0β|∂1(h · ϕ)|2

=

∫∫
ω0×(0,T )

β

[
1

2
∂1(ϑ0∂1|(h · ϕ)|2)− ϑ0∂11(h · ϕ)(h · ϕ) (45)

−1

2
∂1(∂1ϑ0|(h · ϕ)|2) +

1

2
∂11ϑ0|(h · ϕ)|2

]

≤ C
∫∫

ω0×(0,T )

[
β|(h · ϕ)|2 + β|∂11(h · ϕ)(h · ϕ)|

]
and

∫∫
ω×(0,T )

β|(h3, 0,−h1) · ∇ϕ3|2 ≤ C
∫∫

ω0×(0,T )

ϑ0β|∇ϕ3|2

= C

N∑
j=1

∫∫
ω0×(0,T )

β

[
1

2
∂j(ϑ0∂j |ϕ3|2)− ϑ0∂jj(ϕ3)ϕ3 (46)

− 1

2
∂j(∂jϑ0|ϕ3|2) +

1

2
∂jjϑ0|ϕ3|2

]

≤ C
∫∫

ω0×(0,T )

[
β|ϕ3|2 + β∆ϕ3ϕ3

]
.

Finally, in view of Young’s inequality and classical Sobolev estimates, we see that

∫∫
ω×(0,T )

β|∂1(h · ϕ)|2 ≤ C
∫∫

ω0×(0,T )

β|(h · ϕ)|2

+
1

4C

∫∫
ω0×(0,T )

e
−2α

t4(T−t)4 t4(T − t)4|∂11ϕ|2

+C

∫∫
ω0×(0,T )

e
−16α̃+14α

t4(T−t)4 t−132(T − t)−132|(h · ϕ)|2 (47)

≤ 2C

∫∫
ω0×(0,T )

e
−16α̃+14α

t4(T−t)4 t−132(T − t)−132|(h · ϕ)|2

+
1

4C

∫∫
Q

e
−2α

t4(T−t)4 t4(T − t)4|∆ϕ|2
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and ∫∫
ω×(0,T )

β|(h3, 0,−h1) · ∇ϕ3|2

≤

[
1

4C

∫∫
ω0×(0,T )

e
−2α

t4(T−t)4 t4(T − t)4|∆ϕ3|2

+C

∫∫
ω0×(0,T )

e
−16α̃+14α

t4(T−t)4 t−132(T − t)−132|ϕ3|2

+C

∫∫
ω0×(0,T )

β|ϕ3|2
]

(48)

≤ 2C

∫∫
ω0×(0,T )

e
−16α̃+14α

t4(T−t)4 t−132(T − t)−132|ϕ3|2

+
1

4C

∫∫
Q

e
−2α

t4(T−t)4 t4(T − t)4|∆ϕ|2

Therefore, combining (42), (44), (17), (47) and (48), we obtain∫∫
Q

e
−2α

t4(T−t)4 t4(T − t)4(|ϕt|2 + |ψt|2 + |ζt|2 + |∆ϕ|2 + |∆ψ|2 + |∆ζ|2)

+

∫∫
Q

e
−2α

t4(T−t)4 t−4(T − t)−4(|∇ϕ|2 + |∇ψ|2 + |∇ζ|2)

+

∫∫
Q

e
−2α

t4(T−t)4 t−12(T − t)−12(|ϕ|2 + |ψ|2 + |ζ|2) (49)

≤ C
(∫∫

Q

e
−4α̃+2α

t4(T−t)4 t−30(T − t)−30(|G̃|2 + |g̃1|2 + |g̃2|2)

+

∫∫
ω0×(0,T )

e
−16α̃+14α

t4(T−t)4 t−132(T − t)−132
[
|(h · ϕ)|2 + |ϕ3|2

]
+

∫∫
ω×(0,T )

e
−8α̃+6α

t4(T−t)4 t−64(T − t)−64(|ψ|2 + |ζ|2)

)
.

Once more, our task is reduced to estimate the integrals∫∫
ω0×(0,T )

e
−16α̃+14α

t4(T−t)4 t−132(T − t)−132|(h · ϕ)|2 (50)

and ∫∫
ω0×(0,T )

e
−16α̃+14α

t4(T−t)4 t−132(T − t)−132|ϕ3|2 (51)

in terms of εK(ϕ,ψ, ζ) and local integrals of ψ, ζ, g̃1 and g̃2.
To this end, we can again follow the steps of Lemma 3.1; after some work, we

are led to (41).

6. Final comments and questions.
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6.1. The case N = 2. We see from Theorems 1.1 and 1.2 that, for N = 2, even
without imposing geometrical hypotheses to O like (9) the local exact controllability
to the trajectories holds with two scalar controls w1 and w2. In other words, in this
case, we only have to act on the PDEs satisfied by θ and c (no purely mechanical
action is needed).

A natural question is thus whether Theorem 1.2 can be improved (in the sense
that the whole system can be controlled with just one scalar control by imposing
(9) or any other condition.

6.2. Nonlinear F and geometrical conditions on O. In Theorem 1.3, we have
assumed that F depends linearly on θ and c. This allowed to use the incompress-
ibility condition (written in the form (43)) and, after several integrations by parts
and estimates, led to (49).

It is thus reasonable to ask whether a similar result holds for more general func-
tions F satisfying (8) and maybe other conditions. But this is to our knowledge an
open question.

6.3. Generalizations to coupled systems with more unknowns. The results
in this paper admit several straightforward generalizations. For instance, let us
assume that N = 3. With suitable hypotheses, we can obtain a result similar
Theorem 1.2 for the following system in Q

yt −∆y + (y · ∇)y +∇p = v1O + F(θ, c1, c2),
∇ · y = 0, θ

c1

c2


t

−

 ã∆θ
ã1∆c1

ã2∆c2

+ y · ∇

 θ
c1

c2

 =

 f(θ, c1, c2)
f1(θ, c1, c2)
f2(θ, c1, c2)

+

 w1O
w11O
w21O

 ,

completed with homogeneous Dirichlet boundary conditions and initial conditions
at t = 0.

This means that the whole system can be controlled, at least locally, by acting
on the PDEs satisfied by θ, c1 and c2, but not on the motion equation.

Nevertheless, it is unknown whether this can be improved and local controllability
can also hold, under some specific assumptions, with at most two scalar controls.

6.4. Local null controllability without geometrical hypotheses. Let us come
back to Theorem 1.1. Suppose that (y, p, θ, c) ≡ 0 and let us try to prove a local null
controllability result with L2 controls v ≡ 0, w1 and w2, without any assumption
on O.

Arguing as in Section 3, we readily see that the task is reduced to the proof of
a Carleman inequality for the solutions to (13) with only local integrals of ψ and ζ
in the right hand side.

But this inequality is true. Indeed, with a self-explained notation, the following
holds:

a) Ĩ(s, λ;ϕ) ≤ C
∫∫
O×(0,T )

ρ−2
1 (|ϕ ·

−→
h |2 + |ϕ3|2) + . . .

(from the results in [2]; here and below, the dots contain weighted integrals

of |G̃|2 and |g̃1|2 + |g̃2|2).

b) K(ψ, ζ) ≤ εĨ(s, λ;ϕ) + C

∫∫
O×(0,T )

ρ−2
2 (|ψ|2 + |ζ|2) + . . .

(from the usual Carleman estimates for the heat equation).
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Using in a) the arguments in the final part of the proof of Lemma 3.1, we obtain
an estimate of the form

Ĩ(s, λ;ϕ) ≤ εĨ(s, λ;ϕ) + Cε

∫∫
O×(0,T )

(ρ−2
3 |ψ|2 + ρ−2

4 |ζ|2) + . . .

Then, after addition, we find:

Ĩ(s, λ;ϕ) +K(ψ, ζ) ≤ C
∫∫
O×(0,T )

ρ−2(|ψ|2 + |ζ|2) + . . . ,

which easily leads to the desired estimates.

7. Appendix. Let us now present a sketch of the proof of Proposition 1.
• First estimates:

In view of the usual Carleman estimates for the heat equation, we easily obtain

K(ϕ, ψ, ζ) ≤ C

(∫∫
Q

e−2sα|∇π|2 +

∫∫
Q

e−2sα(|G̃|2 + |g̃1|2 + |g̃2|2)

+ s3λ4

∫∫
O×(0,T )

e−2sαξ3|(ϕ|2 + |ψ|2 + |ζ|2) dx dt

)
(52)

for all s ≥ s0(T 7 + T 8) and

λ ≥ λ̂
(
1 + ||y||∞ + ||θ||∞ + ||c||∞ + ||G||1/2∞ + ||L||1/2∞

+||g1||1/2∞ + ||g2||1/2∞ + ||l1||1/2∞ + ||l2||1/2∞
)
.

• Eliminating the global integral of ∇π:
Let us look at the (weak) equation satisfied by the pressure, which can be found

by applying the divergence operator to the motion equation of (13):

∆π(t) = ∇·
[
Dϕ(t)y(t) + G̃(t) + θ(t)∇ψ(t) + c(t)∇ζ(t)

]
in Ω, t ∈ (0, T ) a.e. (53)

Regarding the right hand side of (53) like a H−1 term, we can apply the main
result in [9] and deduce that

K(ϕ, ψ, ζ) ≤ C

(
s3λ4

∫∫
O×(0,T )

e−2sαξ3|(ϕ|2 + |ψ|2 + |ζ|2)

+s

∫∫
Q

e−2sαξ
∣∣∣G̃∣∣∣2 +

∫∫
Q

e−2sα(|g̃1|2 + |g̃2|2)

+

∫∫
O1×(0,T )

|µ̂|2 |∇π|2
)

(54)

for all s ≥ s0(T 7 + T 8) and all

λ ≥ λ̂
(
1 + ||y||∞ + ||θ||∞ + ||c||∞ + ||G||1/2∞ + ||L||1/2∞

+||g1||1/2∞ + ||g2||1/2∞ + ||l1||1/2∞ + ||l2||1/2∞
)
.
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Taking into account the motion equation in (13), we have:∫∫
O1×(0,T )

|µ̂|2 |∇π|2 ≤ C

(∫∫
O1×(0,T )

|µ̂|2
∣∣∣G̃∣∣∣2

+

∫∫
O1×(0,T )

|µ̂|2 |ϕt|
2

+ ‖y‖2∞
∫∫
O1×(0,T )

|µ̂|2 |∇ϕ|2 (55)

+
∥∥θ∥∥2

∞

∫∫
O1×(0,T )

|µ̂|2 |∇ψ|2 + ‖c‖2∞
∫∫
O1×(0,T )

|µ̂|2 |∇ζ|2

+

∫∫
O1×(0,T )

|µ̂|2 |∆ϕ|2
)
.

for all s ≥ s0(T 7 + T 8) and all

λ ≥ λ̂
(
1 + ||y||∞ + ||θ||∞ + ||c||∞ + ||G||1/2∞ + ||L||1/2∞

+||g1||1/2∞ + ||g2||1/2∞ + ||l1||1/2∞ + ||l2||1/2∞
)
.

• Estimates of the local terms on ∆ϕ and ϕt
The remainder of the proof is devoted to estimate the local terms on ∆ϕ and

ϕt. To do this, we can follow the ideas in [7], which gives

a) An estimate of |∆ϕ|2:∫∫
O1×(0,T )

|µ̂|2|∆ϕ|2 ≤ C(1+T )

(∫∫
O2×(0,T )

|µ̂|2(|Dϕy|2+|θ∇ψ|2+|c∇ζ|2)

+

∫∫
O2×(0,T )

(|µ̂′ϕ|2 + |µ̂ϕ|2 + |µ̂G̃|2)

)
; (56)

b) An estimate of |ϕt|2:∫∫
O1×(0,T )

|µ̂|2|ϕt|2 ≤ Cελ
24(1 + T )

(∥∥∥µG̃∥∥∥2

L2(Q)
+ ‖µg̃1‖2L2(Q) + ‖µg̃2‖2L2(Q)

+‖µϕ‖2L2(0,T ;L2(O3)) + |µ′ϕ|2L2(0,T ;L2(O3))

+‖µ∇ϕ‖2L2(0,T ;L2(O3)) + ‖µ∇ψ‖2L2(0,T ;L2(O3)) (57)

+‖µ∇ζ‖2L2(0,T ;L2(O3))

)
+ εK(ϕ, ψ, ζ),

with O1 ⊂⊂ O2 ⊂⊂ O3 ⊂⊂ O.
Combining (52) and (54)–(57), after several additional computations, we find

(14).
This ends the proof.
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