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#### Abstract

In this paper, we present some controllability results for linear and nonlinear phase-field systems of Caginalp type considered in a bounded interval of $\mathbb{R}$ when the scalar control force acts on the temperature equation of the system by means of the Dirichlet condition on one of the endpoints of the interval. In order to prove the linear result we use the moment method providing an estimate of the cost of fast controls. Using this estimate and following the methodology developed in [19], we prove a local exact boundary controllability result to constant trajectories of the nonlinear phase-field system. To the authors' knowledge, this is the first nonlinear boundary controllability result in the framework of non-scalar parabolic systems, framework in which some "hyperbolic" behaviors could arise.
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## 1 Introduction

This work deals with the boundary controllability properties of a phase-field system of Caginalp type (see [9]) which is a model describing the transition between the solid and liquid phases in solidification/melting processes of a material occupying an interval:

$$
\begin{cases}\tilde{\theta}_{t}-\xi \tilde{\theta}_{x x}+\frac{1}{2} \rho \xi \tilde{\phi}_{x x}+\frac{\rho}{\tau} \tilde{\theta}=f_{1}(\tilde{\phi}) & \text { in } Q_{T}:=(0, \pi) \times(0, T),  \tag{1.1}\\ \tilde{\phi}_{t}-\xi \tilde{\phi}_{x x}-\frac{2}{\tau} \tilde{\theta}=f_{2}(\tilde{\phi}) & \text { in } Q_{T}, \\ \tilde{\theta}(0, \cdot)=v, \tilde{\phi}(0, \cdot)=c, \tilde{\theta}(\pi, \cdot)=0, \tilde{\phi}(\pi, \cdot)=c & \text { on }(0, T), \\ \tilde{\theta}(\cdot, 0)=\tilde{\theta}_{0}, \tilde{\phi}(\cdot, 0)=\tilde{\phi}_{0} & \text { in }(0, \pi) .\end{cases}
$$

Here, $T>0$ is some final time, $\tilde{\theta}=\tilde{\theta}(x, t)$ denotes the temperature of the material, $\tilde{\phi}=\tilde{\phi}(x, t)$ is the phase-field function used to identify the solidification level of the material, $c \in\{-1,0,1\}$ and the functions $f_{1}$ and $f_{2}$ are the nonlinear terms which come from the derivative of the classical regular double-well potential $W$ and are defined by

$$
f_{1}(\tilde{\phi})=-\frac{\rho}{4 \tau}\left(\tilde{\phi}-\tilde{\phi}^{3}\right) \quad \text { and } \quad f_{2}(\tilde{\phi})=\frac{1}{2 \tau}\left(\tilde{\phi}-\tilde{\phi}^{3}\right)
$$

Besides, $\rho>0$ is the latent heat, $\tau>0$ represents the relaxation time and $\xi>0$ is the thermal diffusivity. Finally, $v \in L^{2}(0, T)$ is the control force, which is exerted at point $x=0$ by means of the boundary Dirichlet condition, and the initial data $\tilde{\theta}_{0}, \tilde{\phi}_{0}$ are given functions.

The phase function $\tilde{\phi}$ describes the phase transition of the material (solid or liquid) in such a way that $\tilde{\phi}=1$ means that the material is in solid state and $\tilde{\phi}=-1$ in liquid state. Observe

[^0]that the temperature $\tilde{\theta}$ of the material could be zero and this could occur with the material in solid or liquid phase. On the other hand, the phase-field variable $\tilde{\phi}$ does not have a direct physical meaning. This is the reason way we control the temperature $\tilde{\theta}$ which, in fact, is the unique variable with physical meaning.

The objective of this paper is to prove a null controllability result at time $T$ for the temperature variable $\tilde{\theta}$ of system (1.1). If we consider the transition region associated to the temperature, i.e., the set

$$
\Gamma(t):=\{x \in(0, \pi): \tilde{\theta}(x, t)=0\}
$$

then, the problem under consideration consists of proving that there exists a control $v$ such that the transition region associated to the temperature $\tilde{\theta}$ satisfies $\Gamma(T)=(0, \pi)$. It is interesting to underline that in this case the material could be in solid phase $(\tilde{\phi}(\cdot, T)=1)$, liquid phase $(\tilde{\phi}(\cdot, T)=-1)$ or in an intermediate phase (mushy) which corresponds to $\tilde{\phi}(\cdot, T)=0$. In this work we are interested in showing the null controllability result at time $T$ for the temperature $\tilde{\theta}$ but keeping the material in solid state, $c=1$, or liquid state, $c=-1$, at time $T$, that is to say, proving that there exists a control $v \in L^{2}(0, T)$ such that system (1.1) has a solution $\tilde{y}=(\tilde{\theta}, \tilde{\phi})$ (in an appropriate space) such that

$$
\begin{equation*}
\tilde{\theta}(\cdot, T)=0 \quad \text { and } \quad \tilde{\phi}(\cdot, T)=c \quad \text { in }(0, \pi) \tag{1.2}
\end{equation*}
$$

We give a complementary analysis and results in the Appendix B, where we deal with the case where $c=0$.

As said before, the objective of this work is to study the controllability properties of system (1.1). Let us observe that we are exerting only one control force on the system (a boundary control) but we want to control the corresponding state $\tilde{y}=(\tilde{\theta}, \tilde{\phi})$ which has two components. In fact, the second equation in (1.1) is indirectly controlled by means of the term $-2 \tilde{\theta} / \tau$. On the other hand, (1.1) is a nonlinear system with nonlinearities with a super-linear behavior at infinity. Therefore, we can expect a local controllability result at time $T$ for this system, that is to say, an exact controllability result to the trajectory $(0, c)$ when the initial datum $\left(\tilde{\theta}_{0}, \tilde{\phi}_{0}\right)$ is sufficiently close to $(0, c)$ in an appropriate norm (see for instance [17, 11] for similar results in the scalar parabolic framework).

System (1.1) is a particular class of more general $n \times n$ nonlinear parabolic control systems of the form:

$$
\begin{cases}y_{t}-D \Delta y+A y=F(y)+B v 1_{\omega} & \text { in } Q_{T}:=\Omega \times(0, T)  \tag{1.3}\\ y=C u 1_{\Gamma_{0}}, & \text { on } \Sigma_{T}:=\partial \Omega \times(0, T) \\ y(\cdot, 0)=y_{0} & \text { in } \Omega\end{cases}
$$

where $\omega$ and $\Gamma_{0}$ are, respectively, open subsets of the smooth bounded domain $\Omega \subset \mathbb{R}^{N}$ and of its boundary $\partial \Omega, D \in \mathcal{L}\left(\mathbb{R}^{n}\right)$, with $n \geq 1$, is a positive definite matrix, $B, C \in \mathcal{L}\left(\mathbb{R}^{m}, \mathbb{R}^{n}\right)$, with $m \leq n$, and $A=\left(a_{i j}\right)_{1 \leq i, j \leq n} \in \mathcal{L}\left(\mathbb{R}^{n}\right)$ are given matrices. In $(1.3), F \in C^{0}\left(\mathbb{R}^{n} ; \mathbb{R}^{n}\right)$ is a nonlinear given function. Unlike the scalar case, even in the linear case $F \equiv 0$, new difficulties arise in the study of the controllability properties of (1.3). When $m<n$, the issue for this system is to control the whole components of the system with a control function acting, locally in space or on a part of the boundary, only on some of them. We refer to [4] for a review of results for the controllability problem of system (1.3).

The controllability properties of system (1.1) has been analyzed before in the $N$-dimensional case $(N \geq 1)$ when a distributed control supported in an open subset of the domain is exerted on the system. The first local controllability results for a nonlinear phase-field system controlled by one distributed control force are proved in [3] under certain restrictions on the dimension $N$. In [18], the authors introduce a new approach to deal with the distributed null controllability of some linear coupled parabolic systems that makes possible to generalize the results in [3] to more general phase-field systems such as (1.1). Finally, in [16] the authors study the controllability of some (linear and semilinear) non-diagonalizable parabolic systems of PDEs and provide some Kalman rank conditions which characterize the controllability properties in the linear case. In
these previous works the null controllability result for the linear and nonlinear problem uses in a fundamental way global Carleman inequalities for scalar parabolic problems. To our knowledge, this is the first time that the boundary controllability properties of a nonlinear phase-field system are analyzed.

It is important to underline that in this work we are considering a boundary controllability problem for a non-scalar parabolic system. As said before, in the study of these boundary controllability problems new phenomena and technical difficulties arise. Let us briefly describe them. In the linear case $(F \equiv 0)$, it is well-known (see $[15,5,6]$ ) that the distributed ( $C \equiv 0$ ) and boundary $(B \equiv 0)$ controllability properties of system (1.3) are different and not equivalent. In fact, the boundary controllability of system (1.3) could present "hyperbolic" behaviors such as the non-equivalence between the approximate and null controllability or the existence of a minimal time of controllability, i.e., the existence of $T_{0} \in[0, \infty]$ such that the system is null controllable at time $T$ if $T>T_{0}$ and it is not if $T<T_{0}$ (see [6], [7] and the references therein for more details). On the other hand, global Carleman inequalities seem not to be too useful when we deal with boundary controllability properties of non-scalar parabolic systems (see [5]) and this creates a new technical difficulty: we want to obtain a nonlinear boundary controllability result without having global Carleman estimates for the corresponding adjoint systems to linearized versions of system (1.1).

As noted above, the decision of exerting the control force on the temperature variable $\tilde{\theta}$ was taken because it is the only variable in (1.1) with physical meaning. Indeed, the values of $\tilde{\phi}$ determine the material phase and, consequently, imposing a boundary control for $\tilde{\phi}$ would mean that specific phases for the material on the boundary are maintained throughout the solidification process (which is not an usual situation in practice). On the other hand, exerting the control on the boundary in the temperature variable can be seen as having a regulable external source which heats/cools down the material at point $x=0$. From the physical point of view, this boundary control is more interesting than a distributed control supported on an open subset of the domain (internal source).

The main objective of this work is to provide an exact controllability result of system (1.1) to the constant trajectory $(0, c)$ with $c= \pm 1$ (the case $c=0$ follows the same structure of the case $c= \pm 1$, so it will be dealt with in Appendix B). Observe that the nonlinearities $f_{1}$ and $f_{2}$ in (1.1) can be written as

$$
\left\{\begin{aligned}
f_{1}(\phi) & =-\frac{\rho}{4 \tau}\left(\phi-\phi^{3}\right)=\frac{\rho}{2 \tau}(\phi-c) \pm \frac{3 \rho}{4 \tau}(\phi-c)^{2}+\frac{\rho}{4 \tau}(\phi-c)^{3} \\
f_{2}(\phi) & =\frac{1}{2 \tau}\left(\phi-\phi^{3}\right)=-\frac{1}{\tau}(\phi-c) \mp \frac{3}{2 \tau}(\phi-c)^{2}-\frac{1}{2 \tau}(\phi-c)^{3}
\end{aligned}\right.
$$

and therefore, performing the change of variable $(\theta, \phi)=(\tilde{\theta}, \tilde{\phi}-c)$, system (1.1) becomes

$$
\begin{cases}\theta_{t}-\xi \theta_{x x}+\frac{1}{2} \rho \xi \phi_{x x}-\frac{\rho}{2 \tau} \phi+\frac{\rho}{\tau} \theta=g_{1}(\phi) & \text { in } Q_{T}  \tag{1.4}\\ \phi_{t}-\xi \phi_{x x}+\frac{1}{\tau} \phi-\frac{2}{\tau} \theta=g_{2}(\phi) & \text { in } Q_{T} \\ \theta(0, \cdot)=v, \quad \phi(0, \cdot)=\theta(\pi, \cdot)=\phi(\pi, \cdot)=0 & \text { on }(0, T) \\ \theta(\cdot, 0)=\theta_{0}, \quad \phi(\cdot, 0)=\phi_{0} & \text { in }(0, \pi)\end{cases}
$$

where $\left(\theta_{0}, \phi_{0}\right)=\left(\tilde{\theta}_{0}, \tilde{\phi}_{0}-c\right)$ and the functions $g_{1}$ and $g_{2}$ are given by

$$
\begin{equation*}
g_{1}(\phi)= \pm \frac{3 \rho}{4 \tau} \phi^{2}+\frac{\rho}{4 \tau} \phi^{3} \quad \text { and } \quad g_{2}(\phi)=\mp \frac{3}{2 \tau} \phi^{2}-\frac{1}{2 \tau} \phi^{3} . \tag{1.5}
\end{equation*}
$$

With the previous change of variables in mind, the exact controllability to the trajectory $(0, c)$ of system (1.1) at time $T>0$ is equivalent to the null controllability at the same time $T$ of system (1.4). In order to prove the null controllability at time $T>0$ of system (1.4), we will rewrite the controllability problem as a fixed-point problem for a convenient operator in
appropriate spaces. To perform this fixed-point strategy, we will first study the controllability properties of the following autonomous linear system:

$$
\begin{cases}\theta_{t}-\xi \theta_{x x}+\frac{1}{2} \rho \xi \phi_{x x}-\frac{\rho}{2 \tau} \phi+\frac{\rho}{\tau} \theta=0 & \text { in } Q_{T}  \tag{1.6}\\ \phi_{t}-\xi \phi_{x x}+\frac{1}{\tau} \phi-\frac{2}{\tau} \theta=0 & \text { in } Q_{T} \\ \theta(0, \cdot)=v, \quad \phi(0, \cdot)=\theta(\pi, \cdot)=\phi(\pi, \cdot)=0 & \text { on }(0, T) \\ \theta(\cdot, 0)=\theta_{0}, \quad \phi(\cdot, 0)=\phi_{0} & \text { in }(0, \pi)\end{cases}
$$

which is a linearization of system (1.4) around the equilibrium ( 0,0 ). System (1.6) can also be written in the vectorial form

$$
\begin{cases}y_{t}-D y_{x x}+A y=f & \text { in } Q_{T}  \tag{1.7}\\ y(0, \cdot)=B v, \quad y(\pi, \cdot)=0 & \text { on }(0, T) \\ y(\cdot, 0)=y_{0}, & \text { in }(0, \pi)\end{cases}
$$

with $y_{0}=\left(\theta_{0}, \phi_{0}\right), f=(0,0)$ and

$$
D=\left(\begin{array}{cc}
\xi & -\frac{1}{2} \rho \xi  \tag{1.8}\\
0 & \xi
\end{array}\right), \quad A=\left(\begin{array}{cc}
\frac{\rho}{\tau} & -\frac{\rho}{2 \tau} \\
-\frac{2}{\tau} & \frac{1}{\tau}
\end{array}\right), \quad B=\binom{1}{0}
$$

We will see that, for every $v \in L^{2}(0, T), f \in L^{2}\left(Q_{T} ; \mathbb{R}^{2}\right)$ and $y_{0} \in H^{-1}\left(0, \pi ; \mathbb{R}^{2}\right)$, system (1.7) possesses a unique solution defined by transposition which satisfies

$$
y \in L^{2}\left(Q_{T} ; \mathbb{R}^{2}\right) \cap C^{0}\left([0, T] ; H^{-1}\left(0, \pi ; \mathbb{R}^{2}\right)\right)
$$

and depends continuously on the data $v, f$ and $y_{0}$. Observe that the previous regularity permits to pose the boundary controllability of system (1.6) in the space $H^{-1}\left(0, \pi ; \mathbb{R}^{2}\right)$.

Let us present our first main result: the boundary approximate controllability at time $T>0$ of system (1.6). One has:

Theorem 1.1. Let us consider $\xi, \rho$ and $\tau$ three positive real numbers and let us fix $T>0$. Then, system (1.6) is approximately controllable in $H^{-1}\left(0, \pi ; \mathbb{R}^{2}\right)$ at time $T$ if and only if one has

$$
\begin{equation*}
\xi^{2} \tau^{2}\left(\ell^{2}-k^{2}\right)^{2}-2 \xi \rho \tau\left(\ell^{2}+k^{2}\right)-2 \rho-1 \neq 0, \quad \forall k, \ell \geq 1, \quad \ell>k \tag{1.9}
\end{equation*}
$$

Remark 1.1. Condition (1.9) characterizes the approximate controllability property of system (1.6). Thus, (1.9) is a necessary condition for the null controllability of this system at time $T>0$. Observe that this condition is independent of the final time $T$. We will also see that condition (1.9) is equivalent to the following property (see Proposition 3.2): "The eigenvalues of the vectorial operators

$$
\begin{equation*}
L=-D \partial_{x x}+A \quad \text { and } \quad L^{*}=-D^{*} \partial_{x x}+A^{*} \tag{1.10}
\end{equation*}
$$

with domains $D(L)=D\left(L^{*}\right)=H^{2}\left(0, \pi ; \mathbb{R}^{2}\right) \cap H_{0}^{1}\left(0, \pi ; \mathbb{R}^{2}\right)$, have geometric multiplicity equal to one". Thus, condition (1.9) is a Fattorini-Hautus criterium for the boundary approximate controllability of the linear system (1.6) (see [12]).

In this work, we will also analyze the null controllability properties of system (1.6). In this sense, one has:

Theorem 1.2. Let us us fix $T>0$ and consider $\xi, \rho$ and $\tau$, positive real numbers satisfying (1.9) and

$$
\begin{equation*}
\xi \neq \frac{1}{j^{2}} \frac{\rho}{\tau}, \quad \forall j \geq 1 \tag{1.11}
\end{equation*}
$$

Then, system (1.6) is exactly controllable to zero in $H^{-1}\left(0, \pi ; \mathbb{R}^{2}\right)$ at time $T>0$. Moreover, there exist two positive constants $C_{0}$ and $M$, only depending on $\xi, \rho$ and $\tau$, such that for any $T>0$, there is a bounded linear operator

$$
\mathcal{C}_{T}^{(0)}: H^{-1}\left(0, \pi ; \mathbb{R}^{2}\right) \rightarrow L^{2}(0, T)
$$

satisfying

$$
\begin{equation*}
\left\|\mathrm{C}_{T}^{(0)}\right\|_{\mathcal{L}\left(H^{-1}\left(0, \pi ; \mathbb{R}^{2}\right), L^{2}(0, T)\right)} \leq C_{0} e^{M / T} \tag{1.12}
\end{equation*}
$$

and such that the solution

$$
y=(\theta, \phi) \in L^{2}\left(Q_{T} ; \mathbb{R}^{2}\right) \cap C^{0}\left([0, T] ; H^{-1}\left(0, \pi ; \mathbb{R}^{2}\right)\right)
$$

of system (1.6) associated to $y_{0}=\left(\theta_{0}, \phi_{0}\right) \in H^{-1}\left(0, \pi ; \mathbb{R}^{2}\right)$ and $v=\mathcal{C}_{T}^{(0)}\left(y_{0}\right)$ satisfies $y(\cdot, T)=0$.
Remark 1.2. From the results stated in [3] and [18], it is well known that the linear system (1.6) is approximate and null controllable at any time $T>0$ and any positive $\xi, \rho$ and $\tau$, when the scalar control $v \in L^{2}\left(Q_{T}\right)$ acts on the temperature equation of (1.1) as a right-hand side source supported on an open subset $\omega$ of the domain. These distributed controllability results are independent of condition (1.9) and only use the cascade structure of system (1.6). Nevertheless, this cascade structure is not enough when one deals with the boundary controllability of non-scalar problems (see for example [15], [5], [6], ... ). Again, the approximate and null controllability results stated in Theorems 1.1 and 1.2 show the different nature of the controllability problem of scalar or non-scalar parabolic systems.

Remark 1.3. Theorem 1.2 also provides an estimate of the cost of the control for system (1.6) that drives the system from an initial datum $y_{0}=\left(\theta_{0}, \phi_{0}\right) \in H^{-1}\left(0, \pi ; \mathbb{R}^{2}\right)$ to the equilibrium at time $T>0$. To be precise, under assumption (1.9) and (1.11), Theorem 1.2 implies that the set

$$
z_{T}\left(y_{0}\right):=\left\{v \in L^{2}(0, T): y=(\theta, \phi) \text { solution of }(1.6) \text { associated to } y_{0} \text { satisfies } y(\cdot, T)=0\right\}
$$

is nonempty for any $T>0$ and any $y_{0}=\left(\theta_{0}, \phi_{0}\right) \in H^{-1}\left(0, \pi ; \mathbb{R}^{2}\right)$. We can then define the control cost for system (1.6) as

$$
\mathcal{K}(T)=\sup _{\left\|y_{0}\right\|=1}\left(\inf _{v \in Z_{T}\left(y_{0}\right)}\|v\|_{L^{2}(0, T)}\right), \quad \forall T>0
$$

Observe that as a direct consequence of Theorem 1.2 and inequality (1.12), we can obtain the following estimate of this cost for system (1.6) at time $T>0$ :

$$
\begin{equation*}
\mathcal{K}(T) \leq C_{0} e^{\frac{M}{T}}, \quad \forall T>0 \tag{1.13}
\end{equation*}
$$

where $C_{0}$ and $M$ are positive constants only depending on the parameters in system (1.6) (see [21] and [14] for similar results in the scalar parabolic framework).

Remark 1.4. As said before, condition (1.9) is equivalent to the simplicity of the spectrum of $L$ and $L^{*}$. We will see in Proposition 3.2 that condition (1.11) implies a stronger property of the spectra of $L$ and $L^{*}$ : If we denote $\left\{\Lambda_{k}\right\}_{k \geq 1} \subset(0, \infty)$ the sequence of eigenvalues of the operator $L$, with $\Lambda_{k} \leq \Lambda_{k+1}$ for any $k \geq 1$, then, there exist $\delta>0$ and an integer $q \geq 1$ such that

$$
\begin{equation*}
\left|\Lambda_{k}-\Lambda_{n}\right| \geq \delta\left|k^{2}-n^{2}\right|, \quad \forall k, n \in \mathbb{N}, \quad|k-n| \geq q \tag{1.14}
\end{equation*}
$$

This gap condition for the spectrum of $L$ is crucial to prove the null controllability at any positive time $T$ of system (1.6) with control cost satisfying the estimate (1.13) for positive constants $C_{0}$ and $M$ only depending on $\xi, \rho$ and $\tau$ (for similar results, see [13] and [20]).

In the case in which assumption (1.11) does not hold, that is to say, if for some integer $j \geq 1$ one has

$$
\xi=\frac{1}{j^{2}} \frac{\rho}{\tau}
$$

then, the eigenvalues of $L$ (and $L^{*}$ ) concentrate (see Remark 3.2) and the gap condition (1.14) is not valid. In fact, one has

$$
\inf _{k, \ell \geq 1, k \neq \ell}\left|\Lambda_{k}-\Lambda_{\ell}\right|=0
$$

In [6], the authors proved that when the eigenvalues $\left\{\Lambda_{k}\right\}_{k \geq 1}$ of the operator $L=-D \partial_{x x}+A$ concentrate, the controllability problem for system $(1.7)(f \equiv 0)$ has a minimal time $T_{0} \in[0, \infty]$ of null controllability which is related to the condensation index of the sequence. Even in the case $T_{0}=0$ (and therefore, system (1.6) is null controllable for any $T>0$ ), without the separability assumption (1.14), providing an estimate of the control cost $\mathcal{K}(T)$ with respect to $T>0$ is an open problem.

Remark 1.5. In order to prove Theorem 1.2 we will use the moment method, introduced in [13] in the framework of the boundary controllability of the one-dimensional scalar heat equation. To this end, we will carry out an analysis of the properties of the eigenvalues of $L$ which will imply inequality (1.12) and estimate (1.13) for the control cost of system (1.6). These two inequalities are essential in the proof of the controllability property of the nonlinear system (1.1).

Let us now present the local exact controllability result to the trajectory $(0, c)(c= \pm 1)$ for the nonlinear system (1.1). This is our third main result. One has:

Theorem 1.3. Let us consider $\xi, \tau$ and $\rho$ three positive numbers satisfying (1.9) and (1.11), and let us fix $T>0$ and $c=-1$ or $c=1$. Then, there exists $\varepsilon>0$ such that, for any $\left(\tilde{\theta}_{0}, \tilde{\phi}_{0}\right) \in$ $H^{-1}(0, \pi) \times\left(c+H_{0}^{1}(0, \pi)\right)$ fulfilling

$$
\begin{equation*}
\left\|\tilde{\theta}_{0}\right\|_{H^{-1}}+\left\|\tilde{\phi}_{0}-c\right\|_{H_{0}^{1}} \leq \varepsilon \tag{1.15}
\end{equation*}
$$

there exists $v \in L^{2}(0, T)$ for which system (1.1) has a unique solution

$$
(\tilde{\theta}, \tilde{\phi}) \in\left[L^{2}\left(Q_{T}\right) \cap C^{0}\left([0, T] ; H^{-1}\left(0, \pi ; \mathbb{R}^{2}\right)\right)\right] \times C^{0}\left(\bar{Q}_{T}\right)
$$

which satisfies (1.2).
Theorem 1.3 establishes a local exact boundary controllability result at time $T$ for the nonlinear system (1.1) when the parameters $\xi, \rho$ and $\tau$ satisfy (1.9) and (1.11). Similar distributed controllability results ${ }^{1}$ have been proved in the $N$-dimensional case, without any assumption on the parameters, using the cascade structure of the system (see [3] and [18]). As in the linear case (1.6), this cascade structure is not enough for dealing with the boundary controllability of system (1.1).

We end the presentation of our main results with some remarks.
Remark 1.6. Following [19], Theorem 1.3 will be proved using a point-fixed strategy. The key point in its proof will be a boundary null controllability result for the non-homogeneous system (1.7) when the function $f$ is in an appropriate weighted- $L^{2}$ space. In turn, this null controllability result for (1.7) will use in a crucial way the estimates (1.12) and (1.13).

Remark 1.7. The main results established in this paper only deal with the boundary controllability of linear or nonlinear systems in space dimension one. This restriction is mainly due to the fact that in its proofs we will use the moment method. In general, the boundary controllability of parabolic systems in higher space dimension remains widely open and only some partial answers are known in the linear setting. To our knowledge, the only results on this issue are those of [1], [2] and [8]. In the two first articles, the results for parabolic systems are deduced from the study of the boundary control problem of two coupled wave equations using transmutation techniques. As a result they rely on some geometric constraints on the control domain. In [8], the author characterize the boundary null-controllability of system (1.3) in the linear case ( $B \equiv 0$ and $F \equiv 0$ ) when $\Omega$ is a cylindrical domains of the form $\Omega=(0, \pi) \times \Omega_{2}\left(\Omega_{2}\right.$ is a smooth domain of $\mathbb{R}^{N-1}$,

[^1]$N>1)$ and $\Gamma_{0}:=\{0\} \times \omega_{2}\left(\omega_{2}\right.$ is an open subset of $\left.\Omega_{2}\right)$ without imposing geometric constraints on $\omega_{2}$. It is important to highlight that these results use that the diffusion matrix $D$ is a multiple of the identity matrix. The boundary controllability of systems (1.1) and (1.6) in the $N$-dimensional case is completely open.

The rest of the paper is organized as follows: In Section 2, we give some existence and uniqueness results for the linearized versions of the phase-field system (1.1) and we recall some known results on existence and bounds on biorthogonal families to complex exponentials. Section 3 is devoted to studying the spectral properties of the parabolic operators $L$ and $L^{*}$ given in (1.10). In Section 4 we prove the controllability results for the linear problem (1.6): In Subsection 4.1 we prove the approximate controllability result at time $T$ for system (1.6) (Theorem 1.1) and in Subsection 4.2 the corresponding null controllability result (Theorem 1.2). Theorem 1.3 is proved in Section 5. Before (Subsection 5.1), we prove a null controllability result for the non-homogeneous system (1.7) when $f$ belongs to appropriate spaces. As a consequence, we provide a proof of Theorem 1.3 in Subsection 5.2. We finish this paper with two appendices. In Appendix A, we prove the existence and uniqueness result for the linearized system (1.7) and for its backward formulation. In Appendix B we give some additional results on the null controllability of the phase-field system (1.1), that is to say, we deal with the case $c=0$ (see (1.2)).

## 2 Preliminary results

In this paper we will use the following notations for norms. If $X$ is a Banach space, the norms of the spaces $L^{2}(0, T ; X)$ and $C^{0}([0, T] ; X)$ will be respectively denoted by $\|\cdot\|_{L^{2}(X)}$ and $\|\cdot\|_{C^{0}(X)}$. We will also work with the spaces $L^{2}\left(0, \pi ; \mathbb{R}^{2}\right), H_{0}^{1}\left(0, \pi ; \mathbb{R}^{2}\right)$ and $H^{-1}\left(0, \pi ; \mathbb{R}^{d}\right)$, with norms denoted by $\|\cdot\|_{L^{2}},\|\cdot\|_{H_{0}^{1}}$ and $\|\cdot\|_{H^{-1}}$. On the other hand, we will use $\langle\cdot, \cdot\rangle$ as notation for the usual duality pairing between $H^{-1}\left(0,1 ; \mathbb{R}^{2}\right)$ and $H_{0}^{1}\left(0,1 ; \mathbb{R}^{2}\right)$.

Finally, throughout the paper $C$ will stand for a generic positive constant that only depends on the coefficients $\xi, \tau$ and $\rho$ in system (1.1), whose value may change from one line to another. Frequently, we will use the notation $C_{T}$ when it is convenient to specify the dependence of the generic constant with respect to the final time $T$.

In this section we will give some results related to the existence, uniqueness and continuous dependence with respect to the data of the linear problem (1.7). To this aim, let us consider the linear backwards in time problem:

$$
\begin{cases}-\varphi_{t}-D^{*} \varphi_{x x}+A^{*} \varphi=g & \text { in } Q_{T}  \tag{2.1}\\ \varphi(0, \cdot)=\varphi(\pi, \cdot)=0 & \text { on }(0, T) \\ \varphi(\cdot, T)=\varphi_{0} & \text { in }(0, \pi)\end{cases}
$$

where $D$ and $A$ are given in (1.8) and $\varphi_{0}$ and $g$ are functions in appropriate spaces.
Let us start with a first result on existence and uniqueness of strong solutions to system (2.1). One has:

Proposition 2.1. Let us assume that $\varphi_{0} \in H_{0}^{1}\left(0, \pi ; \mathbb{R}^{2}\right)$ and $g \in L^{2}\left(Q_{T} ; \mathbb{R}^{2}\right)$. Then, system (2.1) has a unique strong solution

$$
\varphi \in C^{0}\left([0, T] ; H_{0}^{1}\left(0, \pi ; \mathbb{R}^{2}\right)\right) \cap L^{2}\left(0, T ; H^{2}\left(0, \pi ; \mathbb{R}^{2}\right) \cap H_{0}^{1}\left(0, \pi ; \mathbb{R}^{2}\right)\right)
$$

In addition, there exists a positive constant $C$, only depending on $D$ and $A$, such that

$$
\begin{equation*}
\|\varphi\|_{C^{0}\left(H_{0}^{1}\right)}+\|\varphi\|_{L^{2}\left(H^{2} \cap H_{0}^{1}\right)} \leq e^{C T}\left(\|g\|_{L^{2}\left(L^{2}\right)}+\left\|\varphi_{0}\right\|_{H_{0}^{1}}\right) \tag{2.2}
\end{equation*}
$$

In view of Proposition 2.1, we can define solution by transposition to system (1.7).

Definition 2.1. Let $y_{0} \in H^{-1}\left(0, \pi ; \mathbb{R}^{2}\right), v \in L^{2}(0, T)$ and $f \in L^{2}\left(Q_{T} ; \mathbb{R}^{2}\right)$ be given. It will be said that $y \in L^{2}\left(Q_{T} ; \mathbb{R}^{2}\right)$ is a solution by transposition to (1.7) if, for each $g \in L^{2}\left(Q_{T} ; \mathbb{R}^{2}\right)$, one has

$$
\begin{equation*}
\iint_{Q_{T}} y \cdot g d x d t=\left\langle y_{0}, \varphi(\cdot, 0)\right\rangle-\int_{0}^{T} B^{*} D^{*} \varphi_{x}(0, t) v(t) d t+\iint_{Q_{T}} f \cdot \varphi d x d t \tag{2.3}
\end{equation*}
$$

where $\varphi \in C^{0}\left([0, T] ; H_{0}^{1}\left(0, \pi ; \mathbb{R}^{2}\right)\right) \cap L^{2}\left(0, T ; H^{2}\left(0, \pi ; \mathbb{R}^{2}\right) \cap H_{0}^{1}\left(0, \pi ; \mathbb{R}^{2}\right)\right)$ is the solution of (2.1) associated to $g$ and $\varphi_{0}=0$ (recall that $\langle\cdot, \cdot\rangle$ stands for the usual duality pairing between $H^{-1}\left(0,1 ; \mathbb{R}^{2}\right)$ and $\left.H_{0}^{1}\left(0,1 ; \mathbb{R}^{2}\right)\right)$.

With this definition we have:
Proposition 2.2. Let us assume that $y_{0}=\left(\theta_{0}, \phi_{0}\right) \in H^{-1}\left(0, \pi ; \mathbb{R}^{2}\right), v \in L^{2}(0, T)$ and $f \in$ $L^{2}\left(Q_{T} ; \mathbb{R}^{2}\right)$. Then, system (1.7) admits a unique solution by transposition $y=(\theta, \phi)$ that satisfies

$$
\left\{\begin{array}{l}
y \in L^{2}\left(Q_{T} ; \mathbb{R}^{2}\right) \cap C^{0}\left([0, T] ; H^{-1}\left(0, \pi ; \mathbb{R}^{2}\right)\right), \quad y_{t} \in L^{2}\left(0, T ;\left(H^{2}\left(0, \pi ; \mathbb{R}^{2}\right) \cap H_{0}^{1}\left(0, \pi ; \mathbb{R}^{2}\right)\right)^{\prime}\right) \\
y_{t}-D y_{x x}+A y=f \text { in } L^{2}\left(0, T ;\left(H^{2}\left(0, \pi ; \mathbb{R}^{2}\right) \cap H_{0}^{1}\left(0, \pi ; \mathbb{R}^{2}\right)\right)^{\prime}\right) \\
y(\cdot, 0)=y_{0} \text { in } H^{-1}\left(0, \pi ; \mathbb{R}^{2}\right)
\end{array}\right.
$$

and

$$
\begin{equation*}
\|y\|_{L^{2}\left(L^{2}\right)}+\|y\|_{C^{0}\left(H^{-1}\right)}+\left\|y_{t}\right\|_{L^{2}\left(\left(H^{2} \cap H_{0}^{1}\right)^{\prime}\right)} \leq C e^{C T}\left(\left\|y_{0}\right\|_{H^{-1}}+\|v\|_{L^{2}(0, T)}+\|f\|_{L^{2}\left(L^{2}\right)}\right) \tag{2.4}
\end{equation*}
$$

for a constant $C>0$ only depending on the parameters $\xi$, $\rho$ and $\tau$ in system (1.7). Moreover
(a) If $\phi_{0} \in L^{2}(0, \pi)$, then $\phi \in L^{2}\left(0, T ; H_{0}^{1}(0, \pi)\right) \cap C^{0}\left([0, T] ; L^{2}(0, \pi)\right)$ and, for a new constant $C>0$ (only depending on $\xi, \rho$ and $\tau$ ), one has

$$
\begin{equation*}
\|\phi\|_{L^{2}\left(H_{0}^{1}\right)}+\|\phi\|_{C^{0}\left(L^{2}\right)} \leq C\left(\|y\|_{L^{2}\left(L^{2}\right)}+\left\|\phi_{0}\right\|_{L^{2}}+\|f\|_{L^{2}\left(L^{2}\right)}\right) \tag{2.5}
\end{equation*}
$$

(b) If $\phi_{0} \in H_{0}^{1}(0, \pi)$, then $\phi \in L^{2}\left(0, T ; H^{2}(0, \pi) \cap H_{0}^{1}(0, \pi)\right) \cap C^{0}\left([0, T] ; H_{0}^{1}(0, \pi)\right)$ and, for a new constant $C>0$ (only depending on $\xi, \rho$ and $\tau$ ), one has

$$
\begin{equation*}
\|\phi\|_{L^{2}\left(H^{2} \cap H_{0}^{1}\right)}+\|\phi\|_{C^{0}\left(H_{0}^{1}\right)} \leq C\left(\|y\|_{L^{2}\left(L^{2}\right)}+\left\|\phi_{0}\right\|_{H_{0}^{1}}+\|f\|_{L^{2}\left(L^{2}\right)}\right) \tag{2.6}
\end{equation*}
$$

and, in particular, $y=(\theta, \phi) \in L^{2}\left(Q_{T}\right) \times C^{0}\left(\bar{Q}_{T}\right)$.
One can prove Propositions 2.1 and 2.2 using, for instance, the well-known Galerkin method. For the sake of completeness we present an idea of the proof of this two propositions in Appendix A.

Observe that, when $g=0$, the backward problem (2.1) is the corresponding adjoint system to (1.6):

$$
\begin{cases}-\varphi_{t}-D^{*} \varphi_{x x}+A^{*} \varphi=0 & \text { in } Q_{T}  \tag{2.7}\\ \varphi(0, \cdot)=\varphi(\pi, \cdot)=0 & \text { on }(0, T) \\ \varphi(\cdot, T)=\varphi_{0} & \text { in }(0, \pi)\end{cases}
$$

The controllability properties of system (1.6) can be characterized in terms of appropriate properties of the solutions to (2.7). In order to provide these characterizations, we need a new result which relates the solutions of systems (1.6) and (2.7). One has:

Proposition 2.3. Let us consider $y_{0}=\left(\theta_{0}, \phi_{0}\right) \in H^{-1}\left(0, \pi ; \mathbb{R}^{2}\right)$ and $v \in L^{2}(0, T)$. Then, the solution $y=(\theta, \phi)$ of system (1.6) associated to $y_{0}$ and $v$, and the solution $\varphi$ of the adjoint system (2.7) associated to $\varphi_{0} \in H_{0}^{1}\left(0, \pi ; \mathbb{R}^{2}\right)$ satisfy

$$
\begin{equation*}
\int_{0}^{T} B^{*} D^{*} \varphi_{x}(0, t) v(t) d t=\left\langle y(\cdot, T), \varphi_{0}\right\rangle-\left\langle y_{0}, \varphi(\cdot, 0)\right\rangle \tag{2.8}
\end{equation*}
$$

Proof. The proof is a consequence of Proposition 2.2. Observe that is enough to prove that (2.8) holds under the regularity assumption $y_{0} \in C_{0}^{1}\left(0, \pi ; \mathbb{R}^{2}\right)$ and $v \in C_{0}^{1}([0, \pi])$. Indeed, using density arguments, the estimates of Proposition 2.2 and the linearity of (1.6), it follows that the identity $(2.8)$ is valid for all $y_{0} \in H^{-1}\left(0, \pi ; \mathbb{R}^{2}\right)$ and $v \in L^{2}(0, T)$.

On the other hand, when $y_{0} \in C_{0}^{1}\left(0, \pi ; \mathbb{R}^{2}\right), v \in C^{1}([0, \pi])$ and $\varphi_{0} \in H_{0}^{1}\left(0, \pi ; \mathbb{R}^{2}\right)$, after some integrations by parts, it is not difficult to prove that the corresponding solution $y$ of (1.6) and $\varphi$, solution of the adjoint system (2.7), satisfy equality (2.8). This ends the proof.

One important consequence of the previous result is the characterization of the approximate and null controllability properties of the linear system (1.6) in terms of suitable properties of the solutions of the adjoint system (2.7). One has:

Theorem 2.1. Let us consider $T>0$. Then,

1. System (1.6) is approximately controllable at time $T>0$ if and only if the following unique continuation property holds:
"Let $\varphi_{0} \in H_{0}^{1}\left(0, \pi ; \mathbb{R}^{2}\right)$ be given and let $\varphi$ be the corresponding solution of the adjoint problem (2.7). Then, if $B^{*} D^{*} \varphi_{x}(0, t)=0$ on $(0, T)$, one has $\varphi_{0}=0$ in $(0, \pi)$."
2. System (1.6) is null controllable at time $T$ if and only if there exists a constant $C_{T}>0$ such that, for any $\varphi_{0}=\left(\theta_{0}, \phi_{0}\right) \in H_{0}^{1}\left(0, \pi ; \mathbb{R}^{2}\right)$, the corresponding solution of (2.7) satisfies the observability inequality

$$
\|\varphi(\cdot, T)\|_{H_{0}^{1}}^{2} \leq C_{T} \int_{0}^{T}\left|B^{*} D^{*} \varphi_{x}(0, t)\right|^{2} d t
$$

This result is well known. For a proof see, for instance [10], [22] and [23].
Remark 2.1. The constant $C_{T}$ appearing in the observability inequality for the adjoint system (2.7) is closely related to the cost $\mathcal{K}(T)$ for system (1.6) (see Remark 1.3). To be precise, if the observability inequality holds, then $\mathcal{Z}(T) \neq \emptyset$, for any $y_{0}=\left(\theta_{0}, \phi_{0}\right) \in H^{-1}\left(0, \pi ; \mathbb{R}^{2}\right)$, and

$$
\mathcal{K}(T) \leq \sqrt{C_{T}}
$$

On the other hand, assume that $\mathcal{Z}(T) \neq \emptyset$, for any $y_{0}=\left(\theta_{0}, \phi_{0}\right) \in H^{-1}\left(0, \pi ; \mathbb{R}^{2}\right)$, and define $\mathcal{K}(T)$ as in Remark 1.3. Then, the previous observability inequality for (2.7) holds with $C_{T}=\mathcal{K}(T)^{2}$.

For a proof of the previous properties, see for example [10] (see Theorem 2.44, p. 56), [23] or [22].

We will finish this section giving two known results which will be used later. They are related to the existence and bounds of biorthogonal families to real exponentials. One has:

Lemma 2.1. Let us consider a sequence $\left\{\Lambda_{k}\right\}_{k \geq 1} \subset \mathbb{R}_{+}$satisfying $\Lambda_{k} \neq \Lambda_{n}$, for any $k, n \in \mathbb{N}$ with $k \neq n$, and

$$
\begin{equation*}
\sum_{k \geq 1} \frac{1}{\Lambda_{k}}<\infty \tag{2.9}
\end{equation*}
$$

Then, there exists a family $\left\{q_{k}\right\}_{k \geq 1} \subset L^{2}(0, T)$ biorthogonal to $\left\{e^{-\Lambda_{k} t}\right\}_{k \geq 1}$, i.e., a family $\left\{q_{k}\right\}_{k \geq 1}$ in $L^{2}(0, T)$ such that

$$
\int_{0}^{T} q_{k}(t) e^{-\Lambda_{j} t} d t=\delta_{k j}, \quad \forall k, j \geq 1
$$

We also have:

Lemma 2.2. Let us consider a sequence $\left\{\Lambda_{k}\right\}_{k \geq 1} \subset \mathbb{R}_{+}$such that $\Lambda_{k} \neq \Lambda_{n}$, for any $k, n \in \mathbb{N}$ with $k \neq n$. Let us also assume that there exist an integer $q \geq 1$ and positive constants $p, \delta$ and $\alpha$ such that

$$
\left\{\begin{array}{l}
\left|\Lambda_{k}-\Lambda_{n}\right| \geq \delta\left|k^{2}-n^{2}\right|, \quad \forall k, n \in \mathbb{N},|k-n| \geq q  \tag{2.10}\\
\inf _{k \neq n,|k-n|<q}\left|\Lambda_{k}-\Lambda_{n}\right|>0
\end{array}\right.
$$

and

$$
\begin{equation*}
|p \sqrt{r}-\mathcal{N}(r)| \leq \alpha, \quad \forall r>0 \tag{2.11}
\end{equation*}
$$

(In (2.11), $\mathcal{N}(r)$ is the counting function associated to $\left\{\Lambda_{k}\right\}_{k \geq 1}$, defined by $\left.\mathcal{N}(r)=\#\left\{k: \Lambda_{k} \leq r\right\}\right)$. Then, there exists $\widetilde{T}_{0}>0$ such that, for any $T \in\left(0, \widetilde{T}_{0}\right)$, we can find a family $\left\{q_{k}\right\}_{k \geq 1} \subset L^{2}(0, T)$ biorthogonal to $\left\{e^{-\Lambda_{k} t}\right\}_{k \geq 1}$ which in addition satisfies

$$
\left\|q_{k}\right\|_{L^{2}(0, T)} \leq C e^{C \sqrt{\Lambda_{k}}+\frac{C}{T}}, \quad \forall k \geq 1
$$

for a positive constant $C$ independent of $T$.
A proof of Lemma 2.1 can be found in [13] and [5]. On the other hand, Lemma 2.2 is a particular case of a more general result proved in [8] (see Theorem 1.5 in pages 2974-2975).

## 3 Spectral properties of the operators $L$ and $L^{*}$

Let us consider the vectorial operators $L$ and $L^{*}$ given in (1.10), with domains

$$
D(L)=D\left(L^{*}\right)=H^{2}\left(0, \pi ; \mathbb{R}^{2}\right) \cap H_{0}^{1}\left(0, \pi ; \mathbb{R}^{2}\right)
$$

This section will be devoted to giving some spectral properties of the operators $L$ and $L^{*}$ which will be used below. Recall that the matrices $D$ and $A$ are given in (1.8).

In what follows, for simplicity, we will use the notation

$$
\begin{equation*}
r_{k}:=\sqrt{\frac{\xi \rho}{\tau} k^{2}+\left(\frac{\rho+1}{2 \tau}\right)^{2}}, \quad \forall k \geq 1 \tag{3.1}
\end{equation*}
$$

On the other hand, it is well-known that the operator $-\partial_{x x}$ with homogeneous Dirichlet boundary conditions admits a sequence of positive eigenvalues, given by $\left\{k^{2}\right\}_{k \geq 1}$, and a sequence of normalized eigenfunctions $\left\{\eta_{k}\right\}_{k \geq 1}$, which is a Hilbert basis of $L^{2}(0, \pi)$, given by

$$
\begin{equation*}
\eta_{k}(x)=\sqrt{\frac{2}{\pi}} \sin k x, \quad x \in(0, \pi) \tag{3.2}
\end{equation*}
$$

With the previous notation, we have the following result:
Proposition 3.1. Let us consider the operators $L$ and $L^{*}$ given in (1.10) (the matrices $D$ and $A$ are given in (1.8)). Then,

1. The spectra of $L$ and $L^{*}$ are given by $\sigma(L)=\sigma\left(L^{*}\right)=\left\{\lambda_{k}^{(1)}, \lambda_{k}^{(2)}\right\}_{k \geq 1}$ with

$$
\begin{equation*}
\lambda_{k}^{(1)}=\xi k^{2}+\frac{\rho+1}{2 \tau}-r_{k}, \quad \lambda_{k}^{(2)}=\xi k^{2}+\frac{\rho+1}{2 \tau}+r_{k}, \quad \forall k \geq 1 \tag{3.3}
\end{equation*}
$$

where $r_{k}$ is given in (3.1).
2. For each $k \geq 1$, the eigenspaces of $L$ (resp., $L^{*}$ ) corresponding to $\lambda_{k}^{(1)}$ and $\lambda_{k}^{(2)}$ are respectively generated by

$$
\begin{equation*}
\Psi_{k}^{(1)}=\frac{1}{4 \sqrt{\tau r_{k}}}\binom{1-\rho+2 \tau r_{k}}{4} \eta_{k}, \quad \Psi_{k}^{(2)}=\frac{1}{4 \sqrt{\tau r_{k}}}\binom{1-\rho-2 \tau r_{k}}{4} \eta_{k} \tag{3.4}
\end{equation*}
$$

(resp.,

$$
\begin{equation*}
\left.\Phi_{k}^{(1)}=\frac{1}{4 \sqrt{\tau r_{k}}}\binom{4}{\rho-1+2 \tau r_{k}} \eta_{k}, \quad \Phi_{k}^{(2)}=\frac{-1}{4 \sqrt{\tau r_{k}}}\binom{4}{\rho-1-2 \tau r_{k}} \eta_{k}\right) \tag{3.5}
\end{equation*}
$$

Proof. We will prove the result for the operator $L$. The same reasoning provides the proof for its adjoint $L^{*}$.

We look for a complex $\lambda$ and a function $\varphi \in H^{2}\left(0, \pi ; \mathbb{C}^{2}\right) \cap H_{0}^{1}\left(0, \pi ; \mathbb{C}^{2}\right)$ such that $\varphi \not \equiv 0$ and $L(\varphi)=\lambda \varphi$. Using that the function $\eta_{k}$ is the normalized eigenfunction of the Dirichlet-Laplace operator in $(0, \pi)$ associated to the eigenvalue $k^{2}$, we can find $\varphi$ as

$$
\varphi(x)=\sum_{n \geq 1} a_{n} \eta_{n}(x), \quad \forall x \in(0, \pi)
$$

where $\left\{a_{n}\right\}_{n \geq 1} \subset \mathbb{C}^{2}$ and, for some $k \geq 1, a_{k} \neq 0$. From the identity $L(\varphi)=\lambda \varphi$ we deduce

$$
\sum_{n \geq 1}\left(n^{2} D+A-\lambda I_{2}\right) a_{n} \eta_{n}(x)=0, \quad \forall x \in(0, \pi)
$$

$\left(I_{2} \in \mathcal{L}\left(\mathbb{C}^{2}\right)\right.$ is the identity matrix $)$. From this identity, it is clear that the eigenvalues of the operator $L$ correspond to the eigenvalues of the matrices

$$
k^{2} D+A, \quad \forall k \geq 1
$$

and an associated eigenfunction of $L$ is given choosing $a_{n}=z_{k} \delta_{k n}$, for any $n \geq 1$, where $z_{k} \in \mathbb{C}^{2}$ is an associated eigenvector of $k^{2} D+A$, that is to say, $\Psi_{k}(\cdot)=z_{k} \eta_{k}(\cdot)$.

Taking into account the expression of the characteristic polynomial of $k^{2} D+A$ :

$$
p(x)=x^{2}-\left(2 \xi k^{2}+\frac{\rho+1}{\tau}\right) x+\xi^{2} k^{4}+\frac{\xi}{\tau} k^{2}, \quad k \geq 1
$$

a direct computation provides the formulae (3.3) and (3.4) as eigenvalues and associated eigenfunctions of the operator $L$. This finishes the proof.

Let us now analyze some properties of the eigenvalues and eigenfunctions of the operators $L$ and $L^{*}$. These properties will be used below. We start with some properties of the sequences $\left\{\lambda_{k}^{(1)}\right\}_{k \geq 1}$ and $\left\{\lambda_{k}^{(2)}\right\}_{k \geq 1}$. One has
Proposition 3.2. Under the assumptions of Proposition 3.1, the following properties hold:
(P1) $\left\{\lambda_{k}^{(1)}\right\}_{k \geq 1}$ and $\left\{\lambda_{k}^{(2)}\right\}_{k \geq 1}$ (see (3.3)) are increasing sequences satisfying

$$
0<\lambda_{k}^{(1)}<\lambda_{k}^{(2)}, \quad \forall k \geq 1
$$

(P2) The spectrum of $L$ and $L^{*}$ is simple, i.e., $\lambda_{k}^{(2)} \neq \lambda_{\ell}^{(1)}$, for all $k, \ell \geq 1$ if and only if the parameters $\xi, \rho$ and $\tau$ satisfy condition (1.9).
(P3) Assume that the parameters $\xi$, $\rho$ and $\tau$ satisfy (1.11), i.e., there exists $j \geq 0$ such that

$$
\begin{equation*}
\frac{1}{(j+1)^{2}} \frac{\rho}{\tau}<\xi<\frac{1}{j^{2}} \frac{\rho}{\tau} \tag{3.6}
\end{equation*}
$$

Then, there exists an integer $k_{0}=k_{0}(\xi, \rho, \tau, j) \geq 1$ and a constant $C=C(\xi, \rho, \tau, j)>0$ such that
$\lambda_{k+j}^{(1)}<\lambda_{k}^{(2)}<\lambda_{k+1+j}^{(1)}<\lambda_{k+1}^{(2)}<\cdots, \forall k \geq k_{0}$, and $\min _{k \geq k_{0}}\left\{\lambda_{k}^{(2)}-\lambda_{k+j}^{(1)}, \lambda_{k+j+1}^{(1)}-\lambda_{k}^{(2)}\right\}>C$.
(P4) Assume now that the parameters $\xi, \rho$ and $\tau$ satisfy (1.9) and (1.11). Then, one has:

$$
\begin{equation*}
\inf _{k, \ell \geq 1}\left|\lambda_{k}^{(2)}-\lambda_{\ell}^{(1)}\right|>0 \tag{3.8}
\end{equation*}
$$

and there exists a positive integer $k_{1} \in \mathbb{N}$, depending on $\xi$, $\rho$ and $\tau$, such that

$$
\begin{equation*}
\min \left\{\left|\lambda_{k}^{(1)}-\lambda_{\ell}^{(1)}\right|,\left|\lambda_{k}^{(2)}-\lambda_{\ell}^{(2)}\right|,\left|\lambda_{k}^{(2)}-\lambda_{\ell}^{(1)}\right|\right\} \geq \frac{\xi}{2}\left|k^{2}-\ell^{2}\right|, \quad \forall k, \ell \geq 1, \quad|k-\ell| \geq k_{1} \tag{3.9}
\end{equation*}
$$

Proof. Let us start proving property ( $P 1$ ). From the expressions of $\lambda_{k}^{(1)}$ and $\lambda_{k}^{(2)}$ (see (3.3)), we directly get $\lambda_{k}^{(1)}<\lambda_{k}^{(2)}$ for any $k \geq 1$. On the other hand, using the inequality

$$
r_{k}=\sqrt{\frac{\xi \rho}{\tau} k^{2}+\left(\frac{\rho+1}{2 \tau}\right)^{2}}<\sqrt{\xi^{2} k^{4}+2 \xi k^{2} \frac{\rho+1}{2 \tau}+\left(\frac{\rho+1}{2 \tau}\right)^{2}}=\xi k^{2}+\frac{\rho+1}{2 \tau}, \quad \forall k \geq 1
$$

we also deduce $0<\lambda_{k}^{(1)}$ for any $k \geq 1$.
Let us now prove that $\left\{\lambda_{k}^{(1)}\right\}_{k \geq 1}$ and $\left\{\lambda_{k}^{(2)}\right\}_{k \geq 1}$ are increasing sequences. Indeed,

$$
\begin{aligned}
\lambda_{k+1}^{(1)}-\lambda_{k}^{(1)} & =\xi(2 k+1)+\sqrt{\frac{\xi \rho}{\tau} k^{2}+\left(\frac{\rho+1}{2 \tau}\right)^{2}}-\sqrt{\frac{\xi \rho}{\tau}(k+1)^{2}+\left(\frac{\rho+1}{2 \tau}\right)^{2}} \\
& =\xi(2 k+1)-\frac{\xi \rho}{\tau} \frac{2 k+1}{\sqrt{\frac{\xi \rho}{\tau} k^{2}+\left(\frac{\rho+1}{2 \tau}\right)^{2}}+\sqrt{\frac{\xi \rho}{\tau}(k+1)^{2}+\left(\frac{\rho+1}{2 \tau}\right)^{2}}} \\
& =\xi(2 k+1)\left[1-\frac{\rho}{\tau} \frac{1}{\sqrt{\frac{\xi \rho}{\tau} k^{2}+\left(\frac{\rho+1}{2 \tau}\right)^{2}}+\sqrt{\frac{\xi \rho}{\tau}(k+1)^{2}+\left(\frac{\rho+1}{2 \tau}\right)^{2}}}\right] \rightarrow \infty
\end{aligned}
$$

as $k \rightarrow \infty$. Moreover,

$$
\sqrt{\frac{\xi \rho}{\tau} k^{2}+\left(\frac{\rho+1}{2 \tau}\right)^{2}}+\sqrt{\frac{\xi \rho}{\tau}(k+1)^{2}+\left(\frac{\rho+1}{2 \tau}\right)^{2}} \geq \frac{\rho+1}{2 \tau}+\frac{\rho+1}{2 \tau}>\frac{\rho}{\tau}
$$

which implies $\lambda_{k+1}^{(1)}-\lambda_{k}^{(1)}>0$, for any $k \geq 1$. Thus, $\left\{\lambda_{k}^{(1)}\right\}_{k \geq 1}$ is a positive increasing sequence. Clearly $\left\{\lambda_{k}^{(2)}\right\}_{k \geq 1}$ is also a positive increasing sequence and $\lambda_{k+1}^{(2)}-\lambda_{k}^{(2)} \rightarrow \infty$, as $k \rightarrow \infty$. This proves property ( $P 1$ ).

Let us now see property (P2). Using property $(P 1)$, one has that, for any integers $k, \ell \geq 1$ with $\ell \leq k$, clearly $\lambda_{\ell}^{(1)} \leq \lambda_{k}^{(1)}<\lambda_{k}^{(2)}$. Therefore, in order to prove the equivalence we can assume that $\ell>k$. We have

$$
\lambda_{\ell}^{(1)}-\lambda_{k}^{(2)}=\frac{\xi \rho}{\tau}\left(\ell^{2}-k^{2}\right)\left(\frac{\tau}{\rho}-\frac{1}{r_{\ell}-r_{k}}\right)
$$

Thus, $\lambda_{k}^{(2)} \neq \lambda_{\ell}^{(1)}$ for any $k, \ell \geq 1$, with $\ell>k$, if and only if

$$
r_{\ell}^{2} \neq\left(r_{k}+\frac{\rho}{\tau}\right)^{2}, \quad \forall k, \ell \geq 1, \quad \ell>k
$$

From the expression of $r_{k}\left(\right.$ see (3.1)) we readily deduce $2 r_{k}>\frac{\rho}{\tau}$ and $\xi \tau\left(\ell^{2}-k^{2}\right)-\rho+2 \tau r_{k}>0$ $(\ell>k)$. So,

$$
\left\{\begin{aligned}
r_{\ell}^{2}-\left(r_{k}+\frac{\rho}{\tau}\right)^{2} & =\frac{\rho}{\tau}\left[\left(\xi\left(\ell^{2}-k^{2}\right)-\frac{\rho}{\tau}\right)-2 r_{k}\right]=\frac{\rho}{\tau^{2}} \frac{\left(\xi \tau\left(\ell^{2}-k^{2}\right)-\rho\right)^{2}-4 \tau^{2} r_{k}^{2}}{\xi \tau\left(\ell^{2}-k^{2}\right)-\rho+2 \tau r_{k}} \\
& =\frac{\rho}{\tau^{2}} \frac{\xi^{2} \tau^{2}\left(\ell^{2}-k^{2}\right)^{2}-2 \xi \tau \rho\left(\ell^{2}-k^{2}\right)-\rho^{2}-4 \xi \tau \rho k^{2}-2 \rho-1}{\xi \tau\left(\ell^{2}-k^{2}\right)-\rho+2 \tau r_{k}} \\
& =\frac{\rho}{\tau^{2}} \frac{\xi^{2} \tau^{2}\left(\ell^{2}-k^{2}\right)^{2}-2 \xi \tau \rho\left(\ell^{2}+k^{2}\right)-2 \rho-1}{\xi \tau\left(\ell^{2}-k^{2}\right)-\rho+2 \tau r_{k}}
\end{aligned}\right.
$$

and we get that $\lambda_{k}^{(2)} \neq \lambda_{\ell}^{(1)}$ for any $k, \ell \geq 1$, with $\ell>k$, if and only if condition (1.9) holds. This finishes the proof of property $(P 2)$.

In order to prove property $(P 3)$, we are going to use the expressions

$$
\begin{equation*}
\lambda_{k}^{(1)}=\xi k^{2}+\frac{\rho+1}{2 \tau}-\sqrt{\frac{\xi \rho}{\tau}} k-\frac{\epsilon_{k}}{k}, \quad \lambda_{k}^{(2)}=\xi k^{2}+\frac{\rho+1}{2 \tau}+\sqrt{\frac{\xi \rho}{\tau}} k+\frac{\epsilon_{k}}{k}, \quad \forall k \geq 1, \tag{3.10}
\end{equation*}
$$

which can be easily deduced from the expressions of $\lambda_{k}^{(i)}, i=1,2$, and $r_{k}$ (see (3.3) and (3.1)). In (3.10), $\left\{\epsilon_{k}\right\}_{k \geq 1}$ is a new positive increasing sequence satisfying

$$
\begin{equation*}
\lim _{k \rightarrow \infty} \epsilon_{k}=\frac{1}{2}\left(\frac{\rho+1}{2 \tau}\right)^{2} \sqrt{\frac{\tau}{\xi \rho}} . \tag{3.11}
\end{equation*}
$$

Using (3.10), we will prove that, for any $i \geq 1$, the difference $\lambda_{k+i}^{(1)}-\lambda_{k}^{(2)}$ behaves at infinity as

$$
\begin{equation*}
\lim _{k \rightarrow \infty} \frac{\lambda_{k+i}^{(1)}-\lambda_{k}^{(2)}}{\xi i(2 k+i)}=1-\sqrt{\frac{1}{i^{2}} \frac{\rho}{\xi \tau}} \neq 0 \tag{3.12}
\end{equation*}
$$

Indeed, a simple computation gives

$$
\begin{equation*}
\lambda_{k+i}^{(1)}-\lambda_{k}^{(2)}=\xi i(2 k+i)-\sqrt{\frac{\xi \rho}{\tau}}(2 k+i)-\frac{\epsilon_{k+i}}{k+i}-\frac{\epsilon_{k}}{k}=\xi i(2 k+i)\left[1-\sqrt{\frac{1}{i^{2}} \frac{\rho}{\xi \tau}}-\widetilde{\epsilon}_{k}^{(i)}\right] \tag{3.13}
\end{equation*}
$$

where $\left\{\widetilde{\epsilon}_{k}^{(i)}\right\}_{k \geq 1}$ is a sequence converging to zero. From assumption (1.11) we can conclude (3.12).
We will obtain the proof of property ( $P 3$ ) from (3.12). Observe that assumption (1.11) implies that the parameters $\xi, \rho$ and $\tau$ satisfies (3.6) for an appropriate integer $j \geq 0$. Therefore, if $j=0$, then, $\xi>\frac{\rho}{\tau}$ and (3.12) implies $\lim _{k \rightarrow \infty}\left(\lambda_{k+1}^{(1)}-\lambda_{k}^{(2)}\right)=\infty$. On the other hand, one has $\lim _{k \rightarrow \infty}\left(\lambda_{k}^{(2)}-\lambda_{k}^{(1)}\right)=\lim _{k \rightarrow \infty} 2 r_{k}=\infty$. Thus, there exists an integer $k_{0} \geq 1$ and a constant $C>0$ such that (3.7) holds for $j=0$.

If $j \geq 1$, again, the property (3.12) implies

$$
\lim _{k \rightarrow \infty}\left(\lambda_{k+i}^{(1)}-\lambda_{k}^{(2)}\right)=-\infty, \quad \text { if } i \leq j \quad \text { and } \quad \lim _{k \rightarrow \infty}\left(\lambda_{k+i}^{(1)}-\lambda_{k}^{(2)}\right)=\infty, \quad \text { if } i \geq j+1
$$

We can also conclude the existence of an integer $k_{0} \geq 1$ and a positive constant $C$ such that (3.7) holds. This shows property ( $P 3$ ).

Let us finalize the proof showing property ( $P 4$ ). First, inequality (3.8) is a direct consequence of property ( $P 2$ ) and (3.7). Secondly, if we take $k, \ell \geq 1$, from (3.10), one deduces:

$$
\left\{\begin{aligned}
\left|\lambda_{k}^{(1)}-\lambda_{\ell}^{(1)}\right| & =\xi\left|k^{2}-\ell^{2}\right|\left|1-\sqrt{\frac{\xi \rho}{\tau}} \frac{1}{k+\ell}-\frac{\epsilon_{k}}{k\left(k^{2}-\ell^{2}\right)}+\frac{\epsilon_{\ell}}{\ell\left(k^{2}-\ell^{2}\right)}\right| \\
& \geq \xi\left|k^{2}-\ell^{2}\right|\left[1-\left(\sqrt{\frac{\xi \rho}{\tau}}+\left|\epsilon_{k}\right|+\left|\epsilon_{\ell}\right|\right) \frac{1}{k+\ell}\right]
\end{aligned}\right.
$$

Observe that $\left\{\epsilon_{k}\right\}_{k \geq 1}$ is a convergent sequence and $k+\ell \geq|k-\ell|$, for any $k, \ell \in \mathbb{N}$. Hence, there exists a integer $q_{1} \geq 1$ (depending on the parameters of system (1.6)) such that

$$
\left|\lambda_{k}^{(1)}-\lambda_{\ell}^{(1)}\right| \geq \frac{\xi}{2}\left|k^{2}-\ell^{2}\right|, \quad \forall k, \ell \in \mathbb{N}, \quad|k-\ell| \geq q_{1}
$$

A similar inequality can be deduced for a new $q_{2} \in \mathbb{N}$ if we change $\left|\lambda_{k}^{(1)}-\lambda_{\ell}^{(1)}\right|$ by $\left|\lambda_{k}^{(2)}-\lambda_{\ell}^{(2)}\right|$.

Finally, if we repeat the previous reasoning, we can write

$$
\left\{\begin{aligned}
\left|\lambda_{k}^{(2)}-\lambda_{\ell}^{(1)}\right| & =\xi\left|k^{2}-\ell^{2}\right|\left|1+\sqrt{\frac{\xi \rho}{\tau}} \frac{1}{k-\ell}+\frac{\epsilon_{k}}{k\left(k^{2}-\ell^{2}\right)}+\frac{\epsilon_{\ell}}{\ell\left(k^{2}-\ell^{2}\right)}\right| \\
& \geq \xi\left|k^{2}-\ell^{2}\right|\left[1-\left(\sqrt{\frac{\xi \rho}{\tau}}+\frac{1}{2}\left|\epsilon_{k}\right|+\frac{1}{2}\left|\epsilon_{\ell}\right|\right) \frac{1}{|k-\ell|}\right]
\end{aligned}\right.
$$

Again, from this inequality we conclude the existence of $q_{3}=q_{3}(\xi, \rho, \tau) \in \mathbb{N}$ such that

$$
\left|\lambda_{k}^{(2)}-\lambda_{\ell}^{(1)}\right| \geq \frac{\xi}{2}\left|k^{2}-\ell^{2}\right|, \quad \forall k, \ell \in \mathbb{N}, \quad|k-\ell| \geq q_{3}
$$

This proves inequality (3.9) if we take $k_{1}=\max \left\{q_{1}, q_{2}, q_{3}\right\}$. This completes the proof of $(P 4)$ and the proof of the result.

Remark 3.1. From the previous proof we can give more information about condition (1.9). To be precise, let us see that, in fact, this condition only has to be checked for a finite number of positive integers $k$ and $\ell$, with $k<\ell$. To this end, let us consider $j \geq 0$ such that

$$
\begin{equation*}
\frac{1}{(j+1)^{2}} \frac{\rho}{\tau}<\xi \leq \frac{1}{j^{2}} \frac{\rho}{\tau} \tag{3.14}
\end{equation*}
$$

(if $\frac{\rho}{\tau}<\xi$, then $j=0$ ). Taking into account that $\left\{\epsilon_{k}\right\}_{k \geq 1}$ is a positive increasing sequence (see (3.10)), identity (3.13) for $i=j$ implies

$$
\lambda_{k+j}^{(1)}<\lambda_{k}^{(2)} \quad \text { and } \quad \lambda_{k+j+1}^{(1)}<\lambda_{k+1}^{(2)}, \quad \forall k \geq 1
$$

On the other hand, using again (3.13) for $i=j$ and the expression of $\left\{\widetilde{\epsilon}_{k}^{(i)}\right\}_{k \geq 1}$, we can write

$$
\lim _{k \rightarrow \infty}\left(\lambda_{k+j+1}^{(1)}-\lambda_{k}^{(2)}\right)=\infty
$$

Therefore, there exists $k_{0} \geq 1$ (only depending on $\xi, \rho$ and $\tau$ ) such that

$$
\lambda_{k+j}^{(1)}<\lambda_{k}^{(2)}<\lambda_{k+1+j}^{(1)}<\lambda_{k+1}^{(2)}<\cdots, \quad \forall k \geq k_{0}
$$

In particular, we can assure that $\lambda_{k}^{(2)} \neq \lambda_{\ell}^{(1)}$, for all $k \geq k_{0}$ and $\ell \geq k_{0}+j$.
In fact, the previous reasoning provides a stronger property for the spectrum of $L$ and $L^{*}$ : if for some $k, \ell \geq 1$ one has $\lambda_{k}^{(2)}=\lambda_{\ell}^{(1)}$, then $k<k_{0}$ and $\ell=k+j+1$, with $j \geq 0$ given in (3.14). That is to say, condition (1.9) only has to be checked for $k<k_{0}$ and $\ell=k+j+1$.

We can also provide an estimate of $k_{0}$. Indeed, coming back to formula (3.13) with $i=j+1$, we infer the following expression of the sequence $\left\{\widetilde{\epsilon}_{k}^{(j+1)}\right\}_{k \geq 1}$ :

$$
\begin{aligned}
\widetilde{\epsilon}_{k}^{(j+1)} & =\frac{1}{\xi(j+1)(2 k+j+1)}\left[\frac{\epsilon_{k+j+1}}{k+j+1}+\frac{\epsilon_{k}}{k}\right] \leq \frac{\epsilon_{k+j+1}+\epsilon_{k}}{\xi(j+1) k(2 k+j+1)} \\
& <\left(\frac{\rho+1}{2 \tau}\right)^{2} \sqrt{\frac{\tau}{\xi \rho}} \frac{1}{\xi(j+1) k(2 k+j+1)}
\end{aligned}
$$

In the previous inequality we have used that $\left\{\epsilon_{k}\right\}_{k \geq 1}$ is a positive increasing sequence satisfying (3.11). Thus, using once again (3.13), it is easy to see that if we take $k_{0} \geq 1$ such that

$$
\left(\frac{\rho+1}{2 \tau}\right)^{2} \sqrt{\frac{\tau}{\xi \rho}} \frac{1}{\xi(j+1) k_{0}\left(2 k_{0}+j+1\right)} \leq \frac{1}{2}\left(1-\sqrt{\frac{1}{(j+1)^{2}} \frac{\rho}{\xi \tau}}\right)
$$

we have

$$
\lambda_{k}^{(2)}<\lambda_{k+1+j}^{(1)}, \quad \forall k \geq k_{0}
$$

Remark 3.2. If condition (1.11) does not hold, i.e., if for some integer $j \geq 1$ one has

$$
\xi=\frac{1}{j^{2}} \frac{\rho}{\tau}
$$

then, the gap condition (3.8) is not valid. Indeed, from (3.10) we deduce

$$
\lambda_{k+j}^{(1)}-\lambda_{k}^{(2)}=-\left(\frac{\epsilon_{k+j}}{k+j}+\frac{\epsilon_{k}}{k}\right), \quad \forall k \geq 1
$$

In particular $\left(\left\{\epsilon_{k}\right\}_{k \geq 1}\right.$ is a positive sequence), $\lambda_{k+j}^{(1)}<\lambda_{k}^{(2)}$ for any $k \geq 1$ and

$$
\lim _{k \rightarrow \infty}\left(\lambda_{k+j}^{(1)}-\lambda_{k}^{(2)}\right)=0
$$

In this case, we can rearrange the sequence $\left\{\lambda_{k}^{(1)}, \lambda_{k}^{(2)}\right\}_{k \geq 1}$ as follows: there exists an integer $k_{0} \geq 1$ such that

$$
\lambda_{k-1}^{(2)}<\lambda_{k+j}^{(1)}<\lambda_{k}^{(2)}, \quad \forall k \geq k_{0}
$$

The previous inequality can be directly deduced from (3.12).
Let us now check that the sequence of eigenvalues of $L$ and $L^{*}$ fulfills the conditions in Lemma 2.2. We will do it in the next result:

Proposition 3.3. Let us assume that the parameters $\xi, \rho$ and $\tau$ satisfy (1.9). Then, the sequence $\left\{\lambda_{k}^{(1)}, \lambda_{k}^{(2)}\right\}_{k \geq 1}$, given by (3.3), can be rearranged into an increasing sequence $\Lambda=\left\{\Lambda_{k}\right\}_{k \geq 1}$ that satisfies (2.9) and $\Lambda_{k} \neq \Lambda_{n}$, for all $k, n \in \mathbb{N}$ with $k \neq n$. In addition, if (1.11) holds, the sequence $\left\{\Lambda_{k}\right\}_{k \geq 1}$ also satisfies (2.10) and (2.11).
Proof. As a consequence of property ( $P 1$ ) in Proposition 3.2, we deduce that the sequence of eiegenvalues $\left\{\lambda_{k}^{(1)}, \lambda_{k}^{(2)}\right\}_{k \geq 1}$ can be rearranged into a positive increasing sequence $\Lambda=\left\{\Lambda_{k}\right\}_{k \geq 1}$ that satisfies (2.9). Under assumption (1.9), we can also apply property ( $P 2$ ) of the same proposition and conclude that the elements of the sequence $\Lambda$ are pairwise different.

Let us now assume that, in addition, the parameters $\xi, \rho$ and $\tau$ also fulfill condition (1.11). In this case, we can give an explicit rearrangement of the sequence $\left\{\lambda_{k}^{(1)}, \lambda_{k}^{(2)}\right\}_{k \geq 1}$. Indeed, if $j \geq 0$ is such that the parameters satisfy (3.6), property ( $P 3$ ) in Proposition 3.2 provides an integer $k_{0} \geq 1$ for which one has (3.7). Thus, if $1 \leq k \leq 2 k_{0}+j-2$, we define $\Lambda_{k}$ such that
$\left\{\Lambda_{k}\right\}_{1 \leq k \leq 2 k_{0}+j-2} \equiv\left\{\lambda_{k}^{(1)}\right\}_{1 \leq k \leq k_{0}+j-1} \cup\left\{\lambda_{k}^{(2)}\right\}_{1 \leq k \leq k_{0}-1}$ and $\Lambda_{k}<\Lambda_{k+1}, \quad \forall k: 1 \leq k \leq 2 k_{0}+j-3$.
From the $\left(2 k_{0}+j-1\right)$-th term, we define

$$
\left\{\begin{array}{l}
\Lambda_{2 k_{0}+j+2 k-1}=\lambda_{k_{0}+j+k}^{(1)}, \quad \forall k \geq 0  \tag{3.15}\\
\Lambda_{2 k_{0}+j+2 k}=\lambda_{k_{0}+k}^{(2)}, \quad \forall k \geq 0
\end{array}\right.
$$

Clearly, $\Lambda=\left\{\Lambda_{k}\right\}_{k \geq 1}$ is an increasing sequence and $\left\{\Lambda_{k}\right\}_{k \geq 1}=\left\{\lambda_{k}^{(1)}, \lambda_{k}^{(2)}\right\}_{k \geq 1}$. Furthermore, thanks to (3.8) in Proposition 3.2, the sequence $\Lambda$ also satisfies the second inequality in (2.10) for every $q \geq 1$.

Our next task will be to prove the first inequality of (2.10) for appropriate $q \gtrsim 1$ and $\delta>0$. It is interesting to underline that it is enough to prove the existence of $q \in \mathbb{N}$ and $\widetilde{\delta}>0$ such that one has

$$
\begin{equation*}
\left|\Lambda_{k}-\Lambda_{n}\right| \geq \widetilde{\delta}\left|k^{2}-n^{2}\right|, \quad \forall k, n \geq q, \quad|k-n| \geq q \tag{3.16}
\end{equation*}
$$

Indeed, let us see that the first inequality in (2.10) is valid for $q \geq 1$ and a new positive constant $\delta$. Observe that we can assume that $k \geq n \geq 1$. Hence, it is sufficient to prove (2.10) with $k \geq n \geq 1$, with $n \leq q-1$ and $k-n \geq q$. First, it is clear that if in addition $k \leq 2 q$, thanks to (1.9), we can conclude inequality (2.10) for an appropriate positive constant $\delta_{0}$.

Let us now take $k \geq n \geq 1$, with $n \leq q-1$ and $k \geq 2 q$ (and therefore, $k-n \geq q$ ). From (3.16) and using $k \geq q+n \geq q+1,1 \leq n \leq q-1$ and $k-q \geq q$, we have

$$
\left\{\begin{aligned}
\left|\Lambda_{k}-\Lambda_{n}\right| & =\Lambda_{k}-\Lambda_{n} \geq \Lambda_{k}-\Lambda_{q} \geq \widetilde{\delta}\left|k^{2}-q^{2}\right|=\widetilde{\delta}\left|k^{2}-n^{2}\right|\left[1-\frac{q^{2}-n^{2}}{k^{2}-n^{2}}\right] \\
& \geq \widetilde{\delta}\left|k^{2}-n^{2}\right|\left[1-\frac{q^{2}-n^{2}}{(q+1)^{2}-n^{2}}\right] \geq \widetilde{\delta}\left[1-\frac{q^{2}-1}{(q+1)^{2}-1}\right]\left|k^{2}-n^{2}\right| \\
& =\frac{\widetilde{\delta}(2 q+1)}{(q+1)^{2}-1}\left|k^{2}-n^{2}\right|
\end{aligned}\right.
$$

Summarizing, assuming (3.16), we have deduced the first inequality in (2.10) for $q \geq 1$ and

$$
\delta=\min \left\{\delta_{0}, \frac{\widetilde{\delta}(2 q+1)}{(q+1)^{2}-1}\right\}>0
$$

Let us show (3.16) for suitable $\widetilde{\delta}>0$ and $q \in \mathbb{N}$. To this aim, we will use the properties (3.7) and (3.9), in Proposition 3.2, and the expression of $\Lambda_{k}$ for $k \geq 2 k_{0}+j-1$ (see (3.15); recall that $j \geq 0$ is such that the parameters $\xi, \rho$ and $\tau$ satisfy (3.6)). We will work with $q \in \mathbb{N}$ given by

$$
\begin{equation*}
q \geq \max \left\{2 k_{0}+j-1,2 k_{1}+2 j+1,6 j+3\right\} \tag{3.17}
\end{equation*}
$$

Thus, if $k, n \in \mathbb{N}$ are such that $k, n \geq q$ and $|k-n| \geq q$, then $\Lambda_{k}$ and $\Lambda_{n}$ are given by (3.15). Depending on the expressions of $k$ and $n$, we will divide the proof of (3.16) into three steps:

1. Assume that $k=2 k_{0}+j+2 \widetilde{k}-1$ and $n=2 k_{0}+j+2 \widetilde{n}-1$, for $\widetilde{k}, \widetilde{n} \geq 0$. Since

$$
\left|\left(k_{0}+j+\widetilde{k}\right)-\left(k_{0}+j+\widetilde{n}\right)\right|=\frac{1}{2}|k-n| \geq \frac{q}{2} \geq k_{1}
$$

from (3.15) and (3.9), we can write

$$
\begin{aligned}
\left|\Lambda_{k}-\Lambda_{n}\right| & =\left|\lambda_{k_{0}+j+\widetilde{k}}^{(1)}-\lambda_{k_{0}+j+\widetilde{n}}^{(1)}\right| \geq \frac{\xi}{2}\left|\left(k_{0}+j+\widetilde{k}\right)^{2}-\left(k_{0}+j+\widetilde{n}\right)^{2}\right| \\
& =\frac{\xi}{8}\left|(k+1+j)^{2}-(n+1+j)^{2}\right|=\frac{\xi}{8}\left|k^{2}-n^{2}+2(k-n)(1+j)\right| \geq \frac{\xi}{8}\left|k^{2}-n^{2}\right|
\end{aligned}
$$

We obtain thus the proof of (3.16) for $\widetilde{\delta}=\xi / 8$ and $q$ given by (3.17).
2. The case $k=2 k_{0} \pm j+2 \widetilde{k}$ and $n=2 k_{0}+j+2 \widetilde{n}$, with $\widetilde{k}, \widetilde{n} \in \mathbb{N}$, can be treated in the same way deducing (3.16) for $\delta=\xi / 8$ and $q$ (see (3.17)).
3. Let us analyze the last case $k=2 k_{0}+j+2 \widetilde{k}$ and $n=2 k_{0}+j+2 \widetilde{n}-1$ (with $\widetilde{k}, \widetilde{n} \in \mathbb{N}$ ), $k, n \geq q$ and $|k-n| \geq q$, with $q$ satisfying (3.17). In this case, one has

$$
\left|\left(k_{0}+\widetilde{k}\right)-\left(k_{0}+j+\widetilde{n}\right)\right|=\left|\frac{1}{2}(k-n)-j-\frac{1}{2}\right| \geq \frac{1}{2}|k-n|-\left(j+\frac{1}{2}\right) \geq \frac{1}{2} q-\left(j+\frac{1}{2}\right) \geq k_{1}
$$

whence

$$
\begin{aligned}
\left|\Lambda_{k}-\Lambda_{n}\right| & =\left|\lambda_{k_{0}+\widetilde{k}}^{(2)}-\lambda_{k_{0}+j+\widetilde{n}}^{(1)}\right| \geq \frac{\xi}{2}\left|\left(k_{0}+\widetilde{k}\right)^{2}-\left(k_{0}+j+\widetilde{n}\right)^{2}\right|=\frac{\xi}{8}\left|(k-j)^{2}-(n+1+j)^{2}\right| \\
& =\frac{\xi}{8}\left|k^{2}-n^{2}-[2 j(k+1)+2 n(1+j)+1]\right|
\end{aligned}
$$

Observe that if $k \leq n$, from the previous inequality, we conclude (3.16) for for $\widetilde{\delta}=\xi / 8$ and $q$ given by (3.17). Let us now see the case $k>n$ (and then, $k-n=|k-n| \geq q$ ). The previous inequality
allows us to write

$$
\begin{aligned}
\left|\Lambda_{k}-\Lambda_{n}\right| & =\frac{\xi}{8}\left|k^{2}-n^{2}-[2 j(k+1)+2 n(1+j)+1]\right| \\
& \geq \frac{\xi}{8}\left(k^{2}-n^{2}\right)-[2 j(k+1)+2 n(1+j)+1] \\
& =\frac{\xi}{8}\left(k^{2}-n^{2}\right)\left[1-\frac{2 j(k+1)+2 n(1+j)+1}{k^{2}-n^{2}}\right] \\
& \geq \frac{\xi}{8}\left(k^{2}-n^{2}\right)\left[1-\frac{2 j(k+1)+2 n(1+j)+1}{q(k+n)}\right] \\
& \geq \frac{\xi}{8}\left(k^{2}-n^{2}\right)\left[1-\frac{2 j}{q}-\frac{1+j}{q}-\frac{1}{2 q}\right] \geq \frac{\xi}{16}\left(k^{2}-n^{2}\right) .
\end{aligned}
$$

Let us remark that the last inequality is valid thanks to (3.17).
In conclusion, we have proved the existence of a natural number $q \geq 1$, depending on the parameters in (1.6), such that (3.16) holds for $\widetilde{\delta}=\xi / 16$ and $q$ provided by formula (3.17). As a consequence, one also has (2.10) for a new $\delta>0$ and the same $q$.

Let us now show the estimate (2.11) for the sequence $\Lambda=\left\{\Lambda_{k}\right\}_{k \geq 1}=\left\{\lambda_{k}^{(1)}, \lambda_{k}^{(2)}\right\}_{k \geq 1}$. From the definition of the sequence $\Lambda$, for any $r>0$, we can write:

$$
\mathcal{N}(r)=\#\left\{k: \Lambda_{k} \leq r\right\}=\#\left\{k: \lambda_{k}^{(1)} \leq r\right\}+\#\left\{k: \lambda_{k}^{(2)} \leq r\right\}=\# \mathcal{A}_{1}(r)+\# \mathcal{A}_{2}(r)=n_{1}+n_{2}
$$

where $\mathcal{A}_{i}(r)=\left\{k: \lambda_{k}^{(i)} \leq r\right\}$ and $n_{i}=\# \mathcal{A}_{i}(r), i=1,2$. Our next objective will be to give appropriate bounds for $n_{1}$ and $n_{2}$.

From the definition of $\mathcal{A}_{1}(r)$ and $n_{1}$, we deduce that $n_{1}$ is a natural number which is characterized by $\lambda_{n_{1}}^{(1)} \leq r$ and $\lambda_{n_{1}+1}^{(1)}>r$. Let us first work with the inequality $\lambda_{n_{1}}^{(1)} \leq r$. From the definition of $\lambda_{k}^{(1)}($ see (3.3)), one gets

$$
\xi n_{1}^{2}+\frac{\rho+1}{2 \tau} \leq r+\sqrt{\frac{\xi \rho}{\tau} n_{1}^{2}+\left(\frac{\rho+1}{2 \tau}\right)^{2}} \leq r+\sqrt{\frac{\xi \rho}{\tau}} n_{1}+\frac{\rho+1}{2 \tau} .
$$

The previous inequality also implies

$$
\xi n_{1}^{2}-\sqrt{\frac{\xi \rho}{\tau}} n_{1}-r \leq 0
$$

and

$$
0 \leq n_{1} \leq \frac{1}{2 \xi}\left(\sqrt{\frac{\xi \rho}{\tau}}+\sqrt{\frac{\xi \rho}{\tau}+4 \xi r}\right) \leq \frac{1}{\sqrt{\xi}}\left(\sqrt{\frac{\rho}{\tau}}+\sqrt{r}\right)
$$

From the inequality $\lambda_{n_{1}+1}^{(1)}>r$ we also deduce,

$$
r<\xi\left(n_{1}+1\right)^{2}+\frac{\rho+1}{2 \tau}-\sqrt{\frac{\xi \rho}{\tau}\left(n_{1}+1\right)^{2}+\left(\frac{\rho+1}{2 \tau}\right)^{2}} \leq \xi\left(n_{1}+1\right)^{2}
$$

that is to say, $n_{1}>\sqrt{r} / \sqrt{\xi}-1$. Summarizing, $n_{1}$ is a nonnegative integer such that

$$
\begin{equation*}
\frac{\sqrt{r}}{\sqrt{\xi}}-1<n_{1} \leq \frac{\sqrt{r}}{\sqrt{\xi}}+\sqrt{\frac{\rho}{\xi \tau}}, \quad \forall r \geq 0 \tag{3.18}
\end{equation*}
$$

We can repeat the previous arguments to obtain upper and lower bounds for $n_{2}$. Indeed, from the definition of $\mathcal{A}_{2}(r)$ and $n_{2}$, we get that $n_{2}$ is a natural number that satisfies $\lambda_{n_{2}}^{(2)} \leq r$ and $\lambda_{n_{2}+1}^{(2)}>r$. The first inequality provides the estimate

$$
r \geq \lambda_{n_{2}}^{(2)} \geq \xi n_{2}^{2}, \quad \text { i.e., } \quad n_{2} \leq \frac{\sqrt{r}}{\sqrt{\xi}}
$$

On the other hand, $n_{2}$ is such that

$$
0<\lambda_{n_{2}+1}^{(2)}-r \leq \xi\left(n_{2}+1\right)^{2}+\sqrt{\frac{\xi \rho}{\tau}}\left(n_{2}+1\right)+\frac{\rho+1}{\tau}-r
$$

whence

$$
\begin{aligned}
n_{2}+1 & >\frac{1}{2 \xi}\left[-\sqrt{\frac{\xi \rho}{\tau}}+\sqrt{\frac{\xi \rho}{\tau}+4 \xi\left(r-\frac{\rho+1}{\tau}\right)}\right]=\frac{1}{2 \sqrt{\xi}}\left(-\sqrt{\frac{\rho}{\tau}}+\sqrt{4 r-\frac{3 \rho+4}{\tau}}\right) \\
& \geq \frac{1}{2 \sqrt{\xi}}\left(2 \sqrt{r}-\sqrt{\frac{\rho}{\tau}}-\sqrt{\frac{3 \rho+4}{\tau}}\right)
\end{aligned}
$$

In the last inequality we have used that $\sqrt{a-b} \geq \sqrt{a}-\sqrt{b}$ provided $a, b>0$ and $a \geq b$. In conclusion, we have proved that $n_{2}$ is a nonnegative integer such that

$$
\begin{equation*}
\frac{\sqrt{r}}{\sqrt{\xi}}-\frac{1}{2 \sqrt{\xi}}\left(\sqrt{\frac{\rho}{\tau}}+\sqrt{\frac{3 \rho+4}{\tau}}\right)-1 \leq n_{2} \leq \frac{\sqrt{r}}{\sqrt{\xi}}, \quad \forall r \geq 0 \tag{3.19}
\end{equation*}
$$

Recall that $\mathcal{N}(r)=n_{1}+n_{2}$. Thus, from inequalities (3.18) and (3.19), we can write

$$
\frac{2}{\sqrt{\xi}} \sqrt{r}-\frac{1}{2 \sqrt{\xi}}\left(\sqrt{\frac{\rho}{\tau}}+\sqrt{\frac{3 \rho+4}{\tau}}\right)-2 \leq \mathcal{N}(r) \leq \frac{2}{\sqrt{\xi}} \sqrt{r}+\sqrt{\frac{\rho}{\xi \tau}}, \quad \forall r \geq 0
$$

and deduce (2.11) with

$$
p=\frac{2}{\sqrt{\xi}} \quad \text { and } \quad \alpha=\max \left\{\frac{1}{2 \sqrt{\xi}}\left(\sqrt{\frac{\rho}{\tau}}+\sqrt{\frac{3 \rho+4}{\tau}}\right)+2, \sqrt{\frac{\rho}{\xi \tau}}\right\}
$$

This ends the proof.
We will finish this section giving a result on the set of eigenfunctions of the operators $L$ and $L^{*}$. It reads as follows:
Proposition 3.4. Let us consider the sequences $\mathcal{F}=\left\{\Psi_{k}^{(1)}, \Psi_{k}^{(2)}\right\}_{k \geq 1}$ and $\mathcal{F}^{*}=\left\{\Phi_{k}^{(1)}, \Phi_{k}^{(2)}\right\}_{k \geq 1}$ given in Proposition 3.1. Then,
i) $\mathcal{F}$ and $\mathcal{F}^{*}$ are biorthogonal sequences.
ii) $\operatorname{span}(\mathcal{F})$ and $\operatorname{span}\left(\mathcal{F}^{*}\right)$ are dense in $H^{-1}\left(0, \pi ; \mathbb{R}^{2}\right), L^{2}\left(0, \pi ; \mathbb{R}^{2}\right)$ and $H_{0}^{1}\left(0, \pi ; \mathbb{R}^{2}\right)$.
iii) $\mathcal{F}$ and $\mathcal{F}^{*}$ are unconditional bases ${ }^{2}$ for $H^{-1}\left(0, \pi ; \mathbb{R}^{2}\right), L^{2}\left(0, \pi ; \mathbb{R}^{2}\right)$ and $H_{0}^{1}\left(0, \pi ; \mathbb{R}^{2}\right)$.

Proof. From the expressions of $\Psi_{k}^{(j)}$ and $\Phi_{k}^{(j)}$ (see (3.4) and (3.5)) we can write

$$
\Psi_{k}^{(j)}(\cdot)=V_{j, k} \eta_{k}(\cdot), \quad \text { and } \quad \Phi_{k}^{(j)}=V_{j, k}^{*} \eta_{k}(\cdot), \quad j=1,2, \quad k \geq 1
$$

where $V_{j, k}, V_{j, k}^{*} \in \mathbb{R}^{2}$ (the function $\eta_{k}$ is given in (3.2)).
Item $i$ ) is simple to deduce, since $\left\{\eta_{k}\right\}_{k \geq 1}$ is an orthogonal basis for $H^{-1}(0, \pi), H_{0}^{1}(0, \pi)$ and $L^{2}(0, \pi)$ (in this last case, an orthonormal basis) and $\left\{V_{1, k}, V_{2, k}\right\}_{k \geq 1}$ and $\left\{V_{1, k}^{*}, V_{2, k}^{*}\right\}_{k \geq 1}$ are biorthogonal basis of $\mathbb{R}^{2}$. Indeed, if $M_{k}=\left[V_{1, k} \mid V_{2, k}\right]$ and $N_{k}=\left[V_{1, k}^{*} \mid V_{2, k}^{*}\right]$, then,

$$
M_{k}^{t r} N_{k}=M_{k} N_{k}^{t r}=I d, \quad \forall k \geq 1
$$

[^2]This proves item $i$.
For showing item $i i)$ we only need to assure that $\operatorname{span}(\mathcal{F})$ and $\operatorname{span}\left(\mathcal{F}^{*}\right)$ are dense in $H_{0}^{1}\left(0, \pi ; \mathbb{R}^{2}\right)$, since $H_{0}^{1}\left(0, \pi ; \mathbb{R}^{2}\right)$ is dense in $L^{2}\left(0, \pi ; \mathbb{R}^{2}\right)$ and in $H^{-1}\left(0, \pi ; \mathbb{R}^{2}\right)$. Let us consider $f=\left(f_{1}, f_{2}\right)^{t r} \in$ $H^{-1}\left(0, \pi ; \mathbb{R}^{2}\right)$ such that

$$
\left\langle f, \Psi_{k}^{(i)}\right\rangle=0, \quad \forall k \geq 1, \quad i=1,2
$$

(Recall that $\langle\cdot, \cdot\rangle$ stands for the usual duality pairing between $H^{-1}\left(0,1 ; \mathbb{R}^{2}\right)$ and $H_{0}^{1}\left(0,1 ; \mathbb{R}^{2}\right)$ ). If we denote $f_{i, k}(i=1,2)$ the corresponding Fourier coefficients of the distribution $f_{i} \in H^{-1}(0, \pi)$ with respect to the sinus basis $\left\{\eta_{k}(\cdot)\right\}_{k \geq 1}$, then the previous equality can be written under the form

$$
\left(f_{1, k}, f_{2, k}\right) M_{k}=0, \quad \forall k \geq 1
$$

Using that $\operatorname{det} M_{k} \neq 0$ for any $k \geq 1$, we deduce $f_{1, k}=f_{2, k}=0$, for all $k \geq 1$ and, therefore, $f=0$. This proves the density of $\mathcal{F}$ in $H_{0}^{1}\left(0, \pi ; \mathbb{R}^{2}\right)$. A similar argument can be used for $\mathcal{F}^{*}$. This shows item $i i$ ).

Let us now prove item $i i i$ ). As before, we will only prove that $\mathcal{F}$ is an unconditional basis for $H_{0}^{1}\left(0, \pi ; \mathbb{R}^{2}\right)$. This amounts to prove that, for any $f=\left(f_{1}, f_{2}\right)^{t r} \in H_{0}^{1}\left(0, \pi ; \mathbb{R}^{2}\right)$, the series

$$
S(f):=\sum_{k \geq 1}\left(\left\langle\Phi_{k}^{(1)}, f\right\rangle \Psi_{k}^{(1)}+\left\langle\Phi_{k}^{(2)}, f\right\rangle \Psi_{k}^{(2)}\right)
$$

is unconditionally convergent in $H_{0}^{1}\left(0, \pi ; \mathbb{R}^{2}\right)$. From the definition of the functions $\Psi_{k}^{(i)}$ and $\Phi_{k}^{(i)}$ (see (3.4) and (3.5)), it is easy to see that

$$
S(f)=\sum_{k \geq 1}\binom{f_{1, k}}{f_{2, k}} \eta_{k}
$$

where $f_{i, k}$ is the Fourier coefficient of the function $f_{i} \in H_{0}^{1}(0, \pi)(i=1,2)$. Accordingly, this series converges unconditionally in $H_{0}^{1}\left(0, \pi ; \mathbb{R}^{2}\right)$ (recall that $\left\{\eta_{k}\right\}_{k \geq 1}$ is an orthogonal basis for $H_{0}^{1}(0, \pi)$ and $\left.f_{1}, f_{2} \in H_{0}^{1}(0, \pi)\right)$. This concludes the proof of the result.

## 4 Approximate and null controllability of the linear system (1.6)

We will devote this section to proving the approximate and null controllability at time $T>0$ of system (1.6). To this aim, we will use in a fundamental way the properties of the spectrum of the operator $L$ (see (1.10)) established in Propositions 3.1, 3.2 and 3.3. Firstly, we will show the result on approximate controllability of the linear system (Theorem 1.1) and then the null controllability at time $T$ of the same system (Theorem 1.2).

### 4.1 Approximate controllability: Proof of Theorem 1.1

Let us fix $T>0$ and consider system (1.6) with $\xi, \rho, \tau>0$ given. Let us first assume that system (1.6) is approximate controllable at time $T$. In this case, condition (1.9) holds. Indeed, otherwise, thanks to property ( $P 2$ ) of Proposition 3.2, the spectrum of the operator $L$ is not simple, i.e., there exist $k, \ell \geq 1$ such that $\lambda_{k}^{(2)}=\lambda_{\ell}^{(1)}=\lambda_{0}$. Thus, if we take $a, b \in \mathbb{R}$, it is easy to see that the function

$$
\varphi(x, t)=\left(a \Phi_{\ell}^{(1)}(x)+b \Phi_{k}^{(2)}(x)\right) e^{-\lambda_{0}(T-t)}, \quad \forall(x, t) \in Q_{T}
$$

is the solution of the adjoint system (2.7) associated to the initial condition

$$
\varphi_{0}=a \Phi_{\ell}^{(1)}+b \Phi_{k}^{(2)}
$$

This function satisfies (see (1.8) and (3.5))

$$
B^{*} D^{*} \varphi_{x}(0, t)=\xi \sqrt{\frac{2}{\pi \tau}}\left(a \frac{\ell}{\sqrt{r_{\ell}}}-b \frac{k}{\sqrt{r_{k}}}\right) e^{-\lambda_{0}(T-t)}, \quad \forall t \in(0, T)
$$

Choosing

$$
a=\frac{k}{\sqrt{r_{k}}} \quad \text { and } \quad b=\frac{\ell}{\sqrt{r_{\ell}}}
$$

we have that $B^{*} D^{*} \varphi_{x}(0, \cdot)=0$ but $\varphi_{0} \neq 0$, contradicting the unique continuation property stated in the first point of Theorem 2.1. In conclusion, system (1.6) is not approximately controllable at time $T>0$.

Let us now suppose that condition (1.9) holds and prove the unique continuation property for system (2.7). Again, from the first point of Theorem 2.1 we infer the approximate controllability property of system (1.6).

Let us consider $\varphi_{0} \in H_{0}^{1}(0, \pi)$ and assume that the corresponding solution $\varphi$ to the adjoint problem (2.7) satisfies

$$
B^{*} D^{*} \varphi_{x}(0, t)=0, \quad \forall t \in(0, T)
$$

Observe that, thanks to Proposition 2.1

$$
\varphi \in C^{0}\left([0, T] ; H_{0}^{1}\left(0, \pi ; \mathbb{R}^{2}\right)\right) \cap L^{2}\left(0, T ; H^{2}\left(0, \pi ; \mathbb{R}^{2}\right) \cap H_{0}^{1}\left(0, \pi ; \mathbb{R}^{2}\right)\right)
$$

and then, $B^{*} D^{*} \varphi_{x}(0, \cdot) \in L^{2}(0, T)$.
From Proposition 3.4 we deduce that $\mathcal{F}$ and $\mathcal{F}^{*}$ are biorthogonal bases for $H^{-1}\left(0, \pi ; \mathbb{R}^{2}\right)$ and $H_{0}^{1}\left(0, \pi ; \mathbb{R}^{2}\right)$. In particular, $\varphi_{0} \in H_{0}^{1}\left(0, \pi ; \mathbb{R}^{2}\right)$ can be written as $\varphi_{0}=\sum_{k \geq 1}\left(a_{k} \Phi_{k}^{(1)}+b_{k} \Phi_{k}^{(2)}\right)$, where

$$
a_{k}=\left\langle\Psi_{k}^{(1)}, \varphi_{0}\right\rangle, \quad b_{k}=\left\langle\Psi_{k}^{(2)}, \varphi_{0}\right\rangle, \quad \forall k \geq 1
$$

Using Proposition 3.1, the corresponding solution $\varphi$ of system (2.7) associated to $\varphi_{0}$ is given by

$$
\varphi(\cdot, t)=\sum_{k \geq 1}\left(a_{k} \Phi_{k}^{(1)} e^{-\lambda_{k}^{(1)}(T-t)}+b_{k} \Phi_{k}^{(2)} e^{-\lambda_{k}^{(2)}(T-t)}\right), \quad \forall t \in(0, T)
$$

where $\lambda_{k}^{(i)}, \Psi_{k}^{(i)}$ and $\Phi_{k}^{(i)}(k \geq 1, i=1,2)$ are given in Proposition 3.1. Therefore,

$$
0=B^{*} D^{*} \varphi_{x}(0, t)=\sum_{k \geq 1} \sqrt{\frac{2}{\pi}} \frac{k \xi}{\sqrt{\tau r_{k}}}\left(a_{k} e^{-\lambda_{k}^{(1)}(T-t)}-b_{k} e^{-\lambda_{k}^{(2)}(T-t)}\right), \quad \forall t \in(0, T)
$$

From Proposition 3.3, we can apply Lemma 2.1 in order to deduce the existence of a biorthogonal family $\left\{q_{k}^{(1)}, q_{k}^{(2)}\right\}_{k \geq 1}$ to $\left\{e^{\left.-\lambda_{k}^{(1)} t\right)}, e^{\left.-\lambda_{k}^{(2)} t\right)}\right\}_{k \geq 1}$ in $L^{2}(0, T)$. Then, the previous identity, in particular, implies

$$
\left\{\begin{array}{l}
\sqrt{\frac{2}{\pi}} \frac{k \xi}{\sqrt{\tau r_{k}}} a_{k}=\int_{0}^{T} B^{*} D^{*} \varphi_{x}(0, t) q_{k}^{(1)}(t) d t=0, \quad \forall k \geq 1 \\
\sqrt{\frac{2}{\pi}} \frac{k \xi}{\sqrt{\tau r_{k}}} b_{k}=-\int_{0}^{T} B^{*} D^{*} \varphi_{x}(0, t) q_{k}^{(2)}(t) d t=0, \quad \forall k \geq 1
\end{array}\right.
$$

and $a_{k}=b_{k}=0$ for any $k \geq 1$. In conclusion, $\varphi_{0}=0$ and we have proved the unique continuation property for the solutions of system (2.7). This ends the proof of Theorem 1.1.

### 4.2 Null controllability: Proof of Theorem 1.2

Let us now prove the null controllability result stated in Theorem 1.2. To this aim, we consider $\xi, \rho$ and $\tau$ three positive real numbers satisfying assumptions (1.9) and (1.11). We will obtain the proof writing the controllability problem for system (1.6) as a moment problem (see [13]).

Let us take $y_{0}=\left(\theta_{0}, \phi_{0}\right) \in H^{-1}\left(0, \pi ; \mathbb{R}^{2}\right)$. As a consequence of Proposition 2.3, we have that the control $v \in L^{2}(0, T)$ is such that the solution $y=(\theta, \phi) \in C^{0}\left([0, T] ; H^{-1}\left(0, \pi ; \mathbb{R}^{2}\right)\right)$ of system (1.6) satisfies $y(\cdot, T)=0$ if and only if $v \in L^{2}(0, T)$ fulfills

$$
\int_{0}^{T} B^{*} D^{*} \varphi_{x}(0, t) v(t) d t=-\left\langle y_{0}, \varphi(\cdot, 0)\right\rangle, \quad \forall \varphi_{0} \in H_{0}^{1}\left(0, \pi ; \mathbb{R}^{2}\right)
$$

where $\varphi \in C^{0}\left([0, T] ; H_{0}^{1}\left(0, \pi ; \mathbb{R}^{2}\right)\right)$ is the solution of the adjoint system (2.7) associated to $\varphi_{0}$. Using again Proposition 3.4, we deduce that $\mathcal{F}^{*}$ is a basis of $H_{0}^{1}\left(0, \pi ; \mathbb{R}^{2}\right)$. In particular, we also deduce that the previous equality is equivalent to

$$
\int_{0}^{T} B^{*} D^{*} \varphi_{k, x}^{(j)}(0, t) v(t) d t=-\left\langle y_{0}, \varphi_{k}^{(j)}(\cdot, 0)\right\rangle, \quad \forall k \geq 1, \quad j=1,2
$$

where $\varphi_{k}^{(j)}(\cdot, t)=e^{-\lambda_{k}^{(j)}(T-t)} \Phi_{k}^{(j)}$ is the solution of system (2.7) corresponding to $\varphi_{0}=\Phi_{k}^{(j)}$. Taking into account the expressions of $B, D$ and $\Phi_{k}^{(j)}$ (see (1.8) and (3.5)), we infer that $v \in L^{2}(0, T)$ is a null control for system (1.6) associated to $y_{0}$ if and only if

$$
(-1)^{j+1} \sqrt{\frac{2}{\pi}} \frac{k \xi}{\sqrt{\tau r_{k}}} \int_{0}^{T} e^{-\lambda_{k}^{(j)}(T-t)} v(T-t) d t=e^{-\lambda_{k}^{(j)} T}\left\langle y_{0}, \Phi_{k}^{(j)}\right\rangle, \quad \forall k \geq 1, \quad j=1,2
$$

Summarizing, we have transformed the null-controllability problem at time $T>0$ for system (1.6) into the following moment problem: given $y_{0}=\left(\theta_{0}, \phi_{0}\right) \in H^{-1}\left(0, \pi ; \mathbb{R}^{2}\right)$, find $v \in$ $L^{2}(0, T)$ such that the function $u(t):=v(T-t) \in L^{2}(0, T)$ satisfies

$$
\begin{equation*}
\int_{0}^{T} e^{-\lambda_{k}^{(j)} t} u(t) d t=c_{k j}, \quad \forall k \geq 1, \quad j=1,2 \tag{4.1}
\end{equation*}
$$

where $c_{k j}=c_{k j}\left(y_{0}\right)$ is given by

$$
\begin{equation*}
c_{k j}=(-1)^{j+1} \sqrt{\frac{\pi}{2}} \frac{\sqrt{\tau r_{k}}}{k \xi} e^{-\lambda_{k}^{(j)} T}\left\langle y_{0}, \Phi_{k}^{(j)}\right\rangle, \quad \forall k \geq 1, \quad j=1,2 \tag{4.2}
\end{equation*}
$$

Our next task will be to solve problem (4.1). The assumptions (1.9) and (1.11), Proposition 3.3 and Lemma 2.2 guarantee the existence of $\widetilde{T}_{0}>0$ such that for any $T \in\left(0, \widetilde{T}_{0}\right)$ there exists a biorthogonal family $\left\{q_{k}^{(1)}, q_{k}^{(2)}\right\}_{k \geq 1}$ to $\left\{e^{-\lambda_{k}^{(1)} t}, e^{-\lambda_{k}^{(2)} t}\right\}_{k \geq 1}$ in $L^{2}(0, T)$ which satisfies

$$
\begin{equation*}
\left\|q_{k}^{(j)}\right\|_{L^{2}(0, T)} \leq C e^{C \sqrt{\lambda_{k}^{(j)}}+\frac{C}{T}}, \quad \forall k \geq 1, \quad j=1,2 \tag{4.3}
\end{equation*}
$$

for a positive constant $C$ independent of $T$.
Let us first prove the result when $T \in\left(0, \widetilde{T}_{0}\right)$. Then, a formal solution to the moment problem (4.1) is given by

$$
\begin{equation*}
u(t):=v(T-t)=\sum_{k \geq 1}\left(c_{k 1} q_{k}^{(1)}+c_{k 2} q_{k}^{(2)}\right) \tag{4.4}
\end{equation*}
$$

Let us now prove that $u \in L^{2}(0, T)$ and, consequently, that $v \in L^{2}(0, T)$. From the expressions of $r_{k}, \lambda_{k}^{(j)}$ and $\Phi_{k}^{(j)}$ (see (3.1), (3.3) and (3.5)) we can easily deduce the existence of constants $C, C_{1}, C_{2}>0$ such that

$$
C_{1} k \leq r_{k} \leq C_{2} k, \quad C_{1} k^{2} \leq\left|\lambda_{k}^{(j)}\right| \leq C_{2} k^{2}, \quad\left\|\Phi_{k}^{(j)}\right\|_{H_{0}^{1}} \leq C k^{3 / 2}, \quad \forall k \geq 1, \quad j=1,2
$$

and, from (4.2),

$$
\left|c_{k j}\right| \leq \frac{C}{\sqrt{k}} e^{-\lambda_{k}^{(j)} T}\left\|y_{0}\right\|_{H^{-1}}\left\|\Phi_{k}^{(j)}\right\|_{H_{0}^{1}} \leq C k e^{-\lambda_{k}^{(j)} T}\left\|y_{0}\right\|_{H^{-1}}, \quad \forall k \geq 1, \quad j=1,2
$$

Coming back to the expression of the null control $v$ (see (4.4)) and taking into account (4.3) and the previous inequality, we get

$$
\begin{align*}
\|v\|_{L^{2}(0, T)} & \leq C e^{\frac{C}{T}}\left\|y_{0}\right\|_{H^{-1}} \sum_{k \geq 1}\left(e^{C \sqrt{\lambda_{k}^{(1)}}} e^{-\lambda_{k}^{(1)} T}+e^{C \sqrt{\lambda_{k}^{(2)}}} e^{-\lambda_{k}^{(2)} T}\right) \\
& \leq C e^{\frac{C}{T}}\left\|y_{0}\right\|_{H^{-1}} \sum_{k \geq 1}\left(e^{\frac{C^{2}}{2 T}+\frac{1}{2} \lambda_{k}^{(1)} T} e^{-\lambda_{k}^{(1)} T}+e^{\frac{C^{2}}{2 T}+\frac{1}{2} \lambda_{k}^{(2)} T} e^{-\lambda_{k}^{(2)} T}\right) \\
& \leq C e^{\frac{C}{T}}\left\|y_{0}\right\|_{H^{-1}} \sum_{k \geq 1} e^{-C T k^{2}} \leq C e^{\frac{C}{T}}\left\|y_{0}\right\|_{H^{-1}} \int_{0}^{\infty} e^{-C T s^{2}} d s=\frac{C}{2} \sqrt{\frac{\pi}{C T}} e^{\frac{C}{T}}\left\|y_{0}\right\|_{H^{-1}} \\
& \leq C_{0} e^{\frac{M}{T}}\left\|y_{0}\right\|_{H^{-1}} \tag{4.5}
\end{align*}
$$

for positive constants $C_{0}$ and $M$ independent of $T$. This inequality shows that $v \in L^{2}(0, T)$ and proves the first part of Theorem 1.2.

The second part is a direct consequence of the expression of the null control $v$ (see (4.4)) and (4.5). Indeed, if we define the operator $\mathcal{C}_{T}^{(0)}: H^{-1}\left(0, \pi ; \mathbb{R}^{2}\right) \rightarrow L^{2}(0, T)$ by

$$
\mathcal{C}_{T}^{(0)}\left(y_{0}\right):=\sum_{k \geq 1}\left(c_{k 1}\left(y_{0}\right) q_{k}^{(1)}(T-\cdot)+c_{k 2}\left(y_{0}\right) q_{k}^{(2)}(T-\cdot)\right), \quad \forall y_{0} \in H^{-1}\left(0, \pi ; \mathbb{R}^{2}\right)
$$

with $c_{k j}=c_{k j}\left(y_{0}\right)$ given by (4.2), it is not difficult to see that $\mathcal{C}_{T}^{(0)}$ is a linear operator which satisfies (1.12) for a positive constants $C_{0}$ and $M$. This ends the proof of Theorem 1.2 when $T \in\left(0, \widetilde{T}_{0}\right)$.

Let us now assume that $T \geq \widetilde{T}_{0}$. We will obtain the proof as a consequence of the previous case. Indeed, if $T \geq \widetilde{T}_{0}$ we can construct a null control at time $T$ for system (1.6) associated to $y_{0} \in H^{-1}\left(0, \pi ; \mathbb{R}^{2}\right)$ as

$$
v(t)=\mathcal{C}_{T}^{(0)}\left(y_{0}\right)(t):= \begin{cases}\mathcal{C}_{\widetilde{T}_{0} / 2}^{(0)}\left(y_{0}\right)(t) & \text { if } t \in\left[0, \frac{\widetilde{T}_{0}}{2}\right] \\ 0 & \text { if } t \in\left[\frac{\widetilde{T}_{0}}{2}, T\right]\end{cases}
$$

Clearly $\mathcal{C}_{T}^{(0)} \in \mathcal{L}\left(H^{-1}\left(0, \pi ; \mathbb{R}^{2}\right), L^{2}(0, T)\right)$

$$
\left\|\mathcal{C}_{T}^{(0)}\left(y_{0}\right)\right\|_{L^{2}(0, T)} \leq C_{0} e^{2 M / \widetilde{T}_{0}}\left\|y_{0}\right\|_{H^{-1}}=C_{1}\left\|y_{0}\right\|_{H^{-1}}
$$

with $C_{1}$ a new positive constant independent of $T$. So, we can conclude (1.12) for a new positive constant $C_{0}$ (only depending on the parameters in system (1.6)) and the same constant $M>0$ as before. This finishes the proof of Theorem 1.2.

## 5 Boundary controllability of the phase-field system

In this section we will prove the exact controllability at time $T>0$ of the phase-field system (1.1) to the constant trajectory $(0, c)$, with $c= \pm 1$. To this end, we will perform a fixed-point strategy which will use in a fundamental way a null controllability result for the non-homogeneous linear system (1.6) $\left(f \in L^{2}\left(0, \pi ; \mathbb{R}^{2}\right)\right.$ is a given function in an appropriate weighted-Lebesgue space; see (5.2)).

### 5.1 Null controllability of the non-homogeneous system (1.6)

As said before, our next objective will be to show a null controllability result for non-homogeneous system (1.6) when $y_{0}=\left(\theta_{0}, \phi_{0}\right) \in H^{-1}\left(0, \pi ; \mathbb{R}^{2}\right)$ and $f$ is a given function satisfying appropriate assumptions. To this end, we will follow some ideas from [19].

Let us consider $\xi, \rho$ and $\tau$ three positive real numbers satisfying hypotheses (1.9) and (1.11). The starting point is Theorem 1.2 and Remark 1.3. As a consequence, we obtain an estimate for the cost of the null control of system (1.6). With the notations of Remark 1.3, one has

$$
\mathcal{K}(T) \leq C_{0} e^{\frac{M}{T}}, \quad \forall T>0
$$

with $C_{0}$ and $M$ two positive constants only depending on $\xi, \rho$ and $\tau$.
In order to provide a null controllability result for the non-homogeneous problem (1.7) at time $T>0$, we will introduce the functions $\gamma(t):=e^{\frac{M}{t}}, \forall t>0$, and, for $t \in[0, T]$,

$$
\begin{equation*}
\rho_{\mathcal{F}}(t):=e^{-\frac{b^{2}(a+1) M}{(b-1)(T-t)}}, \quad \rho_{0}(t):=e^{-\frac{a M}{(b-1)(T-t)}}, \quad \forall t \in\left[T\left(1-\frac{1}{b^{2}}\right), T\right] \tag{5.1}
\end{equation*}
$$

extended to $\left[0, T\left(1-1 / b^{2}\right)\right]$ in a constant way. Here $a, b>1$ are constants that will be chosen later. Observe that $\gamma, \rho_{\mathcal{F}}$ and $\rho_{0}$ are continuous and non increasing functions in $[0, T]$ and $\rho_{\mathcal{F}}(T)=$ $\rho_{0}(T)=0$.

With the previous functions, we also introduce the weighted normed spaces

$$
\begin{gather*}
\mathcal{F}:=\left\{f \in L^{2}\left(Q_{T} ; \mathbb{R}^{2}\right): \frac{f}{\rho_{\mathcal{F}}} \in L^{2}\left(Q_{T} ; \mathbb{R}^{2}\right)\right\}, \quad \nu:=\left\{v \in L^{2}(0, T): \frac{v}{\rho_{0}} \in L^{2}(0, T)\right\}, \\
y_{0}:=\left\{y \in L^{2}\left(Q_{T} ; \mathbb{R}^{2}\right): \frac{y}{\rho_{0}} \in L^{2}\left(Q_{T} ; \mathbb{R}^{2}\right)\right\}  \tag{5.2}\\
y:=\left\{y \in L^{2}\left(Q_{T} ; \mathbb{R}^{2}\right): \frac{y}{\rho_{0}} \in L^{2}\left(Q_{T}\right) \times C^{0}\left(\bar{Q}_{T}\right)\right\} .
\end{gather*}
$$

It is clear that $\mathcal{F}, \mathcal{V}$ and $y_{0}$ are Hilbert spaces. For instance, the inner product in $\mathcal{F}$ is given by

$$
\left(f_{1}, f_{2}\right)_{\mathcal{F}}:=\iint_{Q_{T}} \rho_{\mathcal{F}}^{-2}(t) f_{1}(x, t) \cdot f_{2}(x, t) d x d t, \quad \forall f_{1}, f_{2} \in \mathcal{F}
$$

A similar definition can be made for $(\cdot, \cdot) v$ and $(\cdot, \cdot) y_{0}$. On the other hand, $y$ is a Banach space with the norm

$$
\|y\|_{y}:=\left(\left\|y_{1} / \rho_{0}\right\|_{L^{2}\left(Q_{T}\right)}^{2}+\left\|y_{2} / \rho_{0}\right\|_{C^{0}\left(\bar{Q}_{T}\right)}^{2}\right)^{1 / 2}, \quad \forall y=\left(y_{1}, y_{2}\right) \in y
$$

With the previous notation, one has:
Theorem 5.1. Let us consider $\xi, \rho$ and $\tau$ three positive real numbers satisfying (1.9) and (1.11). Then, for every $T>0$, there exist two bounded linear operators

$$
\mathcal{C}_{T}^{(1)}: H^{-1}\left(0, \pi ; \mathbb{R}^{2}\right) \times \mathcal{F} \rightarrow \mathcal{V} \quad \text { and } \quad E_{T}^{(0)}: H^{-1}\left(0, \pi ; \mathbb{R}^{2}\right) \times \mathcal{F} \rightarrow y_{0}
$$

such that
(i) $\left\|\mathcal{C}_{T}^{(1)}\right\|_{\mathcal{L}\left(H^{-1}\left(0, \pi ; \mathbb{R}^{2}\right) \times \mathcal{F}, \mathcal{V}\right)} \leq C e^{C\left(T+\frac{1}{T}\right)}$ and $\left\|E_{T}^{(0)}\right\|_{\mathcal{L}\left(H^{-1}\left(0, \pi ; \mathbb{R}^{2}\right) \times \mathcal{F}, y_{0}\right)} \leq C e^{C\left(T+\frac{1}{T}\right)}$ for a positive constant $C$ independent of $T$.
(ii) $E_{T}^{(1)}:=\left.E_{T}^{(0)}\right|_{H^{-1}(0, \pi) \times H_{0}^{1}(0, \pi) \times \mathcal{F}} \in \mathcal{L}\left(H^{-1}(0, \pi) \times H_{0}^{1}(0, \pi) \times \mathcal{F}, y\right)$ and, for a new constant $C>0$ independent of $T$, one has $\left\|E_{T}^{(1)}\right\|_{\mathcal{L}\left(H^{-1}(0, \pi) \times H_{0}^{1}(0, \pi) \times \mathcal{F}, y\right)} \leq C e^{C\left(T+\frac{1}{T}\right)}$.
(iii) For any $\left(y_{0}, f\right) \in H^{-1}\left(0, \pi ; \mathbb{R}^{2}\right) \times \mathcal{F}\left(\right.$ resp., $\left.\left(y_{0}, f\right) \in H^{-1}(0, \pi) \times H_{0}^{1}(0, \pi) \times \mathcal{F}\right), y=$ $E_{T}^{(0)}\left(y_{0}, f\right) \in y_{0}$ (resp. $y=E_{T}^{(1)}\left(y_{0}, f\right) \in y$ ) is the solution of (1.7) associated to ( $y_{0}, f$ ) and $v=\mathcal{C}_{T}^{(1)}\left(y_{0}, f\right)$.

Remark 5.1. Before giving the proof of this result, let us underline that Proposition 5.1 provides a null controllability result for the non-homogeneous system (1.7) when $y_{0} \in H^{-1}\left(0, \pi ; \mathbb{R}^{2}\right)$ and $f \in \mathcal{F}$. Indeed, since $\rho_{0}$ is a continuous function on $[0, T]$ satisfying $\rho_{0}(T)=0$, it is clear that

$$
y=E_{T}^{(0)}\left(y_{0}, f\right) \in y_{0} \cap C^{0}\left([0, T] ; H^{-1}\left(0, \pi ; \mathbb{R}^{2}\right)\right)
$$

solves (1.7) and satisfies $y(\cdot, T)=0$ in $H^{-1}\left(0, \pi ; \mathbb{R}^{2}\right)$.
Proof of Theorem 5.1. In order to prove Theorem 5.1, we adapt to system (1.7) a general technique developed in [19] that permits to prove a null controllability result for a non-homogenous linear problem from the corresponding controllability result for the homogenous problem.

Let us consider $a, b>1$ and $T>0$. With the previous definitions and notations, we define the sequence

$$
T_{k}=T-\frac{T}{b^{k}}, \quad \forall k \geq 0
$$

From the definition of the functions $\rho_{0}$ and $\rho_{\mathcal{F}}$ (see (5.1)) and the expression of $T_{k}$, one has

$$
\begin{equation*}
\rho_{0}\left(T_{k+2}\right)=\rho_{\mathcal{F}}\left(T_{k}\right) e^{\frac{M}{T_{k+2}-T_{k+1}}}, \quad \forall k \geq 0 \tag{5.3}
\end{equation*}
$$

This formula will be used in what follows.
Let us take $y_{0}=\left(\theta_{0}, \phi_{0}\right) \in H^{-1}\left(0, \pi ; \mathbb{R}^{2}\right)$ (resp., $\left.y_{0} \in H^{-1}(0, \pi) \times H_{0}^{1}(0, \pi)\right)$ and $f \in \mathcal{F}$. Thus, we introduce the sequence $\left\{a_{k}\right\}_{k \geq 0} \subset H^{-1}\left(0, \pi ; \mathbb{R}^{2}\right)$ (resp. $\left\{a_{k}\right\}_{k \geq 0} \subset H^{-1}(0, \pi) \times H_{0}^{1}(0, \pi)$ if $\left.y_{0} \in H^{-1}(0, \pi) \times H_{0}^{1}(0, \pi)\right)$ defined by

$$
a_{0}=y_{0}, \quad a_{k+1}=\tilde{y}_{k}\left(T_{k+1}^{-}\right), \quad \forall k \geq 0
$$

where $\tilde{y}_{k}$ is the solution to the linear system

$$
\begin{cases}\tilde{y}_{t}-D \tilde{y}_{x x}+A \tilde{y}=f & \text { in }(0, \pi) \times\left(T_{k}, T_{k+1}\right):=Q_{k}  \tag{5.4}\\ \tilde{y}(0, \cdot)=\tilde{y}(\pi, \cdot)=0 & \text { on }\left(T_{k}, T_{k+1}\right) \\ \tilde{y}\left(\cdot, T_{k}^{+}\right)=0 & \text { in }(0, \pi)\end{cases}
$$

(the matrices $D$ and $A$ are given in (1.8)). From Proposition 2.1, it is clear that this system admits a unique solution

$$
\tilde{y}_{k} \in L^{2}\left(T_{k}, T_{k+1} ; H^{2}(0, \pi) \cap H_{0}^{1}(0, \pi)\right) \cap C^{0}\left(\left[T_{k}, T_{k+1}\right] ; H_{0}^{1}\left(0, \pi ; \mathbb{R}^{2}\right)\right)
$$

which satisfies (2.2). In particular, $\tilde{y}_{k} \in C^{0}\left(\bar{Q}_{k} ; \mathbb{R}^{2}\right)$ and $a_{k+1} \in H_{0}^{1}\left(0, \pi ; \mathbb{R}^{2}\right)$, for any $k \geq 0$, and

$$
\begin{equation*}
\left\|\tilde{y}_{k}\right\|_{C^{0}\left(\bar{Q}_{k} ; \mathbb{R}^{2}\right)}+\left\|a_{k+1}\right\|_{H_{0}^{1}} \leq e^{C T}\|f\|_{L^{2}\left(Q_{k} ; \mathbb{R}^{2}\right)}, \quad \forall k \geq 0 \tag{5.5}
\end{equation*}
$$

where $C$ is a positive constant only depending on the coefficients of $D$ and $A$.
For $k \geq 0$, we also consider the controlled autonomous problem

$$
\begin{cases}\hat{y}_{t}-D \hat{y}_{x x}+A \hat{y}=0 & \text { in } Q_{k}  \tag{5.6}\\ \hat{y}(0, \cdot)=B v_{k}, \quad \hat{y}(\pi, \cdot)=0 & \text { on }\left(T_{k}, T_{k+1}\right) \\ \hat{y}\left(\cdot, T_{k}^{+}\right)=a_{k}, \quad \hat{y}\left(\cdot, T_{k+1}^{-}\right)=0 & \text { in }(0, \pi)\end{cases}
$$

where the control $v_{k}$ is given by $v_{k}=\mathcal{C}_{T_{k+1}-T_{k}}^{(0)}\left(a_{k}\right) \in L^{2}\left(T_{k}, T_{k+1}\right)$ (the linear operator $\mathcal{C}_{T_{k+1}-T_{k}}^{(0)}$ is given in Theorem 1.2). Thanks to Proposition 2.2, the solution $\hat{y}_{k}$ of the previous system satisfies

$$
\left\{\begin{array}{l}
\hat{y}_{0} \in L^{2}\left(Q_{0} ; \mathbb{R}^{2}\right) \quad\left(\text { resp., } \hat{y}_{0} \in L^{2}\left(Q_{0} ; \mathbb{R}^{2}\right) \cap C^{0}\left(\left[0, T_{1}\right] ; H^{-1}(0, \pi) \times H_{0}^{1}(0, \pi)\right),\right. \\
\hat{y}_{k} \in L^{2}\left(Q_{k} ; \mathbb{R}^{2}\right) \cap C^{0}\left(\left[T_{k}, T_{k+1}\right] ; H^{-1}(0, \pi) \times H_{0}^{1}(0, \pi)\right), \quad \forall k \geq 1
\end{array}\right.
$$

and, from (2.4) (resp., (2.6)), (5.5) and Theorem 1.2,

$$
\left\{\begin{array}{l}
\left\|\hat{y}_{0}\right\|_{L^{2}\left(Q_{0} ; \mathbb{R}^{2}\right)} \leq e^{C T_{1}}\left(\left\|y_{0}\right\|_{H^{-1}}+\left\|v_{0}\right\|_{L^{2}\left(0, T_{1}\right)}\right) \leq C_{0} e^{C T} e^{\frac{M}{T_{1}}}\left\|y_{0}\right\|_{H^{-1}} \\
\left(\text { resp. },\left\|\hat{y}_{0}\right\|_{L^{2}\left(Q_{0}\right) \times C^{0}\left(\bar{Q}_{0}\right)} \leq C_{0} e^{C T} e^{\frac{M}{T_{1}}}\left\|y_{0}\right\|_{H^{-1} \times H_{0}^{1}}\right)
\end{array}\right.
$$

and, for any $k \geq 1$,

$$
\left\|\hat{y}_{k}\right\|_{L^{2}\left(Q_{k}\right) \times C^{0}\left(\bar{Q}_{k}\right)} \leq e^{C T}\left(\left\|a_{k}\right\|_{H^{-1} \times H_{0}^{1}}+\left\|v_{k}\right\|_{L^{2}\left(T_{k}, T_{k+1}\right)}\right) \leq C_{0} e^{C T} e^{\frac{M}{T_{k+1}-T_{k}}}\|f\|_{L^{2}\left(Q_{k} ; \mathbb{R}^{2}\right)}
$$

If we set $Y_{k}:=\tilde{y}_{k}+\hat{y}_{k}$ in $Q_{k}=(0, \pi) \times\left(T_{k}, T_{k+1}\right)$, then

$$
\left\{\begin{array}{l}
Y_{0} \in L^{2}\left(Q_{0} ; \mathbb{R}^{2}\right) \quad\left(\text { resp., } Y_{0} \in L^{2}\left(Q_{0} ; \mathbb{R}^{2}\right) \cap C^{0}\left(\left[0, T_{1}\right] ; H^{-1}(0, \pi) \times H_{0}^{1}(0, \pi)\right),\right. \\
Y_{k} \in L^{2}\left(Q_{k} ; \mathbb{R}^{2}\right) \cap C^{0}\left(\left[T_{k}, T_{k+1}\right] ; H^{-1}(0, \pi) \times H_{0}^{1}(0, \pi)\right), \quad \forall k \geq 1
\end{array}\right.
$$

and

$$
\left\{\begin{array}{l}
\left\|Y_{0}\right\|_{L^{2}\left(Q_{0} ; \mathbb{R}^{2}\right)} \leq C e^{C T} e^{\frac{M}{T_{1}}}\left(\left\|y_{0}\right\|_{H^{-1}}+\|f\|_{L^{2}\left(Q_{0} ; \mathbb{R}^{2}\right)}\right)  \tag{5.7}\\
\left(\text { resp. },\left\|Y_{0}\right\|_{L^{2}\left(Q_{0}\right) \times C^{0}\left(\bar{Q}_{0}\right)} \leq C e^{C T} e^{\frac{M}{T_{1}}}\left(\left\|y_{0}\right\|_{H^{-1} \times H_{0}^{1}}+\|f\|_{L^{2}\left(Q_{0} ; \mathbb{R}^{2}\right)}\right)\right) \\
\left\|Y_{k}\right\|_{L^{2}\left(Q_{k}\right) \times C^{0}\left(\bar{Q}_{k}\right)} \leq C e^{C T} e^{\frac{M}{T_{k+1}-T_{k}}}\|f\|_{L^{2}\left(Q_{k} ; \mathbb{R}^{2}\right)}, \quad \forall k \geq 1
\end{array}\right.
$$

Let us divide the proof into two cases: the case $k=0$ and the case $k \geq 1$.
Case $k=0$. First, from Theorem 1.2, we can use that $b T_{1}=T(b-1)$ to obtain (recall that $\left.v_{0}=\mathcal{C}_{T_{1}}^{(0)}\left(y_{0}\right)\right)$

$$
\left\|v_{0}\right\|_{L^{2}\left(0, T_{1}\right)} \leq C_{0} e^{\frac{M}{T_{1}}}\left\|y_{0}\right\|_{H^{-1}}=C_{0} e^{\frac{M b(a+1)}{(b-1) T}} \rho_{0}\left(T_{1}\right)\left\|y_{0}\right\|_{H^{-1}} .
$$

Using now that $\rho_{0}$ is a positive continuous non-increasing function, from the previous estimate, we deduce the existence of a positive constant $C$ such that

$$
\begin{equation*}
\left\|\frac{v_{0}}{\rho_{0}}\right\|_{L^{2}\left(0, T_{1}\right)} \leq C e^{\frac{C}{T}}\left\|y_{0}\right\|_{H^{-1}} \tag{5.8}
\end{equation*}
$$

On the other hand, from (5.7),

$$
\left\{\begin{array}{l}
\left\|Y_{0}\right\|_{L^{2}\left(Q_{0} ; \mathbb{R}^{2}\right)} \leq C e^{C T} e^{\frac{M}{T_{1}}}\left(\left\|y_{0}\right\|_{H^{-1}}+\|f\|_{L^{2}\left(Q_{0} ; \mathbb{R}^{2}\right)}\right) \\
\quad=C e^{C T} e^{\frac{M b(a+1)}{(b-1) T}} \rho_{0}\left(T_{1}\right)\left(\left\|y_{0}\right\|_{H^{-1}}+\|f\|_{L^{2}\left(Q_{0} ; \mathbb{R}^{2}\right)}\right) \\
\left(\text { resp. },\left\|Y_{0}\right\|_{L^{2}\left(Q_{0}\right) \times C^{0}\left(\bar{Q}_{0}\right)} \leq C e^{C T} e^{\frac{M b(a+1)}{(b-1) T}} \rho_{0}\left(T_{1}\right)\left(\left\|y_{0}\right\|_{H^{-1} \times H_{0}^{1}}+\|f\|_{L^{2}\left(Q_{0} ; \mathbb{R}^{2}\right)}\right)\right) .
\end{array}\right.
$$

Observe that $\|f\|_{L^{2}\left(Q ; \mathbb{R}^{2}\right)} \leq\|f\|_{\mathcal{F}}$ (see the expression of $\rho_{\mathcal{F}}$ in (5.1)). Hence, repeating the previous argument, we get

$$
\left\{\begin{array}{l}
\left\|\frac{Y_{0}}{\rho_{0}}\right\|_{L^{2}\left(Q_{0} ; \mathbb{R}^{2}\right)} \leq C e^{C\left(T+\frac{1}{T}\right)}\left(\left\|y_{0}\right\|_{H^{-1}}+\|f\|_{\mathcal{F}}\right)  \tag{5.9}\\
\left(\text { resp. },\left\|\frac{Y_{0}}{\rho_{0}}\right\|_{L^{2}\left(Q_{0}\right) \times C^{0}\left(\bar{Q}_{k}\right)} \leq C e^{C\left(T+\frac{1}{T}\right)}\left(\left\|y_{0}\right\|_{H^{-1} \times H_{0}^{1}}+\|f\|_{\mathcal{F}}\right)\right)
\end{array}\right.
$$

Case $k \geq 1$. Again, taking into account formula $v_{k}=\mathcal{C}_{T_{k+1}-T_{k}}^{(0)}\left(a_{k}\right)$, Theorem 1.2, (5.5) and (5.3), we infer

$$
\begin{aligned}
\left\|v_{k}\right\|_{L^{2}\left(T_{k}, T_{k+1}\right)} & \leq C e^{\frac{M}{T_{k+1}-T_{k}}}\left\|a_{k}\right\|_{H^{-1}} \leq C e^{C T} e^{\frac{M}{T_{k+1}-T_{k}}}\|f\|_{L^{2}\left(Q_{k-1} ; \mathbb{R}^{2}\right)} \\
& =C e^{C T} \frac{\rho_{0}\left(T_{k+1}\right)}{\rho_{\mathcal{F}}\left(T_{k-1}\right)}\|f\|_{L^{2}\left(Q_{k-1} ; \mathbb{R}^{2}\right)}
\end{aligned}
$$

As in the case $k=0$, using the fact that $\rho_{0}$ and $\rho_{\mathcal{F}}$ are non-increasing functions, from the previous inequality, we deduce

$$
\begin{equation*}
\left\|\frac{v_{k}}{\rho_{0}}\right\|_{L^{2}\left(T_{k}, T_{k+1}\right)} \leq C e^{C T}\left\|\frac{f}{\rho_{\mathcal{F}}}\right\|_{L^{2}\left(Q_{k-1} ; \mathbb{R}^{2}\right)}, \quad \forall k \geq 1 \tag{5.10}
\end{equation*}
$$

We can also repeat the previous argument to obtain an estimate for $Y_{k}$ when $k \geq 1$. From (5.7),

$$
\left\{\begin{aligned}
\left\|Y_{k}\right\|_{L^{2}\left(Q_{k}\right) \times C^{0}\left(\bar{Q}_{k}\right)} & \leq C e^{C T} e^{\frac{M}{T_{k+1}-T_{k}}}\|f\|_{L^{2}\left(Q_{k} ; \mathbb{R}^{2}\right)}=C e^{C T} \frac{\rho_{0}\left(T_{k+1}\right)}{\rho_{\mathcal{F}}\left(T_{k-1}\right)}\|f\|_{L^{2}\left(Q_{k} ; \mathbb{R}^{2}\right)} \\
& \leq C e^{C T} \frac{\rho_{0}\left(T_{k+1}\right)}{\rho_{\mathcal{F}}\left(T_{k}\right)}\|f\|_{L^{2}\left(Q_{k} ; \mathbb{R}^{2}\right)}
\end{aligned}\right.
$$

what implies

$$
\begin{equation*}
\left\|\frac{Y_{k}}{\rho_{0}}\right\|_{L^{2}\left(Q_{k}\right) \times C^{0}\left(\bar{Q}_{k}\right)} \leq C e^{C T}\left\|\frac{f}{\rho_{\mathcal{F}}}\right\|_{L^{2}\left(Q_{k} ; \mathbb{R}^{2}\right)}, \quad \forall k \geq 1 \tag{5.11}
\end{equation*}
$$

With the functions $v_{k}$ and $Y_{k}, k \geq 0$, defined above, we define

$$
\begin{equation*}
\mathcal{C}_{T}^{(1)}\left(y_{0}, f\right):=v=\sum_{k \geq 0} v_{k} 1_{\left[T_{k}, T_{k+1}\right)} \quad \text { and } \quad E_{T}^{(0)}\left(y_{0}, f\right):=Y=\sum_{k \geq 0} Y_{k} 1_{\left[T_{k}, T_{k+1}\right)} \tag{5.12}
\end{equation*}
$$

where $1_{I}$ is the characteristic function on the set $I$. Let us first remark that, by construction, $\mathfrak{C}_{T}^{(1)}$ and $E_{T}^{(0)}$ are linear operators. On the other hand, recall that $Y_{k}=\tilde{y}_{k}+\hat{y}_{k}, k \geq 0$, where $\tilde{y}_{k}$ and $\hat{y}_{k}$ are respectively the solution to systems (5.4) and (5.6). So,

$$
Y_{k}\left(T_{k+1}^{-}\right)=a_{k+1}=\hat{y}_{k+1}\left(T_{k+1}^{+}\right)=Y_{k+1}\left(T_{k+1}^{+}\right), \quad \forall k \geq 0
$$

which implies that the function $Y$ is continuous at time $T_{k}$, for any $k \geq 1$, and is the solution of system (1.7) associated to $\left(y_{0}, f, v\right)$.

Finally, thanks to (5.8)-(5.11), we also deduce that $\mathcal{C}_{T}^{(1)}\left(y_{0}, f\right) \in \mathcal{V}$ and $E_{T}^{(0)}\left(y_{0}, f\right) \in y_{0}$ (resp., $\left.E_{T}^{(0)}\left(y_{0}, f\right) \in \mathcal{y}\right)$ for any $\left(y_{0}, f\right) \in H^{-1}\left(0, \pi ; \mathbb{R}^{2}\right) \times \mathcal{F}$ (resp., for any $\left(y_{0}, f\right) \in H^{-1}(0, \pi) \times H_{0}^{1}(0, \pi) \times$ $\mathcal{F}$ ) and

$$
\left\{\begin{array}{l}
\left\|\mathcal{C}_{T}^{(1)}\left(y_{0}, f\right)\right\|_{\mathcal{V}}=\|v\|_{\mathcal{V}} \leq C e^{C\left(T+\frac{1}{T}\right)}\left(\left\|y_{0}\right\|_{H^{-1}}+\|f\|_{\mathcal{F}}\right) \\
\left\|E_{T}^{(0)}\left(y_{0}, f\right)\right\|_{y_{0}}=\|Y\|_{y_{0}} \leq C e^{C\left(T+\frac{1}{T}\right)}\left(\left\|y_{0}\right\|_{H^{-1}}+\|f\|_{\mathcal{F}}\right), \quad \forall\left(y_{0}, f\right) \in H^{-1}\left(0, \pi ; \mathbb{R}^{2}\right) \times \mathcal{F},
\end{array}\right.
$$

(resp.,

$$
\left.\left\|E_{T}^{(0)}\left(y_{0}, f\right)\right\|_{y}=\|Y\|_{y} \leq C e^{C\left(T+\frac{1}{T}\right)}\left(\left\|y_{0}\right\|_{H^{-1} \times H_{0}^{1}}+\|f\|_{\mathcal{F}}\right), \forall\left(y_{0}, f\right) \in H^{-1}(0, \pi) \times H_{0}^{1}(0, \pi) \times \mathcal{F}\right)
$$

The above estimates provide the proof of Proposition 5.1. This ends the proof.

### 5.2 Proof of Theorem 1.3

We will devote this section to proving the local exact controllability at time $T>0$ of the phase-field system (1.1) stated in Theorem 1.3. To this objective, let us take

$$
\tilde{y}_{0}=\left(\tilde{\theta}_{0}, \tilde{\phi}_{0}\right) \in H^{-1}(0, \pi) \times\left(c+H_{0}^{1}(0, \pi)\right)
$$

$(c= \pm 1)$. As we saw in Section 1, the local exact controllability of system (1.1) at time $T$ to the constant trajectory $(0, c)$ is equivalent to the local null controllability of system (1.4) at time $T$ with $y_{0}=\left(\theta_{0}, \phi_{0}\right)=\left(\tilde{\theta}_{0}, \tilde{\phi}_{0}-c\right) \in H^{-1}(0, \pi) \times H_{0}^{1}(0, \pi)$ (the nonlinear functions $g_{1}$ and $g_{2}$ are given in (1.5)).

Let us take $a, b>1$ (which will be determined below) and consider the functions $\rho_{\mathcal{F}}$ and $\rho_{0}$, defined in (5.1), and the spaces $\mathcal{F}, \mathcal{V}$ and $\mathcal{y}$ given in (5.2). In order to prove the local null controllability result at time $T$ for system (1.4) we will perform a fixed-point strategy in the space $y$ which, in particular, will prove the existence of a control $v \in \mathcal{V}$ such that system (1.4) has a solution $y \in \mathcal{y}$ associated to $\left(v, y_{0}\right)$. The condition $y \in \mathcal{y}$ will imply the null controllability result for this system.

Let us fix $\varepsilon>0$ (to be determined bellow). With the previous data and notations, we consider the closed ball in the space $\mathcal{F}$

$$
\bar{B}_{\varepsilon}=\left\{f \in \mathcal{F}:\|f\|_{\mathcal{F}} \leq \varepsilon\right\} .
$$

Observe that if the initial datum $\tilde{y}_{0} \in H^{-1}(0, \pi) \times\left(c+H_{0}^{1}(0, \pi)\right)$ satisfies (1.15), then $y_{0}=$ $\left(\theta_{0}, \phi_{0}\right)=\left(\tilde{\theta}_{0}, \tilde{\phi}_{0}-c\right) \in H^{-1}(0, \pi) \times H_{0}^{1}(0, \pi)$ satisfies

$$
\begin{equation*}
\left\|\theta_{0}\right\|_{H^{-1}}+\left\|\phi_{0}\right\|_{H_{0}^{1}} \leq \varepsilon . \tag{5.13}
\end{equation*}
$$

For each $f \in \bar{B}_{\varepsilon} \subset \mathcal{F}$, we denote $v_{f}=\mathcal{C}_{T}^{(1)}\left(y_{0}, f\right) \in \mathcal{V}$ and $y_{f}=\left(\theta_{f}, \phi_{f}\right):=E_{T}^{(1)}\left(y_{0}, f\right) \in \mathcal{y}$, where the operators $\mathfrak{C}_{T}^{(1)}$ and $E_{T}^{(1)}$ are given in Theorem 5.1. As a consequence of this result and (5.13), one has

$$
\begin{equation*}
\left\|y_{f}\right\|_{y}+\left\|v_{f}\right\|_{\mathcal{V}} \leq C e^{C\left(T+\frac{1}{T}\right)}\left(\left\|y_{0}\right\|_{H^{-1} \times H_{0}^{1}}+\|f\|_{\mathcal{F}}\right) \leq C e^{C\left(T+\frac{1}{T}\right)} \varepsilon, \quad \forall f \in \bar{B}_{\varepsilon} \tag{5.14}
\end{equation*}
$$

for a positive constant $C=C(\xi, \rho, \tau)$. Thus, we define the nonlinear operator $\mathcal{N}: \bar{B}_{\varepsilon} \rightarrow$ $C^{0}\left(\bar{Q}_{T} ; \mathbb{R}^{2}\right)$ given by (see (1.5))

$$
\begin{equation*}
\mathcal{N}(f)=\binom{ \pm \frac{3 \rho}{4 \tau} \phi_{f}^{2}+\frac{\rho}{4 \tau} \phi_{f}^{3}}{\mp \frac{3}{2 \tau} \phi_{f}^{2}-\frac{1}{2 \tau} \phi_{f}^{3}} \tag{5.15}
\end{equation*}
$$

It is clear that the operator $\mathcal{N}$ is well-defined. On the other hand, if $\mathcal{N}$ admits a fixed point $f \in \mathcal{F}$, then $y_{f} \in \mathcal{Y}$, together with $v_{f} \in \mathcal{V}$, provides a solution of the system (1.4) associated to the initial datum $y_{0}=\left(\theta_{0}, \phi_{0}\right)$. In fact, from Proposition 2.2, $y_{f} \in C^{0}\left([0, T] ; H^{-1}\left(0, \pi ; \mathbb{R}^{2}\right)\right)$. Finally, condition $y_{f} \in C^{0}\left([0, T] ; H^{-1}\left(0, \pi ; \mathbb{R}^{2}\right)\right) \cap y$ in particular implies the null controllability result for system (1.4). This would prove Theorem 1.3.

The next task is to prove that the operator $\mathcal{N}$ has a fixed-point in the complete metric space $\bar{B}_{\varepsilon} \subset \mathcal{F}$. To this end, we will apply the Banach Fixed-Point Theorem. Before, let us select any $a>1$ and $b$ such that

$$
b^{2} \in\left(1, \frac{2 a}{a+1}\right) .
$$

With this choice, the functions $\rho_{0}^{2} / \rho_{\text {于 }}$ and $\rho_{0}^{3} / \rho_{\text {于 }}$ are uniformly bounded in $[0, T]$, i.e., there exists a constant $C_{T}>0$, depending on $T$, such that

$$
\left\|\frac{\rho_{0}^{2}}{\rho_{\mathcal{F}}}\right\|_{C^{0}[0, T]} \leq C_{T} \quad \text { and } \quad\left\|\frac{\rho_{0}^{3}}{\rho_{\mathcal{F}}}\right\|_{C^{0}[0, T]} \leq C_{T} .
$$

Let us now check the assumptions of the Banach Fixed-Point Theorem:

1. $\mathcal{N}\left(\bar{B}_{\varepsilon}\right) \subset \bar{B}_{\varepsilon}:$ Indeed, if $f \in \bar{B}_{\varepsilon}$, then, from (5.14), we obtain

$$
\begin{aligned}
\|\mathcal{N}(f)\|_{\mathcal{F}} & \leq C_{T}\left\|\frac{\mathcal{N}(f)}{\rho_{\mathcal{F}}}\right\|_{C^{0}\left(\bar{Q}_{T} ; \mathbb{R}^{2}\right)} \leq C_{T}\left(\left\|\frac{\phi_{f}^{2}}{\rho_{\mathcal{F}}}\right\|_{C^{0}\left(\bar{Q}_{T}\right)}+\left\|\frac{\phi_{f}^{3}}{\rho_{\mathcal{F}}}\right\|_{C^{0}\left(\overline{Q_{T}}\right)}\right) \\
& \leq C_{T}\left(\left\|\frac{\rho_{0}^{2}}{\rho_{\mathcal{F}}}\right\|_{C^{0}\left(\bar{Q}_{T}\right)}\left\|\frac{\phi_{f}}{\rho_{0}}\right\|_{C^{0}\left(\bar{Q}_{T}\right)}^{2}+\left\|\frac{\rho_{0}^{3}}{\rho_{\mathcal{F}}}\right\|_{C^{0}\left(\bar{Q}_{T}\right)}\left\|\frac{\phi_{f}}{\rho_{0}}\right\|_{C^{0}\left(\overline{Q_{T}}\right)}^{3}\right) \\
& \leq C_{T}\left(\left\|y_{f}\right\|_{y}^{2}+\left\|y_{f}\right\|_{y}^{3}\right) \leq C_{T} e^{C\left(T+\frac{1}{T}\right)}\left(\varepsilon^{2}+\varepsilon^{3}\right) \leq \varepsilon
\end{aligned}
$$

for $\varepsilon=\varepsilon(T)$ small enough.
2. $\mathcal{N}$ is a contraction mapping: Let us take $f_{1}, f_{2} \in \bar{B}_{\varepsilon} \subset \mathcal{F}$ and denote $y_{i}=\left(\theta_{i}, \phi_{i}\right)=$ $E_{T}^{(1)}\left(y_{0}, f_{i}\right) \in y, i=1,2$. Firstly, observe that the non linearity $\left(g_{1}, g_{2}\right)$, given in (1.5), satisfies

$$
\left|g_{j}\left(s_{1}\right)-g_{j}\left(s_{2}\right)\right| \leq C\left(\left|s_{1}\right|^{2}+\left|s_{2}\right|^{2}+\left|s_{1}\right|+\left|s_{2}\right|\right)\left|s_{1}-s_{2}\right|, \quad \forall s_{1}, s_{2} \in \mathbb{R}, \quad j=1,2
$$

Thus, using again (5.14) and Theorem 5.1, we have

$$
\begin{aligned}
\left\|\mathcal{N}\left(f_{1}\right)-\mathcal{N}\left(f_{2}\right)\right\|_{\mathcal{F}} & \leq C_{T} \sum_{j=1}^{2}\left\|\frac{g_{j}\left(\phi_{1}\right)-g_{j}\left(\phi_{2}\right)}{\rho_{\mathcal{F}}}\right\|_{C^{0}\left(\bar{Q}_{T}\right)} \\
& \leq C_{T}\left\|\frac{\rho_{0}}{\rho_{\mathcal{F}}}\left(\left|\phi_{1}\right|^{2}+\left|\phi_{2}\right|^{2}+\left|\phi_{1}\right|+\left|\phi_{2}\right|\right) \frac{\left|\phi_{1}-\phi_{2}\right|}{\rho_{0}}\right\|_{C^{0}\left(\bar{Q}_{T}\right)} \\
& \leq C_{T}\left\|\left(\left|\frac{\phi_{1}}{\rho_{0}}\right|^{2}+\left|\frac{\phi_{2}}{\rho_{0}}\right|^{2}\right) \frac{\rho_{0}^{3}}{\rho_{\mathcal{F}}}+\left(\left|\frac{\phi_{1}}{\rho_{0}}\right|+\left|\frac{\phi_{2}}{\rho_{0}}\right|\right) \frac{\rho_{0}^{2}}{\rho_{\mathcal{F}}}\right\|_{C^{0}\left(\bar{Q}_{T}\right)}\left\|\frac{\phi_{1}-\phi_{2}}{\rho_{0}}\right\|_{C^{0}\left(\bar{Q}_{T}\right)} \\
& \leq C_{T}\left(\left\|y_{1}\right\|_{y}^{2}+\left\|y_{2}\right\|_{y}^{2}+\left\|y_{1}\right\|_{y}+\left\|y_{2}\right\|_{y}\right)\left\|E_{T}^{(1)}\left(y_{0}, f_{1}\right)-E_{T}^{(1)}\left(y_{0}, f_{2}\right)\right\|_{y} \\
& \leq C_{T} e^{C\left(T+\frac{1}{T}\right)}\left(\varepsilon^{2}+\varepsilon\right)\left\|f_{1}-f_{2}\right\|_{\mathcal{F}} .
\end{aligned}
$$

From this inequality it is clear that we can choose $\varepsilon=\varepsilon(T)$ (small enough) in such a way that $\mathcal{N}$ is a contraction mapping.

In conclusion, we can apply the Banach Fixed-Point Theorem. This proves that the operator $\mathcal{N}$ has a fixed-point and provides the proof of Theorem 1.3.

## Appendices

## Appendix A

This appendix will be devoted to dealing with the existence and uniqueness of solution of the linear systems (2.1) and (1.7). To be precise, we will prove Propositions 2.1 and 2.2.

Proof of Proposition 2.1. Let us assume that $\varphi_{0} \in H_{0}^{1}\left(0, \pi ; \mathbb{R}^{2}\right)$ and $g \in L^{2}\left(Q_{T} ; \mathbb{R}^{2}\right)$. Let us denote $\varphi_{0}=\left(\theta_{0}, \phi_{0}\right)$ and $g=\left(g_{1}, g_{2}\right)$. Then the system (2.1) can be write as

$$
\begin{cases}-\theta_{t}-\xi \theta_{x x}+\frac{\rho}{\tau} \theta-\frac{2}{\tau} \phi=g_{1} & \text { in } Q_{T} \\ -\phi_{t}-\xi \phi_{x x}+\frac{1}{2} \rho \xi \theta_{x x}-\frac{\rho}{2 \tau} \theta+\frac{1}{\tau} \phi=g_{2} & \text { in } Q_{T} \\ \theta(0, \cdot)=\phi(0, \cdot)=\theta(\pi, \cdot)=\phi(\pi, \cdot)=0 & \text { on }(0, T) \\ \theta(\cdot, T)=\theta_{0}, \quad \phi(\cdot, T)=\phi_{0} & \text { in }(0, \pi)\end{cases}
$$

where $\varphi=(\theta, \phi)$. On the other hand, $\xi \theta_{x x}=-\theta_{t}+\frac{\rho}{\tau} \theta-\frac{2}{\tau} \phi-g_{1}$. Thus, the previous system becomes

$$
\begin{cases}-\theta_{t}-\xi \theta_{x x}-\frac{2}{\tau} \phi+\frac{\rho}{\tau} \theta=g_{1} & \text { in } Q_{T}  \tag{A.1}\\ -\phi_{t}-\xi \phi_{x x}-\frac{\rho}{2} \theta_{t}-\frac{\rho-1}{\tau} \phi+\frac{\rho(\rho-1)}{2 \tau} \theta=\frac{\rho}{2} g_{1}+g_{2} & \text { in } Q_{T} \\ \theta(0, \cdot)=\phi(0, \cdot)=\theta(\pi, \cdot)=\phi(\pi, \cdot)=0 & \text { on }(0, T) \\ \theta(\cdot, T)=\theta_{0}, \quad \phi(\cdot, T)=\phi_{0} & \text { in }(0, \pi)\end{cases}
$$

Then, Proposition 2.1 is equivalent to prove that the system (A.1) has a unique strong solution $(\theta, \phi)$ satisfying

$$
\theta, \phi \in C^{0}\left([0, T] ; H_{0}^{1}(0, \pi)\right) \cap L^{2}\left(0, T ; H^{2}(0, \pi) \cap H_{0}^{1}(0, \pi)\right)
$$

and

$$
\begin{align*}
\|\theta\|_{C^{0}\left(H_{0}^{1}\right)}+\|\phi\|_{C^{0}\left(H_{0}^{1}\right)} & +\|\theta\|_{L^{2}\left(H^{2} \cap H_{0}^{1}\right)}+\|\phi\|_{L^{2}\left(H^{2} \cap H_{0}^{1}\right)} \\
& \leq e^{C T}\left(\left\|g_{1}\right\|_{L^{2}\left(L^{2}\right)}+\left\|g_{2}\right\|_{L^{2}\left(L^{2}\right)}+\left\|\theta_{0}\right\|_{H_{0}^{1}}+\left\|\phi_{0}\right\|_{H_{0}^{1}}\right) . \tag{A.2}
\end{align*}
$$

for a positive constant $C$, only depending on $\xi, \rho$ and $\tau$.
We will use the well-known Faedo-Galerkin method. First, let us consider the orthonormal basis $\left\{\eta_{n}\right\}_{n \in \mathbb{N}}$ of $L^{2}(0, \pi)$ ( $\eta_{n}$ is the normalized eigenfunction of the Dirichlet-Laplace operator, see (3.2)). For each $m \in \mathbb{N}$, we consider $V_{m}=\left[\eta_{1}, \eta_{2}, \cdots, \eta_{m}\right]$, the subspace generated by the first $m$ vectors of $\left\{\eta_{n}\right\}_{n \in \mathbb{N}}$. Let us also consider $P_{m}$, the orthogonal projection operator onto the finite-dimensional space $V_{m}$ in $L^{2}(0, \pi)$. If we define

$$
\begin{equation*}
\theta_{0}^{m}=P_{m} \theta_{0}, \quad \phi_{0}^{m}=P_{m} \phi_{0}, \quad g_{1}^{m}(\cdot, t)=P_{m} g_{1}(\cdot, t) \quad \text { and } \quad g_{2}^{m}(t, \cdot)=P_{m} g_{2}(t, \cdot) \tag{A.3}
\end{equation*}
$$

one has $\theta_{0}^{m}, \phi_{0}^{m} \in V_{m}$ and $g_{1}^{m}, g_{2}^{m} \in L^{2}\left(0, T ; V_{m}\right)$, for any $m \in \mathbb{N}$, and

$$
\begin{equation*}
\theta_{0}^{m} \rightarrow \theta_{0}, \quad \phi_{0}^{m} \rightarrow \phi_{0} \text { in } H_{0}^{1}(0, \pi), \quad \text { and } \quad g_{1}^{m} \rightarrow g_{1}, \quad g_{2}^{m} \rightarrow g_{2} \text { in } L^{2}\left(Q_{T}\right), \quad \text { as } m \rightarrow \infty \tag{A.4}
\end{equation*}
$$

We want an approximate solution $\left(\theta^{m}, \phi^{m}\right) \in C^{0}\left([0, T] ; V_{m}^{2}\right)$ of the approximate problem

$$
\begin{cases}-\theta_{t}^{m}-\xi \theta_{x x}^{m}-\frac{2}{\tau} \phi^{m}+\frac{\rho}{\tau} \theta^{m}=g_{1}^{m} & \text { in } Q_{T}  \tag{A.5}\\ -\phi_{t}^{m}-\xi \phi_{x x}^{m}-\frac{\rho}{2} \theta_{t}^{m}-\frac{\rho-1}{\tau} \phi^{m}+\frac{\rho(\rho-1)}{2 \tau} \theta^{m}=\frac{\rho}{2} g_{1}^{m}+g_{2}^{m} & \text { in } Q_{T} \\ \theta^{m}(0, \cdot)=\phi^{m}(0, \cdot)=\theta^{m}(\pi, \cdot)=\phi^{m}(\pi, \cdot)=0 & \text { on }(0, T) \\ \theta^{m}(\cdot, T)=\theta_{0}^{m}, \quad \phi^{m}(\cdot, T)=\phi_{0}^{m} & \text { in }(0, \pi)\end{cases}
$$

under the form

$$
\theta^{m}(x, t)=\sum_{j=1}^{m} \alpha_{j m}(t) \eta_{j}(x), \quad \phi^{m}(x, t)=\sum_{j=1}^{m} \beta_{j m}(t) \eta_{j}(x), \quad(x, t) \in Q_{T}
$$

It is clear that, for any $m \geq 1$, system (A.5) is equivalent to a Cauchy problem for a linear ordinary differential system for the variables $\alpha_{j m}$ and $\beta_{j m}, 1 \leq j \leq m$. In consequence, system (A.5) admits a unique solution $\left(\theta^{m}, \phi^{m}\right) \in C^{0}\left([0, T] ; V_{m}^{2}\right)$ with $\left(\theta_{t}^{m}, \phi_{t}^{m}\right) \in L^{2}\left(0, T ; V_{m}^{2}\right)$.

The proof of Proposition 2.1 can be easily deduced from appropriate estimates of the approximate solution $\left(\theta^{m}, \phi^{m}\right)$ of system (A.5).

If we multiply the first equation in (A.5) by $-\frac{\rho}{2} \theta_{t}^{m}$, the second one by $\frac{2}{\tau} \phi^{m}$, we integrate on the interval $(0, \pi)$ and we add both equalities, we get,

$$
\begin{gathered}
\int_{0}^{\pi}\left(\frac{\rho}{2}\left|\theta_{t}^{m}\right|^{2}-\frac{1}{\tau} \frac{d}{d t}\left(\left|\phi^{m}\right|^{2}\right)-\frac{\rho}{\tau} \theta_{t}^{m} \phi^{m}\right) d x+\int_{0}^{\pi}\left(-\frac{\rho \xi}{4} \frac{d}{d t}\left(\left|\theta_{x}^{m}\right|^{2}\right)+\frac{2 \xi}{\tau}\left|\phi_{x}^{m}\right|^{2}\right) d x \\
+\int_{0}^{\pi}\left(\frac{\rho}{\tau} \phi^{m} \theta_{t}^{m}-\frac{2(\rho-1)}{\tau^{2}}\left|\phi^{m}\right|^{2}\right) d x+\int_{0}^{\pi}\left(-\frac{\rho^{2}}{2 \tau} \theta^{m} \theta_{t}^{m}+\frac{\rho(\rho-1)}{\tau^{2}} \theta^{m} \phi^{m}\right) d x \\
=-\frac{\rho}{2} \int_{0}^{\pi} g_{1}^{m} \theta_{t}^{m} d x-\frac{2}{\tau} \int_{0}^{\pi}\left(\frac{\rho}{2} g_{1}^{m}+g_{2}^{m}\right) \phi^{m} d x
\end{gathered}
$$

Applying the Cauchy-Schwarz inequality in the previous equality, we obtain

$$
\begin{aligned}
& \frac{\rho}{2}\left\|\theta_{t}^{m}(\cdot, t)\right\|_{L^{2}}^{2}+\frac{2 \xi}{\tau}\left\|\phi_{x}^{m}(\cdot, t)\right\|_{L^{2}}^{2}-\frac{d}{d t}\left(\frac{1}{\tau}\left\|\phi^{m}(\cdot, t)\right\|_{L^{2}}^{2}+\frac{\rho \xi}{4}\left\|\theta_{x}^{m}(\cdot, t)\right\|_{L^{2}}^{2}\right) \leq \frac{\rho}{4}\left\|\theta_{t}^{m}(\cdot, t)\right\|_{L^{2}}^{2} \\
& \quad+C\left(\left\|\theta^{m}(\cdot, t)\right\|_{L^{2}}^{2}+\left\|\phi^{m}(\cdot, t)\right\|_{L^{2}}^{2}+\left\|g_{1}^{m}(\cdot, t)\right\|_{L^{2}}^{2}+\left\|g_{2}^{m}(\cdot, t)\right\|_{L^{2}}^{2}\right), \text { a.e. } t \in(0, T)
\end{aligned}
$$

for a constant $C>0$ depending on the parameters $\xi, \rho$ and $\tau$. Using Poincaré inequality, it follows

$$
\begin{aligned}
\left\|\theta_{t}^{m}(\cdot, t)\right\|_{L^{2}}^{2} & +\left\|\phi_{x}^{m}(\cdot, t)\right\|_{L^{2}}^{2}-\frac{d}{d t}\left(\left\|\phi^{m}(\cdot, t)\right\|_{L^{2}}^{2}+\left\|\theta_{x}^{m}(\cdot, t)\right\|_{L^{2}}^{2}\right) \\
& \leq C\left(\left\|\phi^{m}(\cdot, t)\right\|_{L^{2}}^{2}+\left\|\theta_{x}^{m}(\cdot, t)\right\|_{L^{2}}^{2}+\left\|g_{1}^{m}(\cdot, t)\right\|_{L^{2}}^{2}+\left\|g_{2}^{m}(\cdot, t)\right\|_{L^{2}}^{2}\right),
\end{aligned}
$$

for a new constant $C>0$. Multiplying the previous inequality by $e^{-C(T-t)}$ and integrating in the interval $[t, T]$, with $t<T$, we have

$$
\begin{gathered}
\int_{t}^{T} e^{-C(T-s)}\left(\left\|\theta_{t}^{m}(\cdot, s)\right\|_{L^{2}}^{2}+\left\|\phi_{x}^{m}(\cdot, s)\right\|_{L^{2}}^{2}\right) d s+e^{-C(T-t)}\left(\left\|\phi^{m}(\cdot, t)\right\|_{L^{2}}^{2}+\left\|\theta_{x}^{m}(\cdot, t)\right\|_{L^{2}}^{2}\right) \\
\leq\left\|\phi_{0}^{m}\right\|_{L^{2}}^{2}+\left\|\left(\theta_{0}^{m}\right)_{x}\right\|_{L^{2}}^{2}+\int_{t}^{T} e^{-C(T-s)}\left(\left\|g_{1}^{m}(\cdot, s)\right\|_{L^{2}}^{2}+\left\|g_{2}^{m}(\cdot, s)\right\|_{L^{2}}^{2}\right) d s
\end{gathered}
$$

Finally, multiplying the previous inequality by $e^{C(T-t)}$ and taking maximum with $t \in[0, T]$, we can deduce

$$
\left\{\begin{align*}
\left\|\theta_{t}^{m}\right\|_{L^{2}\left(Q_{T}\right)}^{2} & +\left\|\phi^{m}\right\|_{L^{2}\left(H_{0}^{1}\right)}^{2}+\left\|\phi^{m}\right\|_{C^{0}\left(L^{2}\right)}^{2}+\left\|\theta^{m}\right\|_{C^{0}\left(H_{0}^{1}\right)}^{2}  \tag{A.6}\\
& \leq e^{C T}\left(\left\|\phi_{0}^{m}\right\|_{L^{2}}^{2}+\left\|\theta_{0}^{m}\right\|_{H_{0}^{1}}^{2}+\left\|g_{1}^{m}\right\|_{L^{2}\left(Q_{T}\right)}^{2}+\left\|g_{2}^{m}\right\|_{L^{2}\left(Q_{T}\right)}^{2}\right) \\
& \leq e^{C T}\left(\left\|\phi_{0}\right\|_{L^{2}}^{2}+\left\|\theta_{0}\right\|_{H_{0}^{1}}^{2}+\left\|g_{1}\right\|_{L^{2}\left(Q_{T}\right)}^{2}+\left\|g_{2}\right\|_{L^{2}\left(Q_{T}\right)}^{2}\right) .
\end{align*}\right.
$$

Observe that in the previous inequalities we have used (A.3).
Let us notice that, from the first equation in (A.5),

$$
\begin{align*}
\left\|\theta_{x x}^{m}\right\|_{L^{2}\left(Q_{T}\right)} & =\frac{1}{\xi}\left\|-\theta_{t}^{m}-\frac{2}{\tau} \phi^{m}+\frac{\rho}{\tau} \theta^{m}-g_{1}\right\|_{L^{2}\left(Q_{T}\right)}  \tag{A.7}\\
& \leq e^{C T}\left(\left\|\phi_{0}\right\|_{L^{2}}^{2}+\left\|\theta_{0}\right\|_{H_{0}^{1}}^{2}+\left\|g_{1}\right\|_{L^{2}\left(Q_{T}\right)}^{2}+\left\|g_{2}\right\|_{L^{2}\left(Q_{T}\right)}^{2}\right)
\end{align*}
$$

From (A.6) and (A.7), we get that the sequences $\left\{\theta^{m}\right\}_{m \in \mathbb{N}}$ and $\left\{\theta_{t}^{m}\right\}_{m \in \mathbb{N}}$ are respectively bounded in $L^{2}\left(0, T ; H^{2}(0, \pi) \cap H_{0}^{1}(0, \pi)\right) \cap C^{0}\left([0, T] ; H_{0}^{1}(0, \pi)\right)$ and $L^{2}\left(Q_{T}\right)$. Then, there exist a subsequence, still denoted $\left\{\theta^{m}\right\}_{m \in \mathbb{N}}$, and a function $\theta \in L^{\infty}\left(0, T ; H_{0}^{1}(0, \pi)\right) \cap L^{2}\left(0, T ; H^{2}(0, \pi) \cap H_{0}^{1}(0, \pi)\right)$ such that $\theta_{t} \in L^{2}\left(Q_{T}\right)$ and

$$
\begin{cases}\theta^{m} \stackrel{*}{\rightharpoonup} \theta & \text { weakly-* in } L^{\infty}\left(0, T ; H_{0}^{1}(0, \pi)\right), \quad \theta_{t}^{m} \rightharpoonup \theta_{t} \quad \text { weakly in } L^{2}\left(Q_{T}\right)  \tag{A.8}\\ \theta^{m} \rightharpoonup \theta & \text { weakly in } L^{2}\left(0, T ; H^{2}(0, \pi) \cap H_{0}^{1}(0, \pi)\right)\end{cases}
$$

Observe that the previous regularity for function $\theta$ also implies $\theta \in C^{0}\left([0, T] ; H_{0}^{1}(0, \pi)\right)$.
In order to deal with $\phi^{m}$, let us multiply the second equation in (A.5) by $-\phi_{t}^{m}$ and integrate on the interval $(0, \pi)$. After an integration by parts, we deduce

$$
\begin{aligned}
\left\|\phi_{t}^{m}(\cdot, t)\right\|_{L^{2}}^{2}-\frac{1}{2 \xi} \frac{d}{d t}\left\|\phi_{x}^{m}(\cdot, t)\right\|_{L^{2}}^{2} & =\frac{\rho}{2} \int_{0}^{\pi} \theta_{t}^{m} \phi_{t}^{m} d x+\frac{\rho-1}{\tau} \int_{0}^{\pi} \phi^{m} \phi_{t}^{m} d x \\
& -\frac{\rho(\rho-1)}{2 \tau} \int_{0}^{\pi} \theta^{m} \phi_{t}^{m} d x+\int_{0}^{\pi}\left(\frac{\rho}{2} g_{1}^{m}+g_{2}^{m}\right) \phi_{t}^{m} d x
\end{aligned}
$$

Using again Cauchy-Scharwz inequality, we also obtain

$$
\left\{\begin{aligned}
\left\|\phi_{t}^{m}(\cdot, t)\right\|_{L^{2}}^{2}-\frac{d}{d t}\left\|\phi_{x}^{m}(\cdot, t)\right\|_{L^{2}}^{2} & \leq C\left(\left\|\phi^{m}(\cdot, t)\right\|_{L^{2}}^{2}+\left\|\theta^{m}(\cdot, t)\right\|_{L^{2}}^{2}\right. \\
& \left.+\left\|\theta_{t}^{m}(\cdot, t)\right\|_{L^{2}}^{2}+\left\|g_{1}^{m}(\cdot, t)\right\|_{L^{2}}^{2}+\left\|g_{2}^{m}(\cdot, t)\right\|_{L^{2}}^{2}\right), \text { a.e. } t \in(0, T)
\end{aligned}\right.
$$

Reasoning as before, using inequality (A.6) and again the second equation in (A.5), we deduce $\phi_{t}^{m}, \phi_{x x}^{m} \in L^{2}\left(Q_{T}\right), \phi^{m} \in C^{0}\left([0, T] ; H_{0}^{1}(0, \pi)\right)$ and
$\left\|\phi_{t}^{m}\right\|_{L^{2}\left(Q_{T}\right)}+\left\|\phi^{m}\right\|_{L^{2}\left(H^{2} \cap H_{0}^{1}\right)}+\left\|\phi^{m}\right\|_{C^{0}\left(H_{0}^{1}\right)} \leq e^{C T}\left(\left\|\phi_{0}\right\|_{H_{0}^{1}}^{2}+\left\|\theta_{0}\right\|_{H_{0}^{1}}^{2}+\left\|g_{1}\right\|_{L^{2}\left(Q_{T}\right)}^{2}+\left\|g_{2}\right\|_{L^{2}\left(Q_{T}\right)}^{2}\right)$

As before, inequality (A.9) allows us to extract a new subsequence (still denoted with the index $m)$ and a function $\phi \in L^{2}\left(0, T ; H^{2}(0, \pi) \cap H_{0}^{1}(0, \pi)\right) \cap C^{0}\left([0, T] ; H_{0}^{1}(0, \pi)\right)$ such that $\phi_{t} \in L^{2}\left(Q_{T}\right)$ and

$$
\begin{cases}\phi^{m} \stackrel{*}{\rightharpoonup} \phi & \text { weakly-* in } L^{\infty}\left(0, T ; H_{0}^{1}(0, \pi)\right), \quad \phi_{t}^{m} \rightharpoonup \phi_{t} \quad \text { weakly in } L^{2}\left(Q_{T}\right),  \tag{A.10}\\ \phi^{m} \rightharpoonup \phi & \text { weakly in } L^{2}\left(0, T ; H^{2}(0, \pi) \cap H_{0}^{1}(0, \pi)\right) .\end{cases}
$$

Finally, using the convergences in (A.4), (A.8) and (A.10), we can verify standardly that $(\theta, \phi)$ is a strong solution of the system (A.1). In addition, inequality (A.2) can be obtained combining the inequalities (A.6), (A.7) and (A.9). This proves the proposition.

Proof of Proposition 2.2. Let us take $y_{0} \in H^{-1}(0, \pi), v \in L^{2}(0, T)$ and $f \in L^{2}\left(Q_{T} ; \mathbb{R}^{2}\right)$ and consider the functional $\mathcal{G}: L^{2}\left(Q_{T} ; \mathbb{R}^{2}\right) \rightarrow \mathbb{R}$ given by

$$
\mathcal{G}(g)=\left\langle y_{0}, \varphi(\cdot, 0)\right\rangle-\int_{0}^{T} B^{*} D^{*} \varphi_{x}(0, t) v(t) d t+\iint_{Q_{T}} f \cdot \varphi d x d t
$$

where $\varphi \in C^{0}\left([0, T] ; H_{0}^{1}\left(0, \pi ; \mathbb{R}^{2}\right)\right) \cap L^{2}\left(0, T ; H^{2}\left(0, \pi ; \mathbb{R}^{2}\right) \cap H_{0}^{1}\left(0, \pi ; \mathbb{R}^{2}\right)\right)$ is the solution of (2.1) associated to $g$ and $\varphi_{0}=0$. From Proposition 2.1, we infer that $\mathcal{G}$ is bounded. In fact, from (2.2) we can deduce the existence of a positive constant $C$, only depending on $D$ and $A$, such that

$$
|\mathcal{G}(g)| \leq e^{C T}\left(\left\|y_{0}\right\|_{H^{-1}}+\|v\|_{L^{2}(0, T)}+\|f\|_{L^{2}\left(L^{2}\right)}\right)\|g\|_{L^{2}\left(L^{2}\right)}
$$

for all $g \in L^{2}\left(Q_{T} ; \mathbb{R}^{2}\right)$. Then, by the Riesz Representation Theorem, there exists a unique function $y \in L^{2}\left(Q_{T} ; \mathbb{R}^{2}\right)$ satisfying (2.3), i.e., a solution by transposition of (1.7) in the sense of Definition 2.1. Moreover,

$$
\|y\|_{L^{2}\left(L^{2}\right)}=\|\mathcal{G}\| \leq e^{C T}\left(\left\|y_{0}\right\|_{H^{-1}}+\|v\|_{L^{2}(0, T)}+\|f\|_{L^{2}\left(L^{2}\right)}\right)
$$

and $y$ satisfies the equality $y_{t}-D y_{x x}+A y=f$ in $\mathcal{D}^{\prime}\left(Q_{T} ; \mathbb{R}^{2}\right)$.
Let us now see that the solution $y$ of the system (1.7) is more regular. To be precise, let us see that $y_{x x} \in L^{2}\left(0, T ;\left(H^{2}\left(0, \pi ; \mathbb{R}^{2}\right) \cap H_{0}^{1}\left(0, \pi ; \mathbb{R}^{2}\right)\right)^{\prime}\right)$ and

$$
\begin{equation*}
\left\|y_{x x}\right\|_{L^{2}\left(\left(H^{2} \cap H_{0}^{1}\right)^{\prime}\right)} \leq e^{C T}\left(\left\|y_{0}\right\|_{H^{-1}}+\|v\|_{L^{2}(0, T)}+\|f\|_{L^{2}\left(L^{2}\right)}\right) \tag{A.11}
\end{equation*}
$$

for a new constant $C>0$ (only depending on $D$ and $A$ ). To this end, let us take two sequences $\left\{y_{0}^{n}\right\}_{n \geq 1} \subset H_{0}^{1}\left(0, \pi ; \mathbb{R}^{2}\right)$ and $\left\{v^{n}\right\}_{n \geq 1} \in H_{0}^{1}(0, T)$ such that

$$
y_{0}^{n} \rightarrow y_{0} \text { in } H^{-1}\left(0, \pi ; \mathbb{R}^{2}\right) \quad \text { and } \quad v^{n} \rightarrow v \text { in } L^{2}(0, T)
$$

With the previous regularity assumption it is possible to show that system (1.7) for $y_{0}^{n}, v^{n}$ and $f$ has a unique strong solution $y_{n} \in C^{0}\left([0, T] ; H_{0}^{1}\left(0, \pi ; \mathbb{R}^{2}\right)\right) \cap L^{2}\left(0, T ; H^{2}\left(0, \pi ; \mathbb{R}^{2}\right) \cap H_{0}^{1}\left(0, \pi ; \mathbb{R}^{2}\right)\right)$ which satisfies

$$
\iint_{Q_{T}} y_{n} \cdot g d x d t=\left\langle y_{0}^{n}, \varphi(\cdot, 0)\right\rangle-\int_{0}^{T} B^{*} D^{*} \varphi_{x}(0, t) v^{n}(t) d t+\iint_{Q_{T}} f \cdot \varphi d x d t, \quad \forall n \geq 1
$$

for any $g \in L^{2}\left(Q_{T} ; \mathbb{R}^{2}\right)$, where $\varphi$ is the solution of the system (2.1) associated to $g$ and $\varphi_{0}=0$. Indeed, if we take the new function $\widetilde{y}_{n}(\cdot, t)=y_{n}(\cdot, T-t)-\left(v^{n}(T-t), 0\right)$, one has that $\widetilde{y}_{n}$ satisfies a system like (2.1) with regular data. Proposition 2.1 provides the regularity and the previous formula. In fact, the previous equality and (2.3) also provide

$$
\left\{\begin{array}{l}
\left\|y_{n}\right\|_{L^{2}\left(L^{2}\right)} \leq e^{C T}\left(\left\|y_{0}\right\|_{H^{-1}}+\|v\|_{L^{2}(0, T)}+\|f\|_{L^{2}\left(L^{2}\right)}\right),  \tag{A.12}\\
y_{n} \rightarrow y \text { in } L^{2}\left(Q_{T} ; \mathbb{R}^{2}\right) \text { and } y_{n, x x} \rightarrow y_{x x} \text { in } \mathcal{D}^{\prime}\left(Q_{T} ; \mathbb{R}^{2}\right),
\end{array}\right.
$$

for a new constant $C=C(D, A)>0$.

On the other hand, one has

$$
\iint_{Q_{T}} y_{n, x x} \cdot \psi d x d t=\iint_{Q_{T}} y_{n} \cdot \psi_{x x} d x d t-\int_{0}^{T} B^{*} \psi_{x}(0, t) v^{n}(t) d t
$$

for every $\psi \in L^{2}\left(0, T ; H^{2}\left(0, \pi ; \mathbb{R}^{2}\right) \cap H_{0}^{1}\left(0, \pi ; \mathbb{R}^{2}\right)\right)$. From this equality we deduce that the sequence $\left\{y_{n, x x}\right\}_{n \geq 1}$ is bounded in $L^{2}\left(0, T ;\left(H^{2}\left(0, \pi ; \mathbb{R}^{2}\right) \cap H_{0}^{1}\left(0, \pi ; \mathbb{R}^{2}\right)\right)^{\prime}\right)$. This property together with (A.12) gives $y_{x x} \in L^{2}\left(0, T ;\left(H^{2}\left(0, \pi ; \mathbb{R}^{2}\right) \cap H_{0}^{1}\left(0, \pi ; \mathbb{R}^{2}\right)\right)^{\prime}\right)$ and (A.11).

Combining the identity $y_{t}=D y_{x x}-A y+f$ and the regularity property for $y_{x x}$, we also see that $y_{t} \in L^{2}\left(0, T ;\left(H^{2}\left(0, \pi ; \mathbb{R}^{2}\right) \cap H_{0}^{1}\left(0, \pi ; \mathbb{R}^{2}\right)\right)^{\prime}\right)$ and

$$
\left\|y_{t}\right\|_{L^{2}\left(\left(H^{2} \cap H_{0}^{1}\right)^{\prime}\right)} \leq e^{C T}\left(\left\|y_{0}\right\|_{H^{-1}}+\|v\|_{L^{2}(0, T)}+\|f\|_{L^{2}\left(L^{2}\right)}\right)
$$

for a constant $C=C(D, A)>0$. Therefore, $y \in C^{0}([0, T] ; X)$, where $X$ is the interpolation space

$$
X=\left[L^{2}\left(0, \pi ; \mathbb{R}^{2}\right),\left(H^{2}\left(0, \pi ; \mathbb{R}^{2}\right) \cap H_{0}^{1}\left(0, \pi ; \mathbb{R}^{2}\right)\right)^{\prime}\right]_{1 / 2} \equiv H^{-1}\left(0, \pi ; \mathbb{R}^{2}\right)
$$

In conclusion, we have proved (2.4). Finally, it is not difficult to check that $y(\cdot, 0)=y_{0}$ in $H^{-1}\left(0, \pi ; \mathbb{R}^{2}\right)$. This ends the proof.

## Appendix B

In this appendix we will provide a positive answer on the null controllability of the phase-field system (1.1) in the case $c=0$. The computations and ideas used for obtaining this controllability result follow the ideas developed for the cases $c=1$ and $c=-1$.

Let us recall that $\tilde{\theta}=\tilde{\theta}(x, t)$ denotes the temperature of the material and the phase-field function $\tilde{\phi}=\tilde{\phi}(x, t)$ describes the phase transition of the material (solid or liquid) in such a way that $\tilde{\phi}=1$ means that the material is in solid state, $\tilde{\phi}=-1$ in liquid state and $\tilde{\phi}=0$ is an intermediate (mushy) phase.

In Theorem 1.3, we proposed a local exact controllability result for the phase-field system (1.1) to the trajectories $(0,-1)$ or $(0,1)$. Our objective here is to prove a local null controllability result for the same system.

Let us consider the phase-field system (1.1) with $c=0$, that is to say, the system

$$
\begin{cases}\tilde{\theta}_{t}-\xi \tilde{\theta}_{x x}+\frac{1}{2} \rho \xi \tilde{\phi}_{x x}+\frac{\rho}{\tau} \tilde{\theta}=f_{1}(\tilde{\phi}) & \text { in } Q_{T},  \tag{B.1}\\ \tilde{\phi}_{t}-\xi \tilde{\phi}_{x x}-\frac{2}{\tau} \tilde{\theta}=f_{2}(\tilde{\phi}) & \text { in } Q_{T}, \\ \tilde{\theta}(0, \cdot)=v, \tilde{\phi}(0, \cdot)=0, \tilde{\theta}(\pi, \cdot)=0, \tilde{\phi}(\pi, \cdot)=0 & \text { on }(0, T), \\ \tilde{\theta}(\cdot, 0)=\tilde{\theta}_{0}, \tilde{\phi}(\cdot, 0)=\tilde{\phi}_{0} & \text { in }(0, \pi) .\end{cases}
$$

where $\xi, \rho$ and $\tau$ are positive parameters and the nonlinear terms $f_{1}(\tilde{\phi})$ and $f_{2}(\tilde{\phi})$ are given by

$$
f_{1}(\tilde{\phi})=-\frac{\rho}{4 \tau}\left(\tilde{\phi}-\tilde{\phi}^{3}\right) \quad \text { and } \quad f_{2}(\tilde{\phi})=\frac{1}{2 \tau}\left(\tilde{\phi}-\tilde{\phi}^{3}\right)
$$

For this system, a linearization around the equilibrium $(0,0)$ provides the following linear problem in vectorial form:

$$
\begin{cases}y_{t}-D y_{x x}+\hat{A} y=0 & \text { in } Q_{T}  \tag{B.2}\\ y(0, \cdot)=B v, \quad y(\pi, \cdot)=0 & \text { on }(0, T) \\ y(\cdot, 0)=y_{0}, & \text { in }(0, \pi)\end{cases}
$$

with $y_{0}=\left(\theta_{0}, \phi_{0}\right), y=(\theta, \phi)$ and

$$
D=\left(\begin{array}{cc}
\xi & -\frac{1}{2} \rho \xi  \tag{B.3}\\
0 & \xi
\end{array}\right), \quad \hat{A}=\left(\begin{array}{cc}
\frac{\rho}{\tau} & \frac{\rho}{4 \tau} \\
-\frac{2}{\tau} & -\frac{1}{2 \tau}
\end{array}\right), \quad B=\binom{1}{0}
$$

Following the same ideas used in the Appendix A, we can prove that, for every $y_{0} \in H^{-1}\left(0, \pi ; \mathbb{R}^{2}\right)$ and $v \in L^{2}(0, T)$, system (B.2) has a unique solution by transposition (see Definition 2.1) $y \in L^{2}\left(Q_{T} ; \mathbb{R}^{2}\right) \cap C^{0}\left([0, T] ; H^{-1}\left(0, \pi ; \mathbb{R}^{2}\right)\right)$ which depends continuously on the data:

$$
\|y\|_{L^{2}\left(L^{2}\right)}+\|y\|_{C^{0}\left(H^{-1}\right)} \leq C e^{C T}\left(\left\|y_{0}\right\|_{H^{-1}}+\|v\|_{L^{2}(0, T)}\right),
$$

for a constant $C>0$ only depending on the parameters $\xi, \rho$ and $\tau$ in system (B.1).
In order to state the null controllability result for systems (B.1) and (B.2), let us consider the vectorial operators

$$
\begin{equation*}
\hat{L}=-D \partial_{x x}+\hat{A} \quad \text { and } \quad \hat{L}^{*}=-D^{*} \partial_{x x}+\hat{A}^{*} \tag{B.4}
\end{equation*}
$$

with domains $D(\hat{L})=D\left(\hat{L}^{*}\right)=H^{2}\left(0, \pi ; \mathbb{R}^{2}\right) \cap H_{0}^{1}\left(0, \pi ; \mathbb{R}^{2}\right)$.
The first result in this appendix establishes the approximate controllability of system (B.2) at time $T>0$. One has:

Theorem B.1. Let us consider $\xi, \rho$ and $\tau$ three positive real numbers and let us fix $T>0$. Then, system (B.2) is approximately controllable in $H^{-1}\left(0, \pi ; \mathbb{R}^{2}\right)$ at time $T$ if and only if the eigenvalues of the operators $\hat{L}$ and $\hat{L}^{*}$ are simple. Moreover, this equivalence amounts to the condition

$$
\begin{equation*}
4 \xi^{2} \tau^{2}\left(\ell^{2}-k^{2}\right)^{2}-8 \xi \rho \tau\left(\ell^{2}+k^{2}\right)-4 \rho-1 \neq 0, \quad \forall k, \ell \geq 1, \quad \ell>k \tag{B.5}
\end{equation*}
$$

The second result in this appendix establishes the null controllability result at time $T>0$ of system (B.2) and reads as follows:

Theorem B.2. Let us us fix $T>0$ and consider $\xi, \rho$ and $\tau$ positive real numbers satisfying (B.5) and

$$
\begin{equation*}
\xi \neq \frac{1}{j^{2}} \frac{\rho}{\tau}, \quad \forall j \geq 1 \tag{B.6}
\end{equation*}
$$

Then, system (B.2) is exactly controllable to zero in $H^{-1}\left(0, \pi ; \mathbb{R}^{2}\right)$ at time $T>0$. Moreover, there exist two positive constants $C_{0}$ and $M$, only depending on $\xi, \rho$ and $\tau$, such that for any $T>0$, there is a bounded linear operator $\mathfrak{C}_{T}^{(0)}: H^{-1}\left(0, \pi ; \mathbb{R}^{2}\right) \rightarrow L^{2}(0, T)$ satisfying

$$
\left\|\mathcal{C}_{T}^{(0)}\right\|_{\mathcal{L}\left(H^{-1}\left(0, \pi ; \mathbb{R}^{2}\right), L^{2}(0, T)\right)} \leq C_{0} e^{M / T}
$$

and such that the solution

$$
y=(\theta, \phi) \in L^{2}\left(Q_{T} ; \mathbb{R}^{2}\right) \cap C^{0}\left([0, T] ; H^{-1}\left(0, \pi ; \mathbb{R}^{2}\right)\right)
$$

of system (B.2) associated to $y_{0}=\left(\theta_{0}, \phi_{0}\right) \in H^{-1}\left(0, \pi ; \mathbb{R}^{2}\right)$ and $v=\mathcal{C}_{T}^{(0)}\left(y_{0}\right)$ satisfies $y(\cdot, T)=0$.
Remark B.1. Observe that assumptions (B.5) and (B.6) play the role in Theorems B. 1 and B. 2 of conditions (1.9) and (1.11) in Theorems 1.1 and 1.2.

The local null controllability result for the nonlinear system (B.1) is given in the next result:
Theorem B.3. Let us consider $\xi, \tau$ and $\rho$ three positive numbers satisfying (B.5) and (B.6), and let us fix $T>0$. Then, there exist $\varepsilon>0$ such that, for any $\left(\tilde{\theta}_{0}, \tilde{\phi}_{0}\right) \in H^{-1}(0, \pi) \times H_{0}^{1}(0, \pi)$ fulfilling

$$
\left\|\tilde{\theta}_{0}\right\|_{H^{-1}}+\left\|\tilde{\phi}_{0}\right\|_{H_{0}^{1}} \leq \varepsilon
$$

there exists $v \in L^{2}(0, T)$ for which system (B.1) has a unique solution

$$
(\tilde{\theta}, \tilde{\phi}) \in\left[L^{2}\left(Q_{T}\right) \cap C^{0}\left([0, T] ; H^{-1}\left(0, \pi ; \mathbb{R}^{2}\right)\right)\right] \times C^{0}\left(\bar{Q}_{T}\right)
$$

which satisfies

$$
\tilde{\theta}(\cdot, T)=0 \quad \text { and } \quad \tilde{\phi}(\cdot, T)=0 \quad \text { in }(0, \pi) .
$$

The proofs of Theorems B.1, B. 2 and B. 3 follow the same reasoning and ideas of the proofs of Theorems 1.1, 1.2 and 1.3. They are based on an exhaustive study of the eigenvalues and eigenfunctions of the operators $\hat{L}$ and $\hat{L}^{*}$. In this sense, the properties of these eigenvalues and eigenfunctions are very close to the properties of the spectra of the operators $L$ and $L^{*}$ (see (1.10). Indeed, we have the following result.

Proposition B.1. Let us consider the operators $\hat{L}$ and $\hat{L}^{*}$ given in (B.4) (the matrices $D$ and $\hat{A}$ are given in (B.3)). Then,

1. The spectra of $\hat{L}$ and $\hat{L}^{*}$ are given by $\sigma(\hat{L})=\sigma\left(\hat{L}^{*}\right)=\left\{\hat{\lambda}_{k}^{(1)}, \hat{\lambda}_{k}^{(2)}\right\}_{k \geq 1}$ with

$$
\begin{equation*}
\hat{\lambda}_{k}^{(1)}=\xi k^{2}+\frac{2 \rho+1}{4 \tau}-\hat{r}_{k}, \quad \hat{\lambda}_{k}^{(2)}=\xi k^{2}+\frac{2 \rho+1}{4 \tau}+\hat{r}_{k}, \quad \forall k \geq 1 \tag{B.7}
\end{equation*}
$$

where

$$
\hat{r}_{k}:=\sqrt{\frac{\xi \rho}{\tau} k^{2}+\left(\frac{2 \rho+1}{4 \tau}\right)^{2}}
$$

2. For each $k \geq 1$, the eigenspaces of $\hat{L}$ (resp., $\hat{L}^{*}$ ) corresponding to $\hat{\lambda}_{k}^{(1)}$ and $\hat{\lambda}_{k}^{(2)}$ are respectively generated by

$$
\hat{\Psi}_{k}^{(1)}=\frac{1}{8 \sqrt{\tau \hat{r}_{k}}}\binom{1-2 \rho+4 \tau \hat{r}_{k}}{8} \eta_{k}, \quad \hat{\Psi}_{k}^{(2)}=\frac{1}{8 \sqrt{\tau \hat{r}_{k}}}\binom{1-2 \rho-4 \tau \hat{r}_{k}}{8} \eta_{k}
$$

(resp.,

$$
\left.\hat{\Phi}_{k}^{(1)}=\frac{1}{8 \sqrt{\tau \hat{r}_{k}}}\binom{8}{2 \rho-1+4 \tau \hat{r}_{k}} \eta_{k}, \quad \hat{\Phi}_{k}^{(2)}=\frac{-1}{4 \sqrt{\tau \hat{r}_{k}}}\binom{8}{2 \rho-1-4 \tau \hat{r}_{k}} \eta_{k}\right)
$$

(The function $\eta_{k}$ is given in (3.2)).
3. The sequences $\hat{\mathcal{F}}=\left\{\hat{\Psi}_{k}^{(1)}, \hat{\Psi}_{k}^{(2)}\right\}_{k \geq 1}$ and $\hat{\mathcal{F}^{*}}=\left\{\hat{\Phi}_{k}^{(1)}, \hat{\Phi}_{k}^{(2)}\right\}_{k \geq 1}$ are such that
i) $\hat{\mathcal{F}}$ and $\hat{\mathcal{F}}^{*}$ are biorthogonal sequences.
ii) $\operatorname{span}(\hat{\mathcal{F}})$ and $\operatorname{span}\left(\hat{\mathcal{F}}^{*}\right)$ are dense in $H^{-1}\left(0, \pi ; \mathbb{R}^{2}\right), L^{2}\left(0, \pi ; \mathbb{R}^{2}\right)$ and $H_{0}^{1}\left(0, \pi ; \mathbb{R}^{2}\right)$.
iii) $\hat{\mathcal{F}}$ and $\hat{\mathcal{F}}^{*}$ are unconditional bases for $H^{-1}\left(0, \pi ; \mathbb{R}^{2}\right), L^{2}\left(0, \pi ; \mathbb{R}^{2}\right)$ and $H_{0}^{1}\left(0, \pi ; \mathbb{R}^{2}\right)$.

The proof of Proposition B. 1 follows the same ideas of the proofs of Propositions 3.1 and 3.4. The details are left to the reader.

Observe that the expressions of the eigenvalues of $\hat{L}$ and $\hat{L}^{*}$ (see (B.7)) are close to those of operators $L$ and $L^{*}$ (see (3.3)). In fact, replacing $(\rho, \tau)$ by $(2 \rho, 2 \tau)$ in (3.3), we obtain (B.7). So, we can repeat the computations of the proof of Proposition 3.2 in order to proof the following results concerning the spectral analysis for $\sigma(\hat{L})=\sigma\left(\hat{L}^{*}\right)=\left\{\hat{\lambda}_{k}^{(1)}, \hat{\lambda}_{k}^{(2)}\right\}_{k \geq 1}$ :
Proposition B.2. Under the assumptions of Proposition B.1, the following properties hold:
(P1) $\left\{\hat{\lambda}_{k}^{(1)}\right\}_{k \geq 1}$ and $\left\{\hat{\lambda}_{k}^{(2)}\right\}_{k \geq 1}$ (see (B.7)) are increasing sequences satisfying

$$
0<\hat{\lambda}_{k}^{(1)}<\hat{\lambda}_{k}^{(2)}, \quad \forall k \geq 1
$$

(P2) The spectrum of $\hat{L}$ and $\hat{L}^{*}$ is simple, i.e., $\hat{\lambda}_{k}^{(2)} \neq \hat{\lambda}_{\ell}^{(1)}$, for all $k, \ell \geq 1$ if and only if the parameters $\xi, \rho$ and $\tau$ satisfy condition (B.5).
(P3) Assume that the parameters $\xi$, $\rho$ and $\tau$ satisfy (B.6), i.e., there exists $j \geq 0$ such that

$$
\frac{1}{(j+1)^{2}} \frac{\rho}{\tau}<\xi<\frac{1}{j^{2}} \frac{\rho}{\tau} .
$$

Then, there exists an integer $k_{0}=k_{0}(\xi, \rho, \tau, j) \geq 1$ and a constant $C=C(\xi, \rho, \tau, j)>0$ such that

$$
\hat{\lambda}_{k+j}^{(1)}<\hat{\lambda}_{k}^{(2)}<\hat{\lambda}_{k+1+j}^{(1)}<\hat{\lambda}_{k+1}^{(2)}<\cdots, \forall k \geq k_{0}, \text { and } \min _{k \geq k_{0}}\left\{\hat{\lambda}_{k}^{(2)}-\hat{\lambda}_{k+j}^{(1)}, \hat{\lambda}_{k+j+1}^{(1)}-\hat{\lambda}_{k}^{(2)}\right\}>C
$$

(P4) Assume now that the parameters $\xi, \rho$ and $\tau$ satisfy (B.5) and (B.6). Then, one has:

$$
\inf _{k, \ell \geq 1}\left|\hat{\lambda}_{k}^{(2)}-\hat{\lambda}_{\ell}^{(1)}\right|>0
$$

and there exists a positive integer $k_{1} \in \mathbb{N}$, depending on $\xi$, $\rho$ and $\tau$, such that

$$
\min \left\{\left|\hat{\lambda}_{k}^{(1)}-\hat{\lambda}_{\ell}^{(1)}\right|,\left|\hat{\lambda}_{k}^{(2)}-\hat{\lambda}_{\ell}^{(2)}\right|,\left|\hat{\lambda}_{k}^{(2)}-\hat{\lambda}_{\ell}^{(1)}\right|\right\} \geq \frac{\xi}{2}\left|k^{2}-\ell^{2}\right|, \quad \forall k, \ell \geq 1, \quad|k-\ell| \geq k_{1}
$$

We also have:
Proposition B.3. Let us assume that the parameters $\xi, \rho, \tau$ satisfy (B.5). Then, the sequence $\left\{\hat{\lambda}_{k}^{(1)}, \hat{\lambda}_{k}^{(2)}\right\}_{k \geq 1}$, given by (B.7), can be rearranged into an increasing sequence $\hat{\Lambda}=\left\{\hat{\Lambda}_{k}\right\}_{k \geq 1}$ that satisfies (2.9) and $\hat{\Lambda}_{k} \neq \Lambda_{n}$, for all $k, n \in \mathbb{N}$ with $k \neq n$. In addition, if (B.6) holds, the sequence $\left\{\hat{\Lambda}_{k}\right\}_{k \geq 1}$ also satisfies (2.10) and (2.11).

As said before, the proofs of Theorems B. 1 and B. 2 follow the same ideas of the proofs of Theorems 1.1 and 1.2. To be precise, Theorem B. 1 can be deduce from item $(P 2)$ in Proposition B.2. On the other hand, Theorem B. 2 can be proved combining Proposition B.2, Proposition B. 3 and Lemma 2.2, and following the same reasoning of Theorem 1.2.

Finally, the same proof presented in Section 5.2 can be easily adapted to Theorem B.3, with the observation that the operator $\mathcal{N}$ in (5.15), that represents the nonlinearity of the system (1.1) with $c= \pm 1$, can be defined as follows:

$$
\mathcal{N}(f)=\binom{\frac{\rho}{4 \tau} \tilde{\phi}^{3}}{-\frac{1}{2 \tau} \tilde{\phi}^{3}}
$$

The proof of Theorem B. 3 can be deduced applying the Banach Fixed-Point Theorem. The details are left to the reader.
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