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Abstract 

Several studies have confirmed the relevant impact of the resolution and frequency distribution 

of solar radiation data on the results of detailed production models. Many of the available direct 

normal irradiance (DNI) databases generated from the satellite images have an hourly 

resolution. In the present work, we have proposed improvements to an existing model for the 

generation of 10-min synthetic DNI data from the hourly average DNI values. In the original 

model, the irradiance is divided into a deterministic and stochastic component, i.e., the 

contribution from the hourly mean and stochastic fluctuation obtained from the mean 

depending on the sky condition, respectively. We have implemented several improvements, and 

the most relevant is the consistency of the synthetic data with the state of the sky. The 

adaptation and application of the model to the location of Seville shows significant 

improvements over its predecessor as it achieved 7% rRMSD in hourly values and 1% rRMSD in 

daily values and presented a realistic frequency distribution in the 10-min resolution. In 

comparison to the original model, the application of the improved model showed significant 

performance improvements without any further adaptations to other locations with different 

climatological characteristics than Seville. 
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1 Introduction 

The direct normal irradiance (DNI) time series are the basic inputs for the simulation of solar 

thermal electricity (STE) plants. The simulation models have different requirements in terms of 

time resolution of the DNI time series depending on their use or application. Studies by Meyer 

et al. (2009) and Gall et al. (2010) have emphasized the need to use time series with a time step 

shorter than 1 hour for detailed performance simulations. Many performance models used in 

the commercial projects for assessing contractual performance require a one-year time series 

with a resolution time of 5–15 min, as a reasonable compromise between the computational 

cost and accuracy. 
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On the other hand, STE plant operators frequently use irradiance predictions based on the 

satellite estimates or meteorological and solar radiation models to operate in electricity markets 

or define subsequent operational strategies. Most of the DNI prediction models are based on 

the short-term weather forecasts, which hardly exceed an hourly time step (Vincent, 2013) even 

though most of the simulation tools require higher frequency. 

The need for high-frequency DNI data is reflected in the latest publications of models for 

generating synthetic solar irradiance data focused on high temporal resolutions (Bright et al., 

2015; Fernández-Peruchena et al., 2014, 2015; Grantham et al., 2013). Many of these models 

are based primarily on autoregressive moving average (ARMA) or Markov transition matrix 

(MTM) techniques, which provide time series with increased temporal resolutions. This leads to 

the introduction of improvements that helps in modeling the dynamic behavior of the solar 

radiation (Ngoko et al., 2014; Morf, 2013; Glasbey and Allcroft, 2008). Ngoko et al. (2014) 

proposed a second-order MTM model that included statistical characteristics associated with 

the atmospheric condition (clear, cloudy, overcast) leading to the improvement in the first-order 

MTM model employed by Richardson and Thomas (2011) for generating 1-min values. The use 

of wavelets and artificial neural network (ANN) techniques for the generation of solar radiation 

values is mainly focused on the forecast applications. However, in most of the cases, these 

models deal with daily or hourly global horizontal irradiation (GHI) data (Mellit et al., 2005; 

Linares-Rodriguez et al., 2011). 

The solar thermal energy concentrating technologies exploit only the direct component. This 

component has unique statistical properties (Skartveit and Olseth, 1992), showing steeper 

gradients than the global radiation during the cloud transients. There exists a correlation 

between the DNI and GHI that helps in obtaining one from the other with acceptable results; 

this is supported by the model study conducted by Skartveit and Olseth (1992) on the synthetic 

generation of irradiance values at different time intervals. Several authors have generated DNI 

values synthetically at a high frequency from the global irradiance values, but only a few authors 

have focused their models on the generation of high resolution DNI series from low-resolution 

DNI values. 

Morf (2013) generated sequences of instantaneous global solar irradiance values on a horizontal 

plane that can be split into beam and diffuse components. The model was divided into a 

stochastic and deterministic component related to the Angström-Prescott regression. The cloud 

cover was used as a stochastic driver for the generation of an on/off sequence of beam 

irradiance (Morf, 2011); the probability of beam irradiance is represented as the complement 

to one of the cloud covers. Bright (2015) generated minute irradiance time series on an arbitrary 

plane from the previous estimation of both direct and diffuse components. This methodology 

used weather observation data to generate cloud transients sequences using the Markov chains. 

Fernández-Peruchena proposed the generation of 1-minute resolution DNI series from the daily 

(Fernandez-Peruchena, 2014) and hourly (Fernández-Peruchena, 2015) means of DNI values. 

The method was based on the previous generation of a database of dimensionless high 

frequency daily curves or series of DNI values obtained from the observed data. The days were 

selected based on the closest Euclidean distance between the daily and hourly means of the 

generated and measured series. The results obtained with this model were satisfactory in the 

terms of variability and frequency distributions; however, the authors provided no results in 



relation to the deviation observed between the synthetic and measured hourly and daily means, 

which is one of the major targets of the present work. 

Polo et al. (2011) proposed a model that was relatively indistinct to GHI and DNI. The model 

generated 10-min data from the hourly values while maintaining the statistical characteristics 

of an observed data set. Conceptually, the DNI was divided into a deterministic and stochastic 

component: the contribution from the hourly mean and stochastic deviation from the mean, 

respectively. The main problems detected with this model were the difference between the 

daily and hourly cumulative values of the measured and synthetic datasets that reached 2–4% 

in daily totals and 15% for hourly values, and the mismatches in their frequency distribution in 

the 10-min resolution.  

In the present work, we propose some improvements to the above-mentioned model, based on 

the knowledge of the unique features of the DNI behavior. The implementation of the 

improvements have been governed by two conditions: 1) the hourly values of the original series 

should be conserved reasonably in the synthetic one, and 2) the dynamics of the fluctuations of 

the DNI must be consistent with the state of the sky. Therefore, we propose several 

improvements oriented toward the adjustment of the model under different sky conditions, a 

parameter for the distinction of hazy days based on the hourly DNI values only, and an 

improvement to restrict the values of the stochastic component of the model whenever 

required. 

As a result, we present an improved model for the synthetic generation of 10-min DNI values 

from the hourly DNI data. The model, which solves the weaknesses of its predecessor, has been 

validated in five locations with different climatic conditions, showing a satisfactory performance 

regardless of the location in which it was used. This result was obtained despite the fact that the 

model has only been trained with data from one of these locations. 

2 Meteorological database 

The data set used for training of the model consists of the 10-min and 1-h averages of DNI 

measurements registered every 5 seconds during 13 years (2000–2012) at the meteorological 

station of the Group of Thermodynamics and Renewable Energy of the University of Seville. The 

model improvements have been checked with the corresponding values for the year 2013 and 

later validated in five different locations in Spain covering latitudes from 37° N to 43° N. The 

selected sites are presented in Table 1. 

All the data used in this work have been subjected to quality-control procedures following the 

BSRN recommendations (Moreno-Tejera et al., 2015). 

3 Methodology 

The study followed the methodology proposed by Polo et al. (2011) for the generation of 10-

min synthetic irradiance values from a given hourly time set. The DNI was divided into a 

deterministic and stochastic component. 

The dynamics of the DNI vary considerably depending on the atmospheric conditions (clouds, 

aerosols, etc.). Therefore, in the first step, it is necessary to perform a clustering of the 10-min 



data available as a function of the atmospheric conditions. The clustering is performed by 

calculating the normalized clearness index, k’t (Perez et al., 1990), and grouping the datasets into 

four k’t classes or intervals. 

The second step is the calculation of the standard deviation of the 10-min DNI values with 

respect to the hourly mean. The results are normalized to the maximum value of the complete 

dataset. This helps to generate the probability density function of the hourly time sets of 

normalized standard deviations values for each sky condition and fit it to a beta distribution 

curve. 

The procedure for the generation of synthetic DNI values divides the solar radiation into a 

deterministic and stochastic component. The first is generated by the cubic interpolation of the 

hourly means calculated every 4 hours in the 10-min time scale. The stochastic component is 

dynamically reproduced by using random numbers from the beta distribution curve whose 

characteristic parameters have been fitted for each sky condition, introducing a random sign for 

the fluctuation. The procedure is roughly described below: 

i. Calculation of the cubic interpolation of the hourly values in a 10-minutes scale to 

generate the shape where the fluctuations will be added (𝐼10𝑚_𝑖3
𝑖 ). 

ii. Generation of random numbers from an uniform distribution curve [0,1] and 

determination of the inverse beta value corresponding to that probability and sky 

condition. This value is multiplied by the maximum standard deviation to generate the 

amplitude of the fluctuation (A).  

iii. Generation of random numbers from a normal distribution curve with zero mean and 

unit standard deviation to add or subtract the amplitude to or from the mean value (r). 

Finally, to estimate the 10 minute-value for the instant, i, the next operation is performed by 

the following equation: 

𝐼10𝑚
𝑖 = 𝐼10𝑚_𝑖3

𝑖 + 𝑠𝑖𝑔𝑛(𝑟) ∙ 𝐴    (1) 

Where, the subscript 10m represents the time scale and i3 represents the cubic interpolated 

value, i represents the time instant, r is the random number from the beta distribution, and A is 

the amplitude of the fluctuation. 

4 Improvements 

In this work, we propose the following improvements to the original model by Polo et al. (2011): 

- Classification of sky condition based on the use of kb instead of k’t. 

- Normalization of the deviations for each proposed kb range to the maximum value in 

the interval, instead of using the maximum value of the complete data set. 

- Establishment of a minimum threshold of hourly DNI for the consideration of 

fluctuations. 

- Use of a perturbation coefficient to model hazy days. 

- Iterative procedure to match the daily irradiation of the measured and synthetic data. 



4.1 Sky condition classification 

Polo et al. (2011) used k’t for the classification of the sky condition. The clouds transient do not 

have the same impact on the components of the solar radiation. Disturbances in DNI were found 

to be steeper than those of GHI for certain types of sky conditions. k’t is based on GHI and does 

not properly define the sky conditions for this application. Instead, we propose the use of kb 

(Skartveit and Olseth, 1992) divided in intervals of 0.1 as described in Table 2 instead of the 

original division into four intervals. 

𝑘𝑏 = 𝐼𝑏𝑛/𝐼𝑏𝑛𝑐𝑠
              (2) 

Where, Ibn is the observed direct normal irradiance and 𝐼𝑏𝑛𝑐𝑠
is the clear-sky DNI. 

The clear-sky DNI is calculated based on the model AB proposed by Silva-Perez (2002): 

𝐼𝑏𝑛𝑐𝑠
= 𝐼𝑐𝑠 ∙ 𝐸0 ∙

𝐴

1+𝐵∙𝑚𝑅
                 (3) 

Where, 𝑚𝑅 is the relative air mass determined according to the expression of Kasten and Young 

(1989), Ics is the solar constant, and E0 is the correction due to Earth-Sun distance. A and B are 

empirical parameters intended to model the state of transparency or turbidity of the 

atmosphere.  

4.2 Standard deviation normalization 

In the analysis of the variability of the irradiance data of the original model, the standard 

deviations of the 10-min sets are normalized by dividing it by the maximum deviation of the 

complete dataset. This procedure assumes that the amplitude of fluctuations remains similar 

under all sky conditions. However, this assumption may not hold true in case of DNI. Therefore, 

we suggest the normalization of the deviations for each proposed kb range to the maximum 

value in the interval. 

The largest fluctuations occur during the passage of clusters of low clouds with high density like 

cumulus or stratocumulus. The maximum deviations are found in the central intervals of the 

clearness index as shown in Table 3. 

The highest differences are found for low values of the clearness index because of the lower DNI 

fluctuations that occur due to the presence of denser and compact clouds during the mostly-

covered sky conditions. 

4.3 Minimum value for fluctuations 

In case of absence of clouds or overcast sky with DNI hourly values lower than 90 W/m2, no 

fluctuations are observed in the DNI values. Although, the latter case is not relevant for the 

performance of a STE plant, this case is still considered important for the development of an 

accurate model. The calculation of the synthetic DNI is implemented by neglecting the 

fluctuations for hourly values below 90 W/m2. Hence, the synthetic DNI is equal to the cubic 

interpolation of the hourly values (deterministic component). 

𝐼10𝑚
𝑖 = 𝐼10𝑚_𝑖3

𝑖             (4) 



Where, 𝐼10𝑚
𝑖  is the generated synthetic irradiance and 𝐼10𝑚_𝑖3

𝑖  is the cubic interpolation of the 

hourly values. 

Figures 1, 2, and 3 compare the results of the improvements in the daily DNI.  

The fluctuations of the improved model are more consistent with the performance of the 10-min 

DNI measured data than the original model. 

4.4 Perturbation coefficient 

DNI modeling in hazy days is a task of high relevance (Gueymard, 2005) and has been only 

partially solved. While hourly and daily kb values suggest partly cloudy days (kb≈0.55), the DNI 

may show negligible fluctuations from the cubic interpolation. At this point, we have defined a 

new coefficient “P2” for determining the fluctuations that occur due to DNI. 

The coefficient is based on the concept of tortuosity, commonly used in the diffusion of porous 

media (Epstein, 1989) that can be defined in a simplified manner as the relationship between 

the length of a curve, L, and a straight segment (chord) that joins its ends, X. 

τ = 𝐿
𝑋⁄  (5) 

Figure 4 represents the diffusion in a porous medium where the tortuosity is larger in case B 

than in case A because the chord is smaller even for the same length. 

Many mathematical equations have been proposed over the years for the accurate estimation 

of the value of tortuosity for a certain curve f(t). Patasius et al. (2005) proposed estimation as 

the integral of the squared derivative of the curve divided by the curve length, L. 

τ =
∫ (𝑓′(𝑡))

2
𝑑𝑡

𝑡2

𝑡1

𝐿
   (6) 

With regard to solar radiation, Muselli et al. (2000) proposed a coefficient to estimate the 

perturbation state of the hourly clearness index curve during the day from the integral of the 

second derivative. 

S2 = ∑ {𝑘𝑡ℎ+2
− (2 ∙ 𝑘𝑡ℎ+1) + 𝑘𝑡ℎ}

2
ℎ  (7) 

In this study, we propose a coefficient to estimate the perturbation state of the hourly DNI to 

estimate days without fluctuations in the 10-min scale similar to the S2 coefficient by using the 

direct normal irradiance profile instead of the clearness index profile. 

P2 = ∑ {𝐼𝑏𝑛ℎ+2 − (2 ∙ 𝐼𝑏𝑛ℎ+1) + 𝐼𝑏𝑛ℎ}2
ℎ    (8) 

In an experimental approach, we have observed that fluctuations with high amplitude and 

frequency occurred under variable sky conditions. For daily kb index lower than 0.3, regular 

fluctuations were observed on the DNI. Thus, we have calculated the perturbation coefficient 

for daily values of kb> 0.3 only. Observing the daily graphs of the DNI, we have identified a value 

of P2=215·103W2/m4 that defines a boundary between days, with and without the fluctuations, 

with an 82% of success. 



Figure 5 illustrates the effect of this improvement by comparing the results of the original model, 

modified by using kb instead of k’t, for the data classification (original model + improvement 1, 

left) with the improved model (right) for a hazy day. 

4.5 Similarity in the daily sums 

The application of the original model in the generation of synthetic series often results in 

significant differences between the cumulative daily values of the original hourly and synthetic 

series. This problem can be solved by means of an iterative procedure where the daily synthetic 

series are recalculated until both cumulative daily values differ in less than 2%. A daily 

uncertainly of a 2% is accepted since that represents the uncertainty of most of the first class 

pyrheliometers. 

Figure 6 shows the block diagram of the implemented model. 

5 Results 

The common practices were followed for benchmarking of the modeled irradiance datasets 

(Beyer et.al, 2008). We used the root mean squared difference (RMSD) as the main statistical 

method for comparison of these observations and generate data synthetically. In the analysis, 

only daylight hours were considered. 

RMSD = √
1

𝑁
∑ (𝐼𝑚𝑒𝑎𝑠

𝑖 − 𝐼𝑠𝑦𝑛𝑡ℎ
𝑖 )

2𝑁
𝑖=1 (9) 

Where, N is the number of data pairs, Isynth is the synthetic DNI and Imeas is the measured DNI 

(year 2013 for the location of Seville). 

The corresponding relative differences are calculated as follows: 

𝑟𝑅𝑀𝑆𝐷 = 𝑅𝑀𝑆𝐷
𝐼𝑚𝑒𝑎𝑠

⁄       (10) 

The normalized root mean squared deviation (NRMSD) is calculated as follows: 

𝑁𝑅𝑀𝑆𝐷 = 𝑅𝑀𝑆𝐷
(𝐼𝑚𝑎𝑥 − 𝐼min)⁄      (11) 

Where, Imax and Imin are the maximum and minimum values of the observed dataset, respectively. 

The analysis has been made in two time scales, daily and hourly. In order to quantify the effect 

of each implemented improvement, we have generated the following intermediate models: 

• Original: This is the original model that uses the k’t index for the classification of the sky 

conditions. 

• Original_kb: Includes the sky classification using the kb index.  

• M1: Expands the range of the kb index to 0.1 for each sky condition.  

• M2: Implements the normalization of the standard deviation (par. 4.2).  

• M3: Includes a DNI threshold below which fluctuations are neglected (par. 4.3). 



• M4: Includes the parameter P2 for identification of hazy days (par. 4.4). 

• M5: Implements an iterative procedure to restrict the differences in daily cumulative values 

(par. 4.5). 

• I3: Does not include any improvement, but only the cubic interpolation of the hourly values at 

a 10-min scale. 

Each MX model includes the improvements of the previous ones. Thus, model M5 includes all 

the improvements. We have also included model I3, which implements only the deterministic 

component with no stochastic contribution. 

The results of the benchmarking in the daily scale are presented in Table 4 and Figure 7; Table 5 

and Figure 8 show the results in the hourly scale. 

It is remarkable that the use of the clearness index, kb  led to a reduction of the daily and hourly 

errors of more than 50% compared to the original model. The improvements M1, M2, and M3 

do not significantly reduce these errors because they mainly affect the low irradiance values 

that have less weight in the global computation. The effect of improvement 4 are only noticeable 

in hazy days, which is an infrequent condition and cannot be quantified on these scales, while 

improvement 5 reduces the error by less than 0.8% and 7% in a daily and hourly scale, 

respectively. 

6 Discussion and validation 

The cubic interpolation of the hourly values at a 10-min scale (I3) and the model that includes 

all the improvements (M5) show a similar performance in terms of RMSD, but the first one is 

much simpler. To compare if the respective synthetic datasets are statistically representative, 

we analyzed the probability density function (PDF) and cumulative distribution function (CDF) at 

the 10-min resolution, which are considered to have a significant impact on the performance of 

the STE plants. The use of data with unrealistic frequency distributions as input for STE 

simulation software leads to unrealistic energy yields (Silva - Pérez et al., 2014) reaching 

differences of up to 9% for sites with a similar annual DNI (Chhatbar and Meyer, 2011). 

Therefore, it is interesting to compare the measured DNI against the DNI sets generated with 

the original model, with M5 and with I3, to identify the synthetic dataset that better resembles 

the statistical characteristics of the measured DNI. Figure 9 shows the PDF´s and CDF’s of the 

addressed datasets depending on the sky condition. 

In comparison to the frequency distribution of the original (measured) dataset, the cubic 

interpolation of the hourly values at a 10-min scaleset (I3) exhibits a completely different 

frequency distribution, especially for partly cloudy sky conditions where the greatest 

fluctuations take place. The CDF of the improved model (M5) is much closer and improves the 

performance of the original model.  

For quantification of this statement, we have calculated the Finkelstein-Schafer (FS) statistic 

(Finkelstein and Schafer, 1971) for each dataset. This statistic takes into account the differences 

between the CDF of the measured and synthetic datasets, and permits the comparison with the 

results of other models regardless of the time resolution and analysis period. 



𝐹𝑆 = 1
𝑛 ⁄ ∑ 𝛿𝑖

𝑛
𝑖=1 (12) 

Where, δ is the absolute difference between the measured and synthetic CDF at each point, i, 

and n represents the number of readings. 

Table 6 presents the FS of the original model, improved model, and cubic interpolation of the 

hourly values at a 10-min scale. The improved model significantly reduces the FS in comparison 

with the original and I3 model. The synthetic dataset generated with the improved model is 

similar to the measured dataset regardless of the sky condition, as shown in Figure 10. 

The robustness of the model, trained with data from Seville only, can be observed when applying 

it to other sites with different climatic conditions and no previous adaptation (the parameters 

of the beta distribution used to generate the stochastic component are those obtained for 

Seville). We tested it on five sites in Spain at different latitudes in the Mediterranean, Atlantic, 

and Continental climates. The results are summarized in Table 7. 

The improved model provides the best results when applied to Seville and slightly reduces its 

performance for the other five selected sites, but still the results are significantly better than 

those of the original model. The declining performance of the model in the locations selected 

for the validation is mainly caused because the stochastic component of the model has been 

trained with data from Seville.  

7 Conclusions 

In this paper, we propose improvements to the model of Polo et al. (2011) for the generation of 

synthetic DNI data in a 10-min resolution taking hourly mean values as input. The main 

weaknesses of the original model were found while comparing the differences between the 

hourly and daily sums of the generated and measured dataset due to the stochastic nature of 

the methodology. The application of the proposed improvements, based on the knowledge of 

the distinctive features of the DNI, kept the daily cumulative values and consistency of the 

fluctuations of the synthetic DNI with the observed sky condition to reduce both the errors in 

more than 40% rRMSD bringing them to 1.3% and 7.9% in daily and hourly sums, respectively. 

The use of kb instead of k’t resulted in a significant reduction of the RMSD while the outcome of 

the rest of the improvements showed a better performance with respect to the frequency 

distribution of the synthetic data. In addition, the improved model has been applied without any 

adaptation to other locations with diverse climatic conditions, achieving excellent results 

compared to the original model, and demonstrating the robustness of the proposed 

methodology. 
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FIGURES 

 
Fig 1. Comparison of the daily measured DNI with the synthetic data generated with the original 

and improved model (effect of the improvement 4.1). 

 
Fig 2. Comparison of the daily measured DNI with the synthetic data generated with the original 

and improved model (effect of the improvement 4.2). 

 

Fig 3. Comparison of the daily measured DNI with the synthetic data generated with the original 

and improved model (effect of the improvement 4.3). 



 

Fig 4. Tortuosity in porous media. 

 
Fig 5. Comparison of the measured DNI on a hazy day with the synthetic data generated with 

the original and improved model (effect of the improvement 4.3). 

 

Fig 6. Block diagram of the model. 
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Fig 7. Variation of the daily RMSD with the application of the proposed improvements. 

 

Fig 8. Variation of the hourly RMSD with the application of the proposed improvements. 
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Fig 9. PDF (left) and CDF (right) analysis of the synthetic and measured datasets. 
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Fig 10. Daily examples 

 

 

 



TABLES 

Table 1. Selected locations for the model validation. 

  
Latitude 

(°N) 
Longitude 

(°W) 
Altitude 

(m) 
Climate Year 

Granada 37.1 −3.0 1100 
Continental 

Mediterranean 
2013 

Badajoz 38.9 −6.4 200 
Continental 

Mediterranean 
2011 

Alicante 38.6 −0.8 500 Continental 2009 

Pamplona 42.8 −1.6 450 Atlantic 2010 

Almeria 37.1 −2.3 500 Mediterranean 2012 

Seville 
(trained) 

37.4 −6.0 10 Mediterranean 2013 

 

Table 2. Sky condition for each kb interval. 

 
Sky condition Type of day 

Kb≤ 0.1  Totally covered Thick clouds, no fluctuations 

0.1<kb≤ 0.2 Totally covered Thick clouds, some fluctuations 

0.2<kb≤ 0.3 Mostly covered Alternative clouds and clears, some fluctuations 

0.3<kb≤ 0.4 Mostly covered Alternative clouds and clears, great fluctuations 

0.4<kb≤ 0.5 Partly covered Thin clouds, greater fluctuations 

0.5<kb≤ 0.6 Partly covered Thin clouds, some fluctuations (and hazy days) 

0.6<kb≤ 0.67 Mostly clear No clouds but certain turbidity 

kb>0.67 Totally clear No clouds 

 

Table 3. Maximum deviation of the 10-min direct normal irradiance with respect to the hourly 

mean for each kb interval. 

Maximum standard deviation analysis 

kb [0, 0.1] [0.1, 0.2] [0.2, 0.3] [0.3, 0.4] [0.4, 0.5] [0.5, 0.6] [0.6, 0.67] 

𝑚𝑎𝑥
𝑖𝑚𝑝𝑟𝑜𝑣

Wm 215 345 401 431 442 435 430 

𝑚𝑎𝑥
𝑜𝑟𝑖𝑔

Wm 442 442 442 442 442 442 442 

Diff (W/m2) 227 97 41 11 0 7 12 

 

Table 4. Effect of the improvements in the daily time scale. 

Daily time scale 

 Original Original_kb M1 M2 M3 M4 M5 I3 

RMSD (kWh/m2) 0.42 0.16 0.16 0.12 0.12 0.12 0.05 0.05 

rRMSD (%) 7.4 2.9 2.8 2.8 2.2 2.1 0.9 0.8 

 

 



Table 5. Effect of the improvements in the hourly time scale. 

Hourly time scale 

 Original Original_kb M1 M2 M3 M4 M5 I3 

RMSD (W/m2) 77.8 41.0 40.7 39.1 34.8 34.0 31.9 18.1 

rRMSD (%) 17.2 9.1 9.0 8.7 7.8 7.6 7.1 4.0 

 

Table 6. Finkelstein-Schafer (FS) analysis 

FS 

Original model 0.0233 

I3  0.0160 

M5 model 0.0061 

 

Table 7. Comparison of rRMSD, NRMSD, and FS when using the M5 in different locations. 

  
rRMSEdaily 

(%) 
NRMSEdaily 

(%) 
rRMSEhourly 

(%) 
NRMSEhourly 

(%) 
NRMSE10-min 

(%) 
FS 

Granada  1.5 0.8 10.4 5.5 12.3 0.0090 

Badajoz  1.3 0.6 6.3 3.1 11.8 0.0092 

Alicante 1.5 0.7 7.2 3.4 12.5 0.0101 

Pamplona 1.9 0.7 9.6 3.6 13.0 0.0099 

Almeria  0.7 0.4 8.4 4.2 10.5 0.0100 

Seville  0.8 0.5 5.7 3.2 9.8 0.0061 

 


