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Resumen

Un proceso de negocio (business process, BP) se puede defimorun conjunto
de actividades que se ejecutan de forma coordinada en umermi@anizativo y
técnico, y que conjuntamente alcanzan un objetivo de negdoy en dia, existe
un interés creciente en la alineacion de los sistemasfderiacion de forma ori-
entada a procesos, y por lo tanto se considera de vital iampmé la gestion eficaz
de los BPs (business process management, BPM). Una irstian proceso de
negocio es analoga a un plan en inteligencia artificial .(Ajemas, en BPM,
un plan también debe incluir una asignacion adecuadaalgses a las activi-
dades del proceso (scheduling). Por lo tanto, existe urést@eciente en aplicar
técnicas de planning y scheduling (P&S) para la mejoraidkl de vida de BPM.
Teniendo en cuenta que en general los problemas de P&S amchegtricciones
y la optimizacion de ciertas funciones objetivo, la progaaion con restricciones
(constraint programming, CP) proporciona un frameworkcaddo para mode-
lar y resolver este tipo de problemas. Ademas, existe h&sgmralelismo entre
CP y los lenguajes de modelado de BPs basados en restriecitnéa presente
memoria de Tesis, se aplican técnicas de P&S basadas gocieses en difer-
entes etapas del ciclo de vida de BPM de forma coordinadarpejerar asi el
proceso completo de gestion de los BPs.

Concretamente, en primer lugar, se propone la aplica@d@chicas de P&S
a especificaciones de procesos de negocio declarativag@aesar planes opti-
mizados de ejecucion de BPs. Dichos planes pueden seadtl para asistir a
los usuarios durante diferentes etapas del ciclo de vidddé Be forma que cier-
tas funciones objetivos sean optimizadas. Estos planejgdacén optimizados
pueden ser utilizados en varias aplicaciones innovadpoasjemplo, (1) asistir
a los usuarios durante la ejecucion de BPs flexibles en Ienatcion de ciertas
funciones objetivo mediante la generacion de recomeadasj ya que incremen-
tar la flexibilidad tipicamente implica decrementar laagpara el usuario, y por
tanto la ejecucion de BPs declarativos supone en generatasignificativo para
los usuarios que lo ejecutan; y (2) generar automaticamantielos de BPs op-
timizados, ya que la especificacion imperativa y manualodentodelos de los
BPs puede ser un problema muy complejo, consumir gran eahtld recursos
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temporales y humanos, causar algunos errores, y puedegdardunodelos no
optimizados.

En segundo lugar, la presente memoria de Tesis incluye wpai@sta para el
modelado y la ejecucion de BPs que conllevan la seleccaébogden de las activi-
dades a ejecutar (planning), ademas de la asignacionadiede recursos (sche-
duling), considerando la optimizacion de varias funcgobjetivo y el alcance
de ciertos objetivos. La principal novedad es que todasdasidnes (incluso la
seleccion de actividades) se toman en run-time consideras valores reales de
ejecucion, y por lo tanto los BPs se gestionan de forma feyieficiente.



Abstract

A business process (BP) consists of a set of activities wdnielperformed in coor-
dination in an organizational and technical environmemd, &hich jointly realize

a business goal. Nowadays, there exists a growing interesigning informa-

tion systems in a process-oriented way as well as in thetaffemanagement of
BPs (Business Process Management, BPM). An instance of a &falogous to
a plan in Artificial Intelligence (Al). In BPM, a plan also ihales allocation of
resources and target start and end times (scheduling) efiner the application
of planning and scheduling (P&S) techniques to enhance B Bfe cycle has

been analyzed in many research works in past years. Sincepéifiems in-

clude constraints and certain objective functions neecttodtimized, constraint
programming (CP) supplies a suitable framework for modglénd solving these
problems. Furthermore, several parallels between CP anstraint-based BP
modelling languages exist. In the current Thesis Disdertatonstraint-based
P&S techniques are applied at different stages of the BP&/kcltcle in a coordi-

nated way to improve overall system functionality.

Specifically, in a first place, the application of P&S techudg to declara-
tive process specifications to generate optimized BP emandtptans is proposed.
These optimized plans can then be used in several integestith innovative ap-
plications, e.g., (1) assisting users during flexible pssoexecution to optimize
performance goals of the processes through recommendasonte increasing
flexibility typically implies decreased user guidance bg BPM and thus poses
significant challenges to its users; and (2) automatic geioer of optimized BP
models, since the manual specification of imperative BP oz form a very
complex problem, can consume a great quantity of time andahuresources,
may cause some failures, and may lead to non-optimized model

Secondly, the current Thesis Dissertation presents a pabfor modelling
and enacting BPs that involve the selection and the ordefitige activities to be
executed (planning), besides the resource allocatior(sdimg), considering the
optimization of several objective functions and the reactome goals. The main
novelty of this proposal is that all decisions (even thevégtselection) are taken
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in run-time considering the actual parameters of the exatuand hence the BP
is managed in an efficient and flexible way.
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Chapter 1

Introduction

1.1 Generalities

Nowadays, a growing interest in aligning information syséen a process-oriented
way exists Pumas et al.2005 Weskeg 2007) as well as in the effective manage-
ment of business processes (BPs). A BP consists of a setiatiastwhich are
performed in coordination in an organizational and teciireavironment\(Veske
2007), and which jointly realize a business goal. Business R®&éanagement
(BPM) can be seen as supporting BPs using methods, teclsnignd software
to design, enact, control and analyze operational prosesgelving humans, or-
ganizations, applications, and other sources of informmatian der Aalst et a.
2003. Similarly, Workflow Management Systemsa(1 der Aalst and van Hge
2002, Georgakopoulos et 21995 consist of methods and technologies for mana-
ging the flow of work in organizations. In a related way, BPMVstgyns (BPMSs)
are software tools that support the management of the BPs.

Traditional BPM life cycle (Veskg 2007) includes several phases: (1) Process
Design & Analysis, i.e., BPs are identified, reviewed, valetl, and represented
by business process models, (2) System ConfigurationBiRs. are implemented
by configuring a BPM system, (3) Process Enactment, i.e BB system con-
trols the execution of BP instances as defined in the BP madel(4) Evaluation,
i.e., information regarding the BP enactment is evaluateatder to identify and
improve the quality of the BP model and their implementagion

An instance of a business process is analogous to a plan in Al.planning
(Ghallab et al.2004), the activities to be executed are not established, iefore
generating a plan. Therefore, it is necessary to selectctingtees to be executed
from a set of alternatives and to establish an ordering.

Moreover, the execution of most BPs entails, in some waydwalng deci-
sions since the activities to be executed may compete foe shrared resources.

1



2 CHAPTER 1. INTRODUCTION

In these cases, it is necessary to allocate the resourcesuitable way, usually
optimizing some objectives. During process executionedahng decisions are
typically made by the BPM systems (BPMSs), by automaticadligigning activi-
ties to resourcesyussell et al.2009. The area of schedulin@(ucker and Knust

2006 Pinedqg 2009 includes problems in which it is necessary to determine an

enactment plan for a set of activities related by temponastraints. Furthermore,
the execution of every activity requires the use of res@yreence they may com-
pete for limited resources.

Taking into account the parallels between Planning & Scliegl(P&S) and
BPM, currently there exists a growing interest in the amgtlan of P&S tech-
niques to enhance different stages of the BPM life cycle. &l@x, from our point
of view, several connections between both disciplines nenwabe exploited. In
the current Thesis Dissertation, P&S techniques are apptidifferent stages of
the BPM life cycle in a coordinated way to improve overallteys functionality.

Since a P&S problem includes constraints and the optinozadf certain ob-
jective functions, constraint programming (CFjoGsi et al. 2006 supplies a
suitable framework for modelling and solving problems imimg P&S aspects
(Salidg 2010. Furthermore, a wide scope of BP constraint-based moddbin-
guages are used and analyzed in many research works. Seaaathls between
CP and constraint-based BP modelling languages exist, ancehCP seems to
be promising for modelling and solving problems related RMB In the current
Thesis Dissertation, several constraint-based propasaknalyzed for modelling
and solving P&S problems related to BPM.

1.2 Motivation and Contributions

Typically, business processes are specified in an imperaiay, i.e., an activity
sequence that will result in obtaining the related corpogatal is defined. How-
ever, declarative BP models are increasingly used andubeage allows the user
to specify what has to be done instead of having to specifyihbas to be done.
Declarative BP model specifications facilitate the humamkwovolved, avoid
failures, and obtain a better optimization, since the taattire of human know-
ledge is often an obstacle to eliciting accurate processedderreira and Fer-
reirg 2009.

The advantages of using declarative languages for BP nioglefistead of
imperative languages are discussed in several studies(\@aner et al,. 2004
Pesic et al.2007 Rychkova et al.2008a Fahland et a).2009 201Q Pichler
et al, 2017). Such advantages includes support for partial workflowsi(er
et al, 2004, absence of over-specificatiordsic et a}.2007), and provision of
more maneuvering room for end users:§ic et al.2007).



1.2. MOTIVATION AND CONTRIBUTIONS 3

Due to their flexible nature, frequently several ways to exedeclarative
process models exist, i.e., different enactment plans earelated to the same
declarative BP model. Each one of these plans leads, in gleteget different
values for several objective functions (e.g., overall ctatipn time or cost) so
that certain enactment plans are considered optimal regptd some objective
functions.

In this way, an Al-based method fgenerating optimized BP enactment
plans from declarative process specificationécf. Chapter3) is proposed in or-
der to optimize the performance of a process, according jectbe functions
like minimizing the overall completion time. For the gerteva of these op-
timized enactment plans, activities to be executed havestsdbected and or-
dered (planning problemChallab et al. 2004)) considering both control-flow
and resource constraints (scheduling problemi¢ker and Knusi200§ Pinedq
2009). For P&S the activities such that the process objectivetion is opti-
mized, a constraint-based approach is proposed which Isirge of determining
how it has to be done in order to satisfy the constraints iregdy the declarative
problem specifications, and to attain an optimization otaierobjective func-
tions. The generation of optimized BP enactment plans freniedative process
specifications can greatly improve the overall BPM life eygl/esks 2007, e.g.,
the optimized plans can be used for simulatiGwf{inat et al. 2009, time pre-
diction (van der Aalst et a).2011), recommendationssChonenberg et 22008
Haisjackl and Webg201G Barba et al.2011), and generation of optimized BP
models R-Moreno et al.2007 Alves et al, 2008 Gonzalez-Ferrer et al2009
Barba and Del Vallg2011h, which are innovative and interesting topics to be
addressed in BPM environments nowadays.

Specifically, these optimized BP enactment plans are usedifong users
of flexible BPMSs recommendations during run-time(cf. Chapter4) in the
Process Enactment phase so that performance objectiviediusof processes are
optimized. As mentioned, due to their flexible nature, feafly several ways to
execute declarative process models exist. Typically,rgaveertain partial trace
(reflecting the current state of the process instances)s saa choose from seve-
ral enabled activities which activity to execute next. T¢eéection, however, can
be quite challenging since performance goals of the pratessid be considered,
and users often do not have an understanding of the oveoakps. Moreover, op-
timization of objective functions requires that resourapacities are considered.
Therefore, recommendation support is needed during BRugrecespecially for
inexperienced usersdn Dongen and van der Aalst009. In our proposal, re-
commendations on possible next steps are generated tdidarmattial trace and
the optimized plans into account. Furthermore, in the pseda@approach, replan-
ning is supported if actual traces deviate from the opticheeactment plans.
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Other interesting application of the generated optimiz€deBactment plans
which is addressed in the current work is supporting proeesdysts in the BP
Design & Analysis phase by automaticafjgnerating optimized imperative BP
models(cf. Chapter5). The BP Design & Analysis phase has the goal to gene-
rate a BP model, i.e., to define the set of activities and tleewon constraints
between them\{/eske 2007), by formalizing the informal BP description using a
particular BP modelling notation. This phase plays an irtgrarrole in the BPM
life cycle, since it greatly influences the remaining phasiethis cycle. Busi-
ness process models are usually defined manually by busanesgsts through
imperative languages considering activity propertiesist@ints imposed on the
relations between the activities as well as different pentnce objectives. Fur-
thermore, allocating resources is an additional challesigee scheduling may
significantly impact business process performance. Toerethe manual speci-
fication of process models can be very complex and time-acoimgy potentially
leading to non-optimized models or even errors can be geteraoreover, the
result of process modelling is typically a static plan ofi@ts$, which is diffi-
cult to adapt to changing procedures or to different busigesls. To overcome
these problems, the automatic generation of optimizediatppe BP models from
constraint-based specifications is proposed throughiogeaptimized BP enact-
ment plans (cf. Chaptd). In this way, process models can be adapted to chang-
ing procedures or to different business goals, since intipergrocess models can
dynamically be generated from static constraint-basedipagions. Moreover,
the automatic generation of BP models can deal with compiellems of great
size in a simple way. Therefore, a wide study of several dsp=n be carried
out, such as those related to the requirement of resourcddfefent roles, or
the estimated completion time for the BP enactment, byistaftom different
declarative specifications.

On the other hand, the execution of most BPs entails, in soaye schedu-
ling decisions since the activities to be executed may coenfoe some shared
resources. In these cases, it is necessary to allocatedberces in a suitable
way, usually optimizing some objectives. During processcexion, scheduling
decisions are typically made by the BPM systems (BPMSs) uibyraatically as-
signing activities to resource&(ssell et al.2005. To lesser measure, planning
problems are present in BP executions when, in some poevsta possible exe-
cution branches exist, and the selection of the suitabledepends on the BP
goal and/or on the optimization of some functions. Since RRl@ts are typically
specified in an imperative way, most of the planning decsiare taken in the
modelling phase. Specifically, the ordering and the selaatif the activities to
be executed (planning) in the BP enactment are specifieceiBEhdesign time,
when only estimated values for several parameters can bgzada However,
there are BPs which entail complex planning decisions whaihgreatly be in-
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fluenced by the values of several unpredictable parametdrsse actual value
is known in run time. In this way, a proposal forodelling and enacting BPs
that involve P&S decisions(cf. Chapter6) is presented. The main contribu-
tion is that both P&S decisions are taken in BP run-time, jglog the process
management with efficiency and flexibility, and avoiding tliawbacks of taking
these decisions during the design phase. As an example,@eoand represen-
tative problem including P&S, the repair planning probleésnmanaged through
the proposed approach. For solving this problem, a constbaised approach is
proposed. Moreover, a PDDL specification together with #gsults obtained by
a generic planer are analyzed.

1.3 Structure

The rest of the document is organized as follows:

e Chapter2 includes background related to the areas which are addresse
in the current Thesis Dissertation, i.e., (1) businessgs®enanagement,
(2) planning & scheduling, and (3) constraint programmikgreover, the
connections and parallels which are given between theas are analyzed.

e Chapter3 details the constraint-based approach which is used for P&S
the BP activities so that optimized enactment plans are rgése from
constraint-based specifications.

e Chapterd includes how the generated optimized enactment plans ak us
to improve the Process Enactment phase by generating reeodations
during run-time.

e Chapter5 describes how the generated optimized BP enactment plans ar
used to enhance the Process Design & Analysis phase by ditahyage-
nerating optimized imperative BP models.

e Chapter6 details our proposal for modelling and enacting BP thatlwveo
planning and scheduling decisions in run-time so that R®d&esign &
Analysis and Process Enactment phases are leveraged.

e Chapter7 summarizes the main conclusions which were obtained during
the development of this thesis.

e Lastly, Chapter8 shows some future work which is intended to be ad-
dressed.
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Chapter 2

Background

The current Thesis Dissertation combines aspects of Rigremd Scheduling
(P&S) and Constraint Programming (CP) in order to improviedent stages of
the Business Process Management (BPM) life cycle. Se@tibprovides back-
grounds regarding BPM, Sectié?2 gives an overview of planning and schedu-
ling, and Sectior2.3 describes the constraint programming paradigm. Finally,
Section2.4includes how P&S techniques can be applied in order to erhdific
ferent stages of a typical BPM life cycle, and summarizesribst related works.

2.1 Business Process Management

In the last years, the effective management of businesegses (cf. Defl) in
organizations became more important, since they need {at &nléhe new com-
mercial conditions, as well as to respond to competitiveguees, considering the
business environment and the evaluation of their inforomesystems. Moreover,
in enterprizes an increasing interest in the managemenusihésses by using
processes exists.

Definition 1. A Business Proces@BP) can be defined as a set of related struc-
tured activities whose execution produce a specific seorg@eoduct required by
a particular customer.

In order to use and manage business processes, busingsgsanakd to spe-
cify the BPs through BP models (cf. D&2) by using a BP modelling language.
In the literature, a wide spectrum of paradigms for BP maniglare presented,
each one entailing different levels of accuracy in the BEiteliion, e.g., declara-
tive and imperative paradigms (cf. Se2tl.2. Some examples of BP models are
shown in Figs 2.2, 2.3, which are explained later.
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Definition 2. A business process modebnsists of a set of activity models and
execution constraints between theri=cke2007).

The modelling of the processes plays an important role iroteeall manage-
ment of BPs (Business Process Management, BPM, cf. )éhavenporf 1993
Georgakopoulos et 2lL995. In the current business world, the economic success
of an enterprize increasingly depends on its effectiveireise management of
its BPs, and hence BPM is an interesting research area wsibging widely ana-
lyzed nowadays. In a related way, BPM Systems (cf. Bigfare software tools
that support the management of the BPs.

Definition 3. Business Process Managemef@PM) can be seen as supporting
BPs using methods, techniques, and software to designt, @satrol and analyze
operational processes involving humans, organizatioppliaations, documents
and other sources of informationgn der Aalst et a).2003.

Definition 4. A Business Process Management Syst@®PMS) is a generic soft-
ware system that is driven by explicit process represemtatio coordinate the
enactment of business processés {ke2007).

Similarly to BPMSs, Workflow Management Systemsi{ der Aalst and van
Heg 2002 Georgakopoulos et 21995 consist of methods and technologies that
allow managing the flow of work in organizations. In some saskee software
BP management tools use temporal information and ignorepine ways, the
resources to be used, considering them unlimited. This nodyp@& adequate in
different situations, for example when limited resourcas be required by dif-
ferent activities at overlapped periods of time. In this wagource allocation is
only considered to a limited degree in existing BPMSs, angpgally done du-
ring run-time by assigning work to resources. In this ThBsssertation, resource
perspective is also considered in the BP modelling stepesiesource allocations
and scheduling may significantly impact business procegsrpgance.

2.1.1 BPM Life Cycle

Traditional BPM Life Cycle (Veskg 2007) (cf. Fig. 2.1) includes several stages
which are related to each other. These stages are organizedyclical structure
which shows the logical dependencies between them:

e Process Design & Analysis: In this stage, BPs are identifedewed, va-
lidated, and represented by business process models (€&f. ZDeso that
the informal BP description is formalized using a particl8® modelling
notation. Two steps are considered to create a BP modelrg®) ah initial
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f Evaluation

Process Design Process
& Analysis Enactment

System J
Configuration

Figure 2.1: Typical BPM Life Cycle.

BP model, and (2) improve this initial model by simulationB#® redesign
techniques. Traditionally, this phase is mostly a humaiviact In some

cases, process models can be verified against inconseseamad errors/an

Dongen 2007).

e System Configuration: In this phase, BP models are implegaeoy con-
figuring a BPM system. There are different ways to do so, bygstating
a set of policies and procedures. Service-oriented aathites as well as
web services for their implementation have gained increggopularity for
BPMSs implementations recently. Moreover, data-drivggr@g@ches to the
flexible enactment of BPs are considered for enactment ofanumterac-
tion BPs using data dependencies to control process enaictme

e Process Enactment: After completing system configuratiages BP ins-
tances can be enacted. In this stage, the BPM system cothteatsecution
of BP instances as defined in the BP model. As execution padscebe
enactment information must be analyzed due to the possipleagiance of
unexpected events.

e Evaluation: In this stage, information regarding the BPoemant is evalua-
ted in order to identify and improve the quality of the BP micaled their
implementations. Traditionally, enactment logs are aredyby using BP
activity monitoring and BP mining techniques.

After the Evaluation phase, BP models are corrected andoweprin the BP
Design & Analysis phase if necessary by considering theuaw@n information,
and hence closing the cycle which shows the logical depaeneleetween the
phases of the BPM life.
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In this Thesis Dissertation, the BP Design & Analysis phaseidely analy-
zed since this phase plays an important role in the BPM litgecfpr any improve-
ment initiative, and it greatly influences the remaining gg&of this cycle. The
BP Design & Analysis phase has the goal to generate a BP magleto define
the set of activities and the execution constraints betweam (\Veske 2007), by
formalizing the informal BP description using a particutd® modelling notation.
Section2.1.2introduces the main paradigms which are used for BP modellin

2.1.2 Process Modelling

In the literature, a wide spectrum of paradigms for BP maulglare presented.
These different paradigms can be roughly categorized imotivo following
classes:

e The declarative BP paradigm focuses on what has to be doteadtsf
having to specify how it has to be done. Declarative BP modeajgure
the regulatory and internal directives of the businessgsses in order to
restrict possible options of activity execution. Due toitliexible nature,
frequently several ways to execute declarative proceselm@xist. Dif-
ferent declarative approaches have been proposed, sulck asd of cons-
traints, rules, event conditions or other (logical) express (e.g.,[Qourish
et al, 1996 Joeris 200Q Wainer and De Lima Bezerra003 van der Aalst
et al, 2009 Goedertier and Vanthiene2009).

e Theimperative BP paradigm focuses on defining a precisétggtequence
which establishes how a given set of tasks has to be perfo(engd (is-
man 1977 Ellis and Nutf 1993 BPMN, 2011)).

In our proposals, we consider declarative and imperativdaiso Regarding
declarative models, we focus on constraint-based modedstearding impera-
tive languages, we consider BPMN.

Constraint-based BP Models

Recently, constraint-based approaches have receivesbsen interest/tinder-
feesten et a).2008 Pesig 2009, since they suggest a fundamentally different
way of describing BPs which seems to be promising in respiettteosupport of
highly dynamic processe&dnderfeesten et 212008 Pesig 2009. Irrespective

of the chosen approach, requirements imposed by the BPambedeflected by
the process model. This means that desired behavior mustgpeided by the
process model, while forbidden behavior must be prohihjtessic et a}.2007
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van der Aalst et a] 2009 Montali, 2009. While imperative process models spe-
cify exactly how things have to be done, declarative prooessels focus on what
should be done.

In the literature, several rule-based and constraintébs®uages for decla-
rative BP modelling are proposed, among which the weasla(ice et al. 1996
proposes BP grammars for the definition of rules in order & deth activities
and documents. InCourish et al, 1996, the prototype Freeflow is presented,
which includes a constraint-based process modelling fismaand the use of
declarative dependency relationships. Moreovéki(er and De Lima Bezerya
2003 presents a constraint-based proposal for rules whichti@nshe BP enact-
ment through preconditions and postconditions of the #iets; together with ad-
ditional conditions which must hold in general. In a simieay, (Joeris 2000
presents a flexible workflow enactment based on event-donehiction (ECA)
rules. Furthermore (1 et al, 2006 proposes a temporal constraint network for
BP execution in order to define selection and schedulingtcainss through the
use of temporal intervals.

In our proposal we use ConDeca() der Aalst and Pesi20069 as a basis
for the BP control-flow specification. ConDec is a graphiesduage based on
Linear Temporal Logic (LTL) Clarke Jr. et a).1999 for modelling and enacting
dynamic business processes. It uses an open set of templateparameteri-
zed graphical representations of LTL formulas, for the digdin of relationships
between activities. These relationships related to thelates must be satisfied
during the execution phase. Each template has a name, aggla@presentation
and a semantics given by a LTL formula. LTClGrke Jr. et a].1999 is a widely
used temporal logic for specifying temporal propertieg theludes four opera-
tors in addition to classical logical operators, i&ways eventually until and
next time Besides ConDed-Esig 2008, some research works concerning BPs
based on LTL can be found. As an exampley(et al, 2007 proposes a method
for the automatic verification of BP models that are tramslab finite state ma-
chines through compliance rules that are translated to Biinilarly, (Hallé and
Villemaire, 2008 presents an algorithm for the runtime monitoring of BP @rep
ties, expressed in an extension of LTL. Moreoveéry{d et al, 2011) proposes
an approach for synthesizing process templates out of ¢anga requirements
expressed in LTL, and these templates are used as a basegfatiation among
business and compliance experts. Furthermaérgz(nmal et a}.2011) performs
a comparative analysis between three languages (LTL, C@LF&L) which can
be used as the formal foundation of BP compliance requirésnen

We consider ConDec to be a suitable language, since it altbesspecifi-
cation of BP activities together with the constraints whichst be satisfied for
correct BP enactment and for the goal to be achieved. MoreGamDec allows
to specify a wide set of BP models of varied nature, flex{péihd complexity in
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a simple way. Furthermore, ConDec has been widely refeceimcpast years in
the context of BPM (e.g.,.@mma et al. 2007 Ly et al, 200§ Montali, 2009
Chesani et a)2009). ConDec is based on constraint-based BP models (cf. Def.
5), i.e., including information about (1) activities thainclae performed as well as
(2) constraints prohibiting undesired process behavior.

Definition 5. A constraint-based process modgk (A,Cgp) consists of a set of
activities A, and a set of constraintsgg prohibiting undesired execution beha-
vior. For each activity ae A, resource constraints can be specified by associating
a role with that activity. The activities of a constraintde process model can be
executed arbitrarily often if not restricted by any congtta.

Constraints can be added to a ConDec model to specify foehithehavior,
restricting the desired behavior (for a description of tlkenplete set of cons-
traints, cf. {an der Aalst and Pesi2006g). ConDec basic templates can be
divided into 3 groups:

1. Existenceconstraints: unary relationships concerning the numbénuds
one activity is executed. As an example, Exactly(N, A) spesithat A
must be executed exactly N times.

2. Relation constraints: positive binary relationships used to esthlwhat
should be executed. As an example, Precedence(A, B) spdatifieto exe-
cute activity B, activity A needs to be executed before.

3. Negationconstraints: negative binary relationships used to fottdexe-
cution of activities in specific situations. As an examplet@Gbexistence(A,
B) specifies that if B is executed, then A cannot be executetlyee versa.

An interesting extension which has been considered for @oniemplates
is the inclusion ofChoice constraints Pesig 2009, which are n-ary constraints
expressing the need of executing some activities belon@iregset of possible
choices, independently of the other constraints.

In ConDec, while unary relationships describe constraielsted to one ac-
tivity (e.g., existence constraints), binary constraséscribe relationships bet-
ween activities (e.g., precedence constraints). Binanptates are composed by
a source activity (cf. Def6) and a sink activity (cf. Def.7), which correspond
to the beginning and the end of the arrow related to the spdeifinplate in the
graphical notation of ConDec, respectively.

LIn this Thesis Dissertation, the BP activities are congiddgo be primitive, i.e., they are not
composed by other BP activities.
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Constraint-based Model Legend
N
Activities A I_I Exactly
A A must be executed exactly
N times.

Precedence

B To execute activity B, activity A
needs to be executed before.

A B C NotCoexistence
A B | Aand B cannot co-occur in
any trace.

A

Constraints C

Cc1 Supported Execution Traces
[2] ¢ B 0,=<A B, A>
0,=<A,A C>
A c4 0,=<A B,B, A>
o3 Unsupported Execution Traces
C 0, =<A A A> C1 violated
05 = <B, A> C2 violated
0, =<A, B, C> C4 violated

Figure 2.2: Simple Constraint-based Model.

Definition 6. A source activity of a binary template is an activity whiclpegrs in
the first parameter of the template. For templates whiclegtedcedence relations
between activities, a source activity is a predecessoregti

Definition 7. A sink activity of a binary template is an activity which appe
in the second parameter of the template. For templates wétigte precedence
relations between activities, a sink activity is a successtivity.

Figure2.2 shows a simple constraint-based model which is composed-by a
tivities A, B, andC, and constraint€1 (Exactly(N,A)),C2 (Precedence(A, B)),
C3 (Precedence(A, C)), arth (NotCoexistence(B, C)).

In ConDec, binary constraints can be extended by definingdned tem-
plates, as described iRé¢sic 2009. The branched templates for the binary tem-
plates can be established between several BP activitibg ifolowing way:

e The branched constraint is established between severaksactivities and
one sink activity, so that the relation is given betwedneastone of the
sources and the siRk

e The branched constraint is established between one sotticityaand se-
veral sink activities, so that the relation is given betwdensource andt
leastone of the sink&

2These branched templates consider only the disjunctionmditions related to the sources,
since the conjunction can be obtained by including the datmtnon-branched template between
each source and the sink activity.

3These branched templates consider only the disjunctioronfliions related to the sinks,
since the conjunction can be obtained by including the datgmtnon-branched template between
the source and each sink activity.
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In ConDec {an der Aalst and Pesi20069, the fact of considering atomic ac-
tivities is recognized as being a major problem. Similar tmDec, the languages
ConDec++ [/lontali, 2009 (an extension of ConDec) and Saturie(neyer et a).
2010 are constraint-based workflow definition languages baseldTa which,
unlike ConDec, consider non-atomic activities that cantbeted, completed or
cancelled at a later time, and overlapped with other aavit

Once a BP is modelled through a constraint-based modeimguiage, the BP
can be executed. As the execution of a BP model proceedsiafmn regarding
the executed activities can be recorded in an executioe (&c Def. 8). Infor-
mation related to past process execution can be very vausibke it can be used
for many purposes, e.g., process mining{ der Aalst et al2017) or generating
estimates (cf. Chapt@&).

Definition 8. Let S= (A,Cgp) be a constraint-based process model with activity
set A and constraint setgp. Then: Atrace o is composed by a sequence of
starting and completing events e, ey, ...e, > regarding activity executions; a
acA, i.e., events can be:

1. start(aj,rjk,t), i.e., the i-th execution of activity a using k-th resourgthw
role j is started at time t.

2. compga,t), i.e., the i-th execution of activity a is completed at time t

Related to the process execution trace, is the concept oégsonstance. Spe-
cifically, a process instance (cf. DeB) represents a concrete execution of a
constraint-based model and its execution state is reflégtdlde execution trace.

Definition 9. Let S= (A,C) be a constraint-based process model with activity set
A and constraint set C. Then: process instancé = (S o) on S is defined by S
and a corresponding trace.

A running process instandeis in statesatisfiedif its current partial tracey
satisfies all constraints statedn Furthermore, an instance is in statelated,
if the partial trace violates any constraint state@iand there is no suffix that can
be added to satisfy them. Figu2e? includes examples of traces of satisfied and
violated instancésfor a constraint-based model.

During the BP enactment, considering a constraint-basedehand a spe-
cific related process instance, only certain activitiesearabled to be executed
next (cf. Def.10). This selection, however, can be quite challenging sireze p
formance goals of the process (e.g., minimization of oVeramnpletion time)

4For the sake of clarity, only completed events for activitg@utions are included in the trace
representation.
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should be considered, and users often do not have an unudirsjaof the over-

all process. Moreover, optimization of performance goatguiires that resource
capacities are considered. Therefore, recommendatiguosuis needed during
BP execution, especially for inexperienced usess(Dongen and van der Aalst
2009 (cf. Chapted).

Definition 10. Let S= (A,C) be a constraint-based process model with activity
set A and constraint set C, andd (S,0) be a corresponding process instance
with partial traceo. Then: An activity aof instance | isenabledat time T iff

a; can be started and the instance state of | is not violatedha#ieds; i.e., for

0 =< €1,€,...6, >, We obtaino; =< ey, e, ...e, start(a;, Rji, T) > afterwards
and instancé S, o’) is not in state violated.

For example, for the partial traey of Fig. 2.2, B is enabled, whilé\ is not
enabled due t€1, andC is not enabled due 1G4.

Due to the flexible nature of constraint-based models, fatjy several ways
to execute constraint-based process models exist. Therdfeere are different
ways to executed a constraint-based process model in suely #éhat all cons-
traints are fulfilled, i.e., the process goal is reached [e#f. 11). For example,
tracesS < AAB > and < AAC > are two valid ways of executing the constraint-
based model of Fig2.2, while trace< AABC> is invalid due taC4.

Definition 11. Thegoal of a BP is specified through the constraints which must
be satisfied in the BP enactment.

The different valid execution alternatives, however, cary\greatly in respect
to their quality, i.e., how well different performance otfjge functions (cf. Def.
12) like minimizing cycle time can be achieved.

Definition 12. The objective functionof a BP is the function to be optimized
during the BP enactment.

An objective function which is considered in this Thesis d&igation is the
overall completion time of processes, i.e., time neededotopdete all process
instances which were planned for a certain period.

Business Process Model and Notation

The Business Process Model and Notation (BPMBFI(IN, 2017) is a standard
for modelling BP flows and web services, and provides a gcabimotation for

SFor the sake of clarity, traces represent sequences oftastigo that no parallelism is consi-
dered in the examples, i.e., only completed events foriactxecutions are included in the trace
representation.
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Figure 2.3: Some BPMN elements.

the specification of BP models. A BPMN model is composed ohesjegate-
ways, activities and swim lanes, among other elements (gf. £3). An event
represents something that happens during the enactmeriBBfand affects its
execution flow, specifically the start event initiates thevflaf the process, while
the end event finishes this flow. Gateways are in charge ofa@bng how se-
guence flows interact as they converge or diverge within age® Specifically,
theexclusive data-based gatewean either be used as a decision point where se-
veral outgoing sequence flows are possible but only one sequeill be selected

for the execution, or as a way to merge several sequence ibaveme; while the
parallel gatewayprovides a mechanism to both fork and synchronize the flows.
Swim lanes are graphical ways of organizing and categayiitie BP activities,
whereby pools represent the participants in a BP, and lamess&d to organize
the activities within a pool according to roles and resosirce

Figure2.4shows a toy example of a BPMN model, which contains threeslane
S, BM1 and BM2. After starting the enactment, the activitic&ee Request is
executed using the resour&e After that, two activities are executed in paral-
lel (parallel gateway): (1) activity Hotel Search using teeource BM1, and (2)
activity Airline Search using the resource BM2. After exiéog Hotel Search ac-
tivity, only one of the following activities is executed (@usive data-based gate-
way): (1) activity Failed Hotel using resource BM1, or (2}ieity Book Hotel
using resource BM1. In a similar way, after executing AeliBearch activity,
only one of the following activities is executed (exclust&a-based gateway):
(1) activity Failed Airline using resource BM2, or (2) asétiwBook Airline using
resource BM2. Moreover, after Failed Airline activity, grdne of the following
flows is given (exclusive data-based gateway): (1) actisitCompensation and
Notify Failure are executed using resource S, or (2) the Bittement finishes.
Furthermore, if at least one of the activities Book Hotel ooR Airline is execu-
ted (exclusive data-based gateway), activities Creditl@ad Notify Booked are
then executed. After that, the BP enactment finishes.
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Figure 2.4: Example of BPMN model.

2.2 Planning & Scheduling

Planning (cf. Sect2.2.2 and scheduling (cf. SecR.2.]) are two rather related
areas, and hence many actual problems involve both of thenfSgrct. 2.2.3.
However, these areas also present some differences. Bofiintlilarities and the
main differences are discussed in the current section.

2.2.1 Scheduling

The area of scheduling3(ucker and Knust200§ Pinedq 2009 includes pro-
blems in which it is necessary to determine an enactmentfptanset of known
activities related by temporal constraints. Moreover,akecution of every acti-
vity requires the use of resources, hence they may compelienited resources.
In general, the goal in scheduling is to find a feasible plaichvisatisfies both
temporal and resource constraints. Resource constraeudstd establish a spe-
cific ordering between activities which share the same mesguroviding the
problem with NP-hard complexity{arey and Johnsga979. Several objective
functions are usually considered to be optimized, in mostsaelated to temporal
measures (e.g., minimization of completion time), or cdesng the optimal use
of resources.

In scheduling, an activity refers to a task which needs todeewted during a
specific amount of time units, usually without interrupti@e., preemptive sche-
duling), and using certain specific resources.

A quite general scheduling problem is called Resource-Cangd Project
Scheduling Problem (RCPSP, cBr(icker and Knust2006). RCPSPs are speci-
fied by a set of activities which are related by precedencstcaint§. Moreover,
for the execution of each activity, several units of manpueses may be required.

6" Activity a precedes activity b” means that activity b canstart before a is finished
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Figure 2.5: A disjunctive graph for a job shop problem.

An extension of RCPSPs is the Multi-mode Resource-ComstdaProject Sche-
duling Problem (cf. Drex| and Gruenewald.993). This problem is a RCPSP in
which the activities can be executed in more than one opgratiode, each one
potentially using different resources, and usually présgrdifferent values for

certain properties, e.g., duration or cost of the activity.

In many scheduling problems, the activities are organirepbs, i.e., se-
guence of activities which establishes precedence rembetween the activities
so that an activity can start only when all its predecessave been executed.

Many variants of scheduling problems exist. Some of thenlisted as fol-
lows:

e Job Shop (cf. Erucker and Knust2006 Pinedq 2009): Each activity can
only be executed using a specific resource.

e Flow Shop (cf. Brucker and Knust2006): It is a special case of the job
shop problem in which each job is composed by exactly the sam#er
of activities (which is equal to the number of resources)this way, each
job contains exactly one activity to be executed using easburce, and
hence each job uses each resource exactly once. Moredyehsalise the
resources in the same ordering.

e Flexible Job Shop (cf.Krandimartg 1993: Many job centers exist, each
one containing the same number of resources. In this wayctanty can
be executed in any job center using the suitable resource).

e Cumulative Job Shop (cfNuijten and Aarts1999: Itis a generalization of
the Job Shop in which the resources have a finite capacityhenaktivities
may require several unities of several kinds of resources).

e Open Shop (cf.Hinedq 2008): Unlike in job shop problems, in open shop
problems the jobs do not have a predetermined fixed route.
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Typically, the so-called disjunctive grapbl!G&zewic et al, 2000 is used to
represent schedules for the job shop problem (cf. Ei§). A disjunctive graph
G=(V,C,D) is composed by:

e A setV of nodes, each one representing an activity.

e A set of edges which link the nodes. Two kinds of edges can &endli
guished:

— Precedence edge&s (conjunctions), which correspond to the prece-
dence constraints. They are directed arcs which link digs/ivhich
are included in the same job.

— Resource edgeB (disjunctions), which correspond to the resource
constraints. They are non-directed arcs which link thevdigts which
are executed using the same resource.

In this way, a solution to the problem consists of estabtigta direction for
the undirected arcs, being feasible if there are no cycles.aexample, Fig.
2.5 shows the disjunctive graph representation for a simplesfaip scheduling
problem which includes 3 jobs, each one containing 3 amavit

There are many typical objective functions to be consideredheduling pro-
blems. Some of them are listed as follows:

e Makespan: It refers to the time in which the execution of elivaties have
finished.

e Tardiness: It refers to the delay of all jobs or activitiegareling a specific
due date.

e Total Weighted Tardiness: It consists of a generalizatidh@tardiness, in
which ¥ ;¢ jopsWj x Tj is minimized, wherew; usually refers to an impor-
tance factor related to joj e.g., holding cost per unit time, afigrefers to
the delay of jobj regarding a specific due date.

e Number of Tardy Jobs: It refers to the number of jobs which domeet
their due dates.

e Total Weighted Completion Time: It consists on miNiMIzifg. jopsWj X
Cj, wherew; usually refers to an importance factor related to joBndC;
refers to the completion time of jop

e Objectives related to the use of the resources by the aetiyé.g., balanced
use of resources.

g j refers to the j-th activity of the job i.
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2.2.2 Planning

In a wider perspective, in Atrtificial Intelligence (Al) plamg (Ghallab et al.
2004), the activities to be executed are not established a pherice it is nece-
ssary to select them from a set of alternatives and to eskabh ordering. In
planning problems, usually the optimization of certainealive functions is con-
sidered.

Taking the goals to be achieved into account, differentmtanstrategies can
be used for representing and reasoning about planning rsegne.g., Classical
Planning Fikes and Nilssojil971; Lekavy and Navrgt2007), Hierarchical Task
Network (HTN) Erol et al, 1994, Decision-Theoretic Planningldshi et al.
2011), Case-based Planningldmmong 1990 and Reactive Planning-grnan-
des et al.1983.

In order to reuse the same algorithms for solving differentl& of problems,
and to solve the same problem using different algorithmssgdéinains for repre-
senting the problems, and (2) algorithms for solving théfmms are specified in
a separated way (domain-independent planning). For sphlvispecific problem,
a domain-independent planner takes as input the problegifispdon and the
domain information.

The first strategy which was proposed for representing aasloreng about
planning scenarios was Classical Planningi€¢s and Nilssoil971; Lekavy and
Navrai 2007). The basic idea of Classical Planning consists of findingopence
of actions which will modify the initial state of the worldtima final state where
the goal holds. The specification of Classical Planning lgrol is composed by:

e A set of literals from the propositional calculus which cam fositive or
negative and which represent the goal to be achieved.

e A set of literals from the propositional calculus which cam gositive or
negative and which represent the initial state, also knosvimi#éial condi-
tions.

e A set of actions which are characterized by STRIPS operatoSTRIPS
operator is a parameterized template used for stating af getssible ac-
tions. Each action is composed by:

— A set of preconditions: set of positive or negative literatsich must
be true for executing a specific action.

— A set of effects: set of positive or negative literals whigtbme true
after the execution of the action.

As mentioned before, for executing an activity, all therds included in the
precondition of the activity need to be true. Therefore aahestage, there is a set
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of possible activities to be executed which depends on terals which are true
in that moment (state of the world, i.e., a set of atoms ordltethat define how
the objects of the model relate to each other and their ptieggr Each time a
specific activity is executed, the set of literals which awetchanges, and hence
the set of possible activities to be executed also changeabid way, the state of
the world evolves.

A solution for a planning problem is determined by a sequericactivities
which reaches the final state from the initial state.

Planning Domain Definition Language

The Planning Domain Definition Language (PDDD)lallab and et g/1999 is
a language for the definition of classical planning domants@oblems which is
used by the planning community. Specification in PDDL inelsitwo separated
items: a domain file for predicates and actions, and a problerfor objects, ini-
tial state and goal specification. Moreover, PDDL supp@veral characteristics,
such as basic STRIPS-style actions, conditional effectseusal quantification
over dynamic universes, specification of safety constsagtt.

PDDL 2.2 (Hoffmann and Edelkam 2005, an extension of PDDL, includes
more characteristics: it allows handling of numeric vajuke actions can have a
duration, and it is capable to deal with plan objective fiort, derived predicates
and timed initial literals.

In 2006, PDDL 3.0 Gerevini and Long2006 was developed as an extension
of PDDL, by allowing the user to express strong and soft cairgs about the
structure of the desired plans, as well as strong and sdflgmrogoals.

The definition of thedomain for a PDDL specification contains different
items:

e Predicates: Outstanding properties of objects; can beotrtedse.

e Functions (Fluents): Allow handling of numeric values. Ylage used in
actions preconditions or effects and their values are ginghe problem
file.

¢ (Durative) Actions/Operators: Ways of changing the statbeworld.
The PDDLproblem defines the next items:

e Objects: Outstanding things in the world.

¢ Initial state: Initial state of the world.

e Goal specification: Things that must be true.
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e Objective function: Plan quality measures (metrics).

Once a problem is modelled through PDDL, a generic or speebplanner
can be used to obtain the required solution, e.g., UCRGHA 1994, Graph-
plan Blum and Furst1997), SHOP2 (lau et al, 2003, VHPOP (Younes and
Simmons 2003 or SGPlan Chen et al.2000.

2.2.3 Integrating P&S

Planning and scheduling are rather related areas sincelbathvith the temporal
planning of activities. The main difference between bo#maaris that in schedu-
ling the activities to be planned are known and that it alwayslves the resource
perspective, while in planning the activities which will becluded in the plan
need to be determined and resource constraints are notsabeagidered.

Many works which combined P&S can be found, since severabaptoblems
involve both of them. A problem involving P&S is charactexdzby: (1) there is
a goal to be reached through the execution of a sequenceiwtiastwhich are
unknown a priori (planning), and (2) each of these actisihas a specific dura-
tion and requires a specific resource to be executed, soetimgioral constraints
exist between the execution of activities, and certain gi@mal) objective function
needs to be optimized (scheduling).

Some of the extensions to scheduling that have been coadidarch as alter-
native resources and process alternatives, lead to mddlsite closer to plan-
ning, as problems involving choice of actions are often réga as planning pro-
blems Emith et al, 2000).

Some planning techniques are not able to represent or re@tdoresources,
metric quantities or continuous time. Moreover, plannieghhiques do not ty-
pically consider optimization. Therefore, there are maryrks which extend
classical planning techniques in order to deal with resesiforabble and Tate
1994 Laborie and Ghallab1995, metric quantitieskoehler, 1998 Penberthy
and Weld 1994, and optimization criterions/(olfman and Weld 1999 Vossen
et al, 1999. Furthermore, there exist works which extend planningnégues in
order to allow working with continuous time and temporal stvaints Penberthy
and Weld 1994 Smith and Weld1999.

2.3 Constraint Programming

Constraint Programming (CP, cf. Fig.6) is a software technology which is used
for modelling and solving a wide scope of problems of variatlire which pursue
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Figure 2.6: Constraint Programming.

different goals Dechtey 2003 Rossi et al.2006. CP can be used, among others,
for planning and scheduling purposésa(idg 2010).

In order to solve a problem through constraint programmihg,process is
divided into two steps:

1. Modelling the problem as a Constraint Satisfaction FmohICSP (cf. Sect.
2.3.]), i.e., defining variables, domains for the variables, aodstraints
which relate the variables.

2. Solving the CSP (cf. Sec2.3.2. This step can be developed through many
different techniques, e.g., search algorithms, consigtéechniques, and
hybrid techniques.

In constraint programming, dissociating the modellingefproblem from the
solving technique is desirable, so that the problem is cetep specified through
a model which can be solved by using a wide scope of diffeesftrtiques.

2.3.1 Constraint Satisfaction Problems

In order to solve a problem through constraint programmiingeeds to be mo-
delled as a constraint satisfaction problem (CSP) (cf. D8}.

Definition 13. ACSPP = (V, D,chp)8 is composed by a set of variables V, a
domain of values D for each variable yat V, and a set of constraintscgp
between variables, so that each constraint representsadiogl between a subset
of variables and specifies the allowed combinations of \sataethese variables.

8CcspandCgp are used for relating a set of constraints of a CSP and of draimsbased BP
model, respectively.
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In general, the same problem can be modelled in differenswélye selection
of a specific model is essential since, in most cases, itlgrediuences the stra-
tegy which must be followed in the search process as well@gxtkcution time
which is needed for finding the required solution.

A solution for a CSP (cf. Defl4) consists of assigning values to all the CSP
variables.

Definition 14. A solution S=< (vary,val), (var,val),...(vary,valy) > for a
CSP P= (V,D,R) is an assignment of a value yab each variable vare V. A
solution ispartial if there exist one or more CSP variables which are not instan-
tiated. A solution ideasiblewhen the assignments variable-value satisfy all the
constraints.

In a similar way, a CSP is feasible if there exists at leastfeasible solution
for this CSP. From now or§'® refers to the value assigned to variabé in the
(partial) solutionS.

Similar to CSPs, in constraint optimization problems (CQ#?s Def. 15), a
solution which meets the constraints and also optimize aipebjective func-
tion is pursued. The complexity of solving a satisfiabilitpplem is, in general,
NP-complete, while in the case of optimization problemssisally NP-hard.

Definition 15. ACOPPo = (V,D,R,0) is a CSP which also includes an objective
function o to be optimized.

A feasible solutionS for a COP isoptimal when no other feasible solution
exists with a better value for the variable relateatwar,). Many problems can
involve multiple conflicting objectives that should be colesed at the same time
(multi-objective optimization problems).

Once a problem is modelled as a CSP, several goals can besduesg.:

Finding any feasible solution for the CSP.

Finding several feasible solutions for the CSP.

¢ Finding all the feasible solutions for the CSP.

Finding the optimal (or optimized) solution for a COP.

e Finding a set of optimal (or optimized) solutions for a COP.

A classic problem which can be modelled as a CSP is the mapirglpro-
blem. This problem consists of coloring a map which is dididea set of regions
so that a color need to be assigned to each region, takingaetmunt that regions
sharing a boundary line do not have the same color and onbjif&peolors can
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Figure 2.7: Map coloring problem.

be used. The modelling of this problem as a CSP is made sodbhatregion is a
CSP variable, the domain of each variable is composed byethef sllowed co-
lors, and the constraints establish inequality relaticete/ben the variables which
represent adjoining regions. FiguPe7 shows an example for this problem in
which there are 4 region&,, Ry, Rc andRy, and 3 allowed colors, red (r), green

(g) and yellow (y).

2.3.2 Solving the CSP

As mentioned before, constraint programming allows to spdahe models from
the search algorithms, so that once a problem is modelledieckarative way as
a CSP, a generic or specialized constraint-based solvdveased to obtain the
required solution. In this way, the same solving methodsbeansed for different
problems. Several mechanisms are available for the salofi€SPs and COPs,
which can be classified as search algorithms, consistecbyitues and hybrid
techniques.

Search Algorithms

Search algorithms are based on the exploration of the salgpace, i.e., set of
all the possible assignments of values to variables, urgdlation is reached or
that none exists is proved.

There are several ways to classify the search algorithme.adtihhe most used
is classifying the search algorithms in complete and indetegsearch.

Complete Search Complete search algorithms (which are also called systemat
algorithms) guarantee that a solution will be found if onistss and can be used to
show that a CSP does not have a solution and to find a optimal@oin COPs.
The possible combinations of assignments of values to tliev@8ables lead
to a space state which can be represented by a tree o seapth dtach node
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of the search tree represents a partial assignment of vedweset of variables.
The root node of the search tree represents the case in whychaaable is ins-
tantiated, while the leaf nodes represent the cases in vati¢he variables are
instantiated.

There are many systematic search algorithms, most of thenbased on
chronological backtracking{ouhoub et al.2003.

Incomplete Search Incomplete search algorithms consist of exploring only cer
tain regions of the state space so that, in general, the mdacfoptimal) solution
can not be guaranteed. They are widely used due to the cargdarch usu-
ally requires a high cost. Local or stochastic search algms are examples of
incomplete algorithms.

Local search algorithms typically start generating a fidtison of a given
problem instance (in a random or a heuristic way), which mainkeasible, sub-
optimal or incomplete. This initial solution is iteratiyeimproved so that the
value for the objective function is optimized in the case QIRS, or the number
of inconsistencies are reduced in the case of CSPs. In maet dliese algorithms
finish after certain tries or iterations have been complededvhen the required
solution is found.

A wide scope of local search algorithms can be found in teedture, e.g., ge-
netic algorithmsi{litchell, 1999, simulated annealing{(rkpatrick et al, 1983,
taboo searchlover, 1989, and Greedy Randomized Adaptive Search Procedure
(GRASP) (eo and Resend®989 1995. Different local search algorithms vary
in the way in which improvements are achieved, and in pdgicin the way in
which situations are handled when no direct improvemenbssible.

Moreover, some algorithms combine systematic and locatkdachniques,
e.g, Large Neighborhood Search (LNS){inger and Ropke010).

Consistency Techniques

They are also called constraint propagation techniquebktefar to any reasoning
which consists in explicitly forbidding values or combiiwets of values for some
variables of a problem because a given subset of its contstizannot be satisfied
otherwise Rossi et al.2009. In a related way, the inference process consists of
evolving from a problem P to an equivalent problem P’, i.&aatly having the
same set of feasible solutions, which presents a smalletisolspace, and hence,
which is easier to solve.

Concepts related to different grades of consistency (cfs.Dks, 17, 18, and
19) typically have a great relevancy in consistency techrsque
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Definition 16. A CSP= (V,D,Ccsp) presentsnode consistencyff every unary
constrainte Ccsp on a variable is satisfied by all values in the domain of the
variable, and vice versa.

Definition 17. A CSP= (V,D,Ccsp) presentsarc consistencyff for all pairs of
CSP variablegvary,varp)|vary, varp € V, for each value of varin the domain
of var; there is some value in the domain of yainat satisfy all the constraints
stated in @spbetween varand vae, and vice versa.

Definition 18. A CSP= (V,D,Ccsp) presentspath consistencyiff all pairs of
CSP variableqvary,varp)|vary,var, € V present path consistency with all the
other variables= V. A pair of variables vay and vag presents path consistency
with a third variable vag iff for every pair of valuegval, valy) that satisfies the
binary constraint between vaand vap, there exists a value valn the domain
of vars such that(val;, valz) and (valy,vals) satisfy the constraint between yar
and vag and between varand vag, respectively.

Definition 19. A CSP= (V,D,Ccsp presents-consistencyiff all tuples of i-1
variables present i-consistency with all the other vareshl A tuple of i-1 va-
riables is i-consistent with another variable if every cstsnt evaluation of the
i-1 variables can be extended with a value of the other vaeiathile preserving
consistency. In a related way, strong i-consistency isrgiveen all j< i present
j-consistency.

In this way, 2-consistency coincides with arc consisteridyeé problem is
node-consistent, while 3-consistency coincides with gatisistency only if all
constraints are binary.

Many algorithms has been proposed in literature for esthinlg arc consis-
tency in a CSP, e.g., the pione&€1, AC2 andAC3 (Mackworthy 1977 or the
recentAC3° (Lecoutre and Vion2009).

Consistency techniques can be complete or incomplete, @aieed as fol-
lows.

Complete Inference The inference is called complete when after performing
the inference process, the problem has a direct solutign aglaptive consistency
algorithm (arrosa and Meseguegr003).

Incomplete Inference The inference is called incomplete when after perfor-
ming the inference process, the problem does not have d doletion, and hence
a search for finding a solution needs to be performed, egcansistency.

To improve the modelling of the problems and to efficientlndia the cons-
traints in the search for solutions, constraint-basedgsals may includglobal
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constraints implemented througfiltering rules or propagators (i.e., responsible
for removing values which do not belong to any solution). Séhglobal cons-
traints facilitate the specification of the problem at thensdime as the related
filtering rules enable the efficiency in the search for sohsito increase since
during search process these filtering rules remove incemsisalues from the
domains of the variables.

Hybrid Techniques

Hybrid techniques are based on the search of solutionsghrthe combination
of search algorithms + consistency techniques, so thatdbedspects from both
techniques try to be combined in order to get a good solvinghraeism.

Hybrid techniques can be classified in:

e Combination of systematic search and incomplete inferelmceach node
of the search subtree, the local consistency of the sulbgarohlhich is re-
presented by that node is dealt with, so that the incondigimtial tuples
are detected. These inconsistent tuples are removed, aue fige state
space is reduced and even inconsistency can be detecteddbthain be-
comes empty. Examples of these techniques are confliattdddackjum-
ping (Prosser1993, learning Erost and Dechtgrl994), and maintaining
arc consistency (MAC)Sabin and Freudgi994).

e Combination of systematic search and complete inferemogeheral, com-
plete inference is very costly due to the high computatieffairt which it
requires. However, taking into account the value of somarpaters, there
are certain situations in which the application of compieference is sui-
table combined with a search algorithm. An example of thehibéque is
called variable elimination search, VESs(rosg 2000).

2.3.3 Constraint Programming for Planning and Scheduling

Scheduling problems have been successfully addressedwateascope of ap-
plications using constraint-based techniques. Most afélpyoblems can be mo-
delled in a natural way, so that, since the actions are sagblas are chosen to
correspond to the temporal unknowns (mainly start and endd) or to the or-
dering of tasks, and constraints gather precedence angroesconstraints{eck
and Fox 1999. Typical CSP modelings for the job shop problem states tidue s
times of the activities as the variables of the CSP, and thetcaints are divided
in two groups:
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e The precedence constraints are a set of inequalities imgpthie variables
corresponding to the start times of the activities of theesgoh or related by
precedence relations, and taking into account the dusatibthe activities.

e The resource constraints may be defined as disjunctionsebatithe start
time of the activities using the same resource. Howeveerapproaches
have been used, as representing the use of each resourtéheyeaitivities
with global constraints, which may allow more efficient filtey algorithms.

Moreover, CP has been used in several recent Al planfhers=(ek et al.
2005 Vidal and Geffney 2006 Tu et al, 2007 Gabriel and Grandcola2009
Bao et al, 2011), since this paradigm is at the core for combining planning a
scheduling techniques.

On the other hand, many constraint-based proposals fangdR&S problems
existin the literature, e.g.T{mpe 2002 Liu and Jiang2006 Gomes et a).2006
Garrido et al, 2008 Moura et al, 2008 Garrido et al. 2009. Furthermore, se-
veral filtering algorithms for specialized scheduling doaisits have been deve-
loped. Specifically, Eeck and Fox2000 and @artak and Cepglk2010) model
scheduling problems which include alternative and opfitasks respectively, to-
gether with their filtering rules. Moreover, the workstak and Cepgk2009
proposes filtering rules for both precedence and dependmmstraints in order
to solve log-based reconciliation (P&S) problems in dasalsa In those studies,
the precedence constraints signify the same as in P&S pnshlevhile the de-
pendency constraints are given between optional acswtigich can potentially
be included in the final schedule. The wotkiporie et al. 2009 introduces new
types of variables (time-interval, sequence, cumulatvel state-function varia-
bles) for modelling and reasoning with optional scheduéingivities. In addition,
(Lombardi and Milanp2010) presents a set of filtering rules for cumulative cons-
traint propagation when solving an extension of the resseonstrained project
scheduling problem which includes time lags and uncertmonded activity du-
rations. Furthermore]{onetie et al.2009 includes a constraint-based approach
for the Just-In-Time Job Shop Scheduling, i.e., each d@gthas an earliness and
a tardiness cost with respect to a due date. This approatidexa filtering
algorithm which uses a machine relaxation to produce a I®wend, and dedi-
cated heuristics. This work also includes pruning rulescWhipdate the variable
bounds and detect precedence constraints.

2.4 Al Planning and Scheduling for BPM

In recent years, interest has grown in the integration of R&3niques with
BPMSs, e.g.,ifla et al, 2006 R-Moreno et al.2007 Gonzalez-Ferrer et ak009
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Rhee et al.201Q Hoffmann et al. 201Q Tsai et al, 201Q Barba and Del Vallg
201Q PLANET, 2003 Berry and Drabblg200Q Goldmann et a).200Q Jarvis
and et al, 2000, since there are several points where P&S tools can beigt#bc
applied to BPMSs. However, from our point of view, severalrmections between
these two disciplines remain to be explored.

P&S techniques can be used to enhance different stagestodthigonal BPM
Life Cycle (Weskg 2007) (cf. Fig. 2.1), as outlined below:

e Process Design & Analysis: As stated, traditionally, thiege is mostly
a human activity. However, this phase can be extended sd>&&ttech-
niques can be leveraged to automate the generation of @etinBP models
by taking into account some information, such as dependsrimétween
activities, activity durations, resource availabiliteasd objective functions.

e Process Enactment: In this phase, P&S techniques can béaiaatbma-
tically adopt the execution of BP models to changing circdamees, e.g.,
resource unavailability, differences between an actualigcduration and
expected duration, failures, etc.

e Evaluation: In this phase, P&S techniques can be used taowve@P mo-
dels by considering the information stored in the executgs.

Table2.1(R-Moreno et al.2007) describes at a high level the concepts which
Al P&S share with the BPM community (for a more detailed dgziwon cf. Work-
flow Management PLANET TCUHLANET, 2003 roadmap).

Table 2.1: Concepts mapping between Al P&S and BPM.

P&S BPM

Modelling + Planning and Scheduling Modelling and Schetuli

Execution Enactment

Re-planning Exceptions

Monitoring Monitoring

Operators Activities, tasks, ...

Initial State Organization, resources

Goals Business goals, service provision, ...

Most related work integrates P&S with BPMS in the enactméiaisg in order
to make dispatching decisions as to which activity shoulcekecuted using a
resource when it becomes free (dynamic scheduling) (ctt. 8et.2, while very
few integrations are carried out during the modelling pHageSect.2.4.7).
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2.4.1 P&S for the Process Design & Analysis Phase

In (Gonzalez-Ferrer et 22009, the BP information is provided through an exe-
cution/interchange language, XPDL. The XPDL file is anatlytmeobtain a work-
flow pattern decomposition, which is translated into the HFDIDL language.
This is used as the input of a planner, and the resulting @aulsl be interpreted
as workflow instances. In a similar way,l{es et al, 2009 presents a proposal
for the automatic generation of BP models in workflow systebased on ge-
netic techniques for the optimized planning and schedwinBP activities. In
(Alves et al, 2009, the BP information is provided through the XPDL language,
which is translated into PDDL, and the generated BP moddkis specified in
XPDL. The XPDL language lacks some power for the correctasgmtation of
complex workflow patterns/tin der Aalst2003. Specifically, only serial, parallel
split-join, and parallel exclusive-OR templates are cdesad in (Gonzalez-Ferrer
et al, 2009.

In a related way, inRR-Moreno et al.2007), planning tools are used for the
semi-automatic generation of BP models, by consideringkti@vledge intro-
duced through BP Reengineering languages. This knowleslgranslated into
predicate logic terms in order to be handled by a planner,aandpdated BP
model is obtained. The process information is providedughoan object-oriented
structure modelling tool that follows a rule-based apphoac

Additionally, (Hoffmann et al, 2010 proposes a planning formalism for the
modelling of BPs through an SAP specification (Status an@Advlanagement,
SAM), which is a variant of PDDL.

Furthermore, Kerreira and Ferreif2006 proposes to refine BP models by
combining learning and planning techniques, starting frocesses which are
not fully described. Kerreira and Ferreiy&006 needs past process executions
and examples provided by the user to apply learning teclesigMoreover,er-
reira and Ferreir,a2006 does not considered the optimization of any objective
function in the generation of the plans.

2.4.2 P&S for the Process Enactment Phase

Most of the related works integrate scheduling tools in BR&tems for the enact-
ment phase, in order to take dispatching decisions as towautvity should be
executed using a resource when it becomes free (dynamidwglaing). As fol-
lows, a representative set of them are briefly summarized.

One of the first works, 4hao and StoRr1999, develops a framework for
temporal workflow management, including turnaround-timedcation, time al-
location, and task prioritization.
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In a related way, the workS(on and Kim 2007) proposes a schema for ma-
ximizing the number of workflow instances satisfying a ptedained deadline,
based on a method to determine the critical activities.

Moreover, the workl{la et al, 2006 proposes a set of process execution rules
based on individual worklists, and develops algorithmdliertask assignment in
order to maximize the overall process efficiency, whilerngkiesource capacities
into account.

Furthermore, the workHhee et al.2010) presents a Theory of Constraints
(TOC)-based method for the improvement of the efficiency BB

Recently, the work{sai et al, 2010 proposes distributed server architecture
for the management of the BP workflow, and presents techsifpuiehe dynamic
allocation of the resources.

Related to decision support systemsypayrak and Bell2003 develops a
knowledge-based decision support system (KBDSS) for gkam scheduling
in flexible manufacturing systems (FMS). This work conssdigre optimization
of the efficient use of the machining cells by using a knowketgsed expert
system in order to support the decision making process. ddere (Chaturvedi
et al, 1993 manages multiple objectives in a hierarchical way. In atszl way,
(Thompson and Goodgl2006) addresses the scheduling of a group of employees
which present different productivity considering the $tastic nature of customer
arrivals and replans during run-time when estimates am@iact.



Chapter 3

From Constraint-based
Specifications to Optimized BP
Enactment Plans

3.1 Introduction

3.1.1 Motivation

Typically, business processes are specified in an imperaiay, i.e., an activity
sequence that will result in obtaining the related corpogatal is defined. How-
ever, declarative BP models are increasingly used andukege allows the user
to specify what has to be done instead of having to specifyihbas to be done.
Declarative BP model specifications facilitate the humamkwovolved, avoid
failures, and obtain a better optimization, since the taattire of human know-
ledge is often an obstacle to eliciting accurate processetsdderreira and Fer-
reira, 20009.

The advantages of using declarative languages for BP nioglefistead of
imperative languages, i.e., support for partial workflowsga(ner et al, 2004,
absence of over-specificatiordsic et al.2007), and provision of more maneu-
vering room for end users’gsic et al.2007), are discussed in several studies,
e.g., Rychkova et al.2008a Fahland et a).2009 201Q Pichler et al.2017).

3.1.2 Contribution

Due to their flexible nature, frequently several ways to ekedeclarative process
models exist. Therefore, there are several enactment paied to a specific de-
clarative model, each one presenting specific values fardifit objective values,

35
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e.g., overall completion time, i.e., time needed to congpét process instances
which were planned for a certain period.

In this chapter, generating optimized BP enactment plam# fdeclarative
specifications is proposed in order to optimize the perforceaof a process, ac-
cording to objective functions like minimizing the overaimpletion time. The
generated optimized BP enactment plans can leverage theiBRiyicle (/Veskeg
2007), since they can be used for simulatiéioginat et al.2009), time prediction
(van der Aalst et a)2011), recommendationsSchonenberg et aR008 Haisjackl
and Webgr201Qq Barba et al.2011), and generation of optimized BP modeis (
Moreno et al. 2007 Alves et al, 2008 Gonzalez-Ferrer et al2009 Barba and
Del Valle, 20115, which are innovative and interesting topics nowadaycBp
cally, in this Thesis Dissertation, the optimized planswsed for:

1. Giving users of flexible BPMSs assistance during the m®e&ecution (cf.
Chapterd).

2. Generating optimized BPMN models (cf. Chagdgr

For the generation of these optimized enactment plangjtaesito be execu-
ted have to be selected and ordered (planning problgm(ab et al.2004)) con-
sidering both control-flow and resource constraints (satieg problem Brucker
and Knusf2006) imposed by the declarative specification.

For planning and scheduling (P&S) the activities such thafarocess goal is
optimized, a constraint-based approach is proposed simgst@int Programming
(CP) Rossi et al.2006 supplies a suitable framework for modelling and solving
problems involving P&S aspectSélidg 2010. For this, the declarative model
is complemented with information related to estimatesndigg the number of
instances, activity durations, and resource availabditi

For the declarative specification of BP models, ConDees(c and van der
Aalst, 2006 van der Aalst and Pesi2006}) (cf. Sect.2.1.2 is considered to be
a suitable base language, since it allows the specificafiBf @ctivities together
with the constraints which must be satisfied for correct BRcement and for
the goal to be achieved. In this work, an extension of ConDbichwincludes
reasoning with resources and parallel executions, namedE&oR Garba and
Del Valle, 20119 (cf. Sect.3.2), is considered.

The main contributions of this chapter can be summarized|bsifs:

e The definition of a language for the constraint-based spatifin of BPs
which extends ConDec ¢sic and van der Aalsz2006 Pesic et a}.2007),
named ConDec-R (cf. Se@.2 Step 1 in Fig.3.1), to enable the reasoning
about resources.
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Figure 3.1: Al P&S techniques for the generation of optirdiB# enactment plans.

e Automatic planning and scheduling of the BP activities fa generation of
optimized BP enactment plans from the ConDec-R specifiegtithrough
a constraint-based approach (cf. S&8, Step 2 in Fig.3.1) (Barba and
Del Valle, 20119. The proposed constraint-based approach includes new
global constraints for the definition of the high-level tedas between ac-
tivities which can be executed several times, i.e., repeattivities, and
the corresponding filtering rules (cf. Append®}. The developed global
constraints facilitate the specification of the problemhat same time as
the related filtering rules enable the efficiency in the de&wvc solutions to
increase. The developed filtering rules deal with a comtonatf several
aspects, and, in most cases, result in new complex filteuleg r

¢ Validation of the proposed approach through the analystiftédrent per-
formance measures related to a range of test models of gacgimplexity
(cf. Sect.3.4).

It should be emphasized that the proposed constraint-laggedach (cf. Sect.
3.3) can be used to help the modelling and the solving of furth@nmpng and
scheduling problems which include similar relations be&twespeated activities,
and which are unrelated to business process environments.

This chapter is organized as follows: Sect®Rintroduces the declarative BP
language which is proposed, i.e., ConDec-R, Se@iBmletails the generation of
optimized BP enactment plans from ConDec-R specificatiBestion3.4 deals
with the evaluation of the proposed approach, and finallgti&e3.5summarizes
related work.

3.2 ConDec-R: Constraint-based Specification of Bu-
siness Processes

In order to plan and schedule the BP activities, ConDec idl asea basis. As
stated in Sect.2.1.2 ConDec allows the specification of BP activities together
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ConDec-R Specification

(1) ConDec

——————— I |_ resource |- (2) Estimates }—»‘ (3) Resource Availabilities

Figure 3.2: ConDec-R process model specification.

with the constraints which must be satisfied for correct B&anent and for the
goal to be achieved. ConDec is based on constraint-baseddgiélsn(cf. Def.
5 on pageld), and resource constraints can be specified for each BRtadtiv
associating a role with that activity. Constraints can badealdto a ConDec model
to specify forbidden behavior, restricting the desireddwatr (for a description
of the complete set of constraints, cfia(l der Aalst and Pesi20069). In this
way, ConDec basic templates can be divided into existertajon and negation
constraints.

The basic ConDec-R templates, extending the ConDec teespfain der
Aalst and Pesi20069, together with its formal specification through consttain
and some examples of valid and invalid traces are listéppendix A.

To make ConDec usable for our concrete application, an siierof Con-
Dec (named ConDec-R) is defined in this chapter, as detail&kct. 3.2.1and
Sect. 3.2.2 ConDec-R supports all constraints describedvin(der Aalst and
Pesi; 20069 and additionally provides extended support for branckeetplates,
as described in\(ontali, 2009).

3.2.1 Extending ConDec with Estimates and Resource Availa-
bilities

To support the direct reasoning of resources (which is nesipte in ConDec)
ConDec is extended with estimates of activity durations thedspecification of
resource availabilities. In short, a ConDec-R process frspeification (cf. Def.
200n page39, Fig. 3.2 extends a ConDec model (cf. Fig.2(1)), i.e., specifying
control-flow and resource requirements, by including:

e Theestimated duration of each activity (cf. Fig.3.22)). Estimates can
be obtained by interviewing business experts or by analypast process
executions (e.g., by calculating the average values of éhanpeters to be
estimated from event logs). Moreover, both approaches eaoimbined to
get more reliable estimates.
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e Theavailable resourcesof each role (cf. Fig.3.23)). This information
is independent of the ConDec-R activities, and hence it GachHanged
without affecting the specification of the activities, andewersa.

Notice that the resource availabilities can be unknown starting the gene-
ration of the optimized plans. This can be tackled by theenirproposal since
the most static information, i.e., the control-flow and gse requirements (cf.
Fig. 3.2(1)), is complemented with more changing information, tlee estimates
(cf. Fig. 3.22)), and finally the most dynamic data, i.e., informationresource
availabilities (cf. Fig.3.23)), is included. In this way, the same BP constraint-
based specification can be easily adapted to changing camglie.g., different
resource availabilities or activity durations.

In this way, a ConDec-R model (cf. DeR0) extends a ConDec model (cf.
Def. 5 on pagel4) by including resource availabilities and extended BPvé@ds,
i.e., BP activities including resource requirements pktgweated duration.

Definition 20. A ConDec-R process mod€R = (ActsCgp, Reg related to a
constraint-based process modeE=SA,Cgp) is composed by a set of extended
BP activities Acts, which contains tuplés, role,dur) which includes for each
BP activity ac A the role of the required resource (i.e., role) and the eated
duration (i.e., dur); a set of ConDec constraintggla set of available resources
Res, and composed by tuplesle, #role) which includes for each role (i.e., role)
the numbet#role of available resources.

An example of a ConDec-R process model is depicted in Big1), where
Acts={(A,R1,5),(B,Ry,3),(C,R1,4)},Cgp = {Exactly2,A), Precedence, B),
Precedenc@A,C), NotCoexistend®,C)}, andRes= {(R1,2), (Rz,1)}.

3.2.2 Extending ConDec with Parallel Execution of Activites

In ConDec no parallelism is considered in the execution t¥igies which are re-
lated by ordering constraints since ConDec activities svmg. In this work, non
atomic activities, i.e., durative activities, are consate and hence the ConDec
templates are extended so that the relations which aredstat&llen’s interval
algebra Qllen, 1983 are allowed in order to deal with temporal reasoning. In
ConDec-R, the relatioactivity b must be executed aftercan imply four diffe-
rent meanings:

e st(b) > et(a) (default option)
e st(b)

v

st(a

N

e et(b) > et(a)
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2. Constraint-based Approach

3. CSP Solution

1. ConDec-R Specification

Constraint-based Specification

Precedence

A requires R,
B requires R,
C requires R,

Estimates
Duration(A) = 5
Duration(B) = 3
Duration(C) = 4

Resource Availabilities
#R, =2
#R, =1

CSP Variables
/INumber of scheduling
activities for A
nt(A): {0..2}

/st sched. activity for A
st(A,):{0..24};et(A,):{0..24}
res(A,){1..2};sel(A):{0..1}
/I2nd sched. activity for A
st(A,):{0..24};et(A,):{0..24}
res(A){1..2}:sel(R,)40..1}
/INumber of scheduling
activities for B
nt(B): {0..2}

/st sched. activity for B
st(B,):{0..24};et(B,):{0..24}
res(B,):{1};sel(B,):{0..1}
/I2nd sched. activity for B
st(B,):{0..24};et(B,):{0..24}
res(B,):{1};sel(B,):{0..1}
/INumber of scheduling
activities for C
nt(C): {0..2}

/st sched. activity for C
st(C,):{0..24};et(C,):{0..24}
res(C,):{1..2};sel(C,):{0..1}
/12nd sched. activity for C
st(C,):{0..24};et(C,):{0..24}
res(&,)41..2ysel(&,)40..1}
/IFunction to Opﬁmize
OCT: {0..24}

CSP Constraints
IIA specific
execution of a
repeated activity
precedes the next
execution of the
same activity
et(A,) <= st(A,)
et(B,) <= st(B,)
et(C,) <= st(C,)
lInt variable is
directly related to
the sel variables of
the associated
sched. activities
sel(A,) == nt(A) >= 1
sel(A,) == nt(A) >= 2

sel(B,) == nt(B) >= 1
sel(B,) == nt(B) >= 2
sel(C,) == nt(C) >= 1

sel(C,) == nt(C) >=2
lIFor each ConDec
constraint a
constraint is added
Existence(2,A)
Precedence(A,B)
Precedence(A,C)
NotCoexistence(B,C)

CSP Variables
/INumber of scheduling
activities for A
nt(A): 2
/st sched. activity for A
st(A,):0;et(A,):5
res(A,):1;sel(A,):1
/12nd sched. activity for A

st(A,):5;et(A,):10
res(/fz)ﬂ ;sel(Ay):1
/INumber of scheduling
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activities for B
nt(B): 0
/st sched. activity for B
st(B,):-;et(B,):-
res(B,):-;sel(B,):-
/I2nd sched. activity for B
st(B,):-;et(B,):-
res(B,):-;sel(B,):-
/INumber of scheduling

4. BP Enactment Plan

activities for C
nt(C): 1
/st sched. activity for C
st(C,):5;et(C,):9
res(C,):2;sel(C,):1
/12nd sched. activity for C
st(C,):-et(C,):-
res(Cz):—;seI(é ):-
/[Function to Opfimize
OCT: 10

Figure 3.3: From ConDec-R specification to BP enactment plan

e et(b) > st(a)

In this way, in ConDec-R some of the ConDec templatess(c and van der
Aalst, 2006 Pesic et al.2007) are adapted and extended by considering the pos-
sible parallelism in the execution of those activities thid related by ordering
constraints. This leads to four variants for the same teaipetation between
two activitiesa andb, which is represented by an additional label at the end of the
template name. This label represents: first, the time ilata which is constrai-
ned (start, S, or end, E), and the time related vehich is constrained (start, S, or
end, E) through the inclusion of the tempfat&herefore, the four variants for the
same template are: SS, ES, SE, EE. As an example, RespoAsgB8€Eans that
after starting the last execution of A, at least one exeoutioB must be started.

A case of study which include some examples of this kind céesion is detailed
in Sect.5.3

Notice that the ConDec-R language allows those typicaltcaimss which are
considered in literature to be specified, i.eafiq et al.2005 van der Aalst and
Pesi¢ 20063:

e Constraints which restrict the selection of activities.

e Constraints which restrict the ordering of activities.

LIn a similar way, ConDec++H\(ontali, 2009 and Saturnfemeyer et a).2010) also consider
constraints imposed on the start and the completion timasiofatomic activities.
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e Constraints which restrict the requirements of resources.

3.3 From ConDec-R to Optimized Enactment Plans

In this section, the complete process which is proposedriergée BP enactment
plans from a ConDec-R specification through constraint yanogning is detailed
(cf. Fig. 3.3). As stated, BP activities and constraints are specifieddorgDec-R
model (cf. Step 1 in Fig3.3, Sect.3.2) so that frequently several feasible ways to
execute this model exist. Each specific feasible executien@nDec-R model
leads to a specific value for the function to optimize. In gah¢here can be more
than one optimal execution, i.e., feasible solution legdiina minimal completion
time?. In order to generate optimal (or optimized) execution glfor a specific
ConDec-R modé| a constraint-based approach for P&S the BP activities (cf.
Step 2 in Fig. 3.3) is proposed. The obtained plans, i.e., solutions to the COP
(cf. Step 3 in Fig.3.3), optimize the specified objective function (cf. Def2

on pagel?) and satisfy all the constraints which are stated in theiipaton of

the problem, i.e., reaches the specified goal (cf. Dif.on pagel?). Lastly,

the generated plans are visualized as Gantt chart{; 1913 (cf. Step 4 in Fig.
3.3) which illustrates the start and the end times of the aadwitogether with the
assigned resource.

3.3.1 Translating the ConDec-R Model as a CSP Model

As first step of the constraint-based approach, the Condewdée| needs to be
translated to a CSP. Regarding the CSP model of the propasetraint-based
approach, BP activities (repeated activities, cf. O&f), which can be executed
arbitrarily often if not restricted by any constraints, aredelled as a sequence of
optional scheduling activities (cf. De22). This is required since each execution
of a BP activity is considered as one single activity whickaweto be allocated
to a specific resource and temporarily placed in the enadtpian, i.e., stating
values for its start and end times.

In this way, there are two main types in the proposed CSP n{ofidtig. 3.4):

1. Atype representing the BP activities, nani&epeatedActivity

2In this chapter the overall completion time as objectivecfion is considered. However, note
that the proposal can be easily extended to support furthjective functions like cost.

3Notice that although the generation of optimal solutiondesirable, optimized solutions are
acceptable for problems which present NP-complexity, saglhe considered problems, since
finding the optimal solution cannot been ensured in all cases
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RepeatedActivity
-role: Rol
-dur: int
-nt: var{int}={0..maxExecutions}

1

*

SchedulingActivity
-st: var{int}={0..maxOCT}
-et: var{int}={0..maxOCT}
-res: var{int}={1..maxRes}

-sel: var{int}={0..1}

Figure 3.4: RepeatedActivity and SchedulingActivity tgpe

2. A type representing each execution of the BP activity, e@&8cheduling-
Activity.

Definition 21. A repeated activitya = (role,dur,nt) is a BP activity which can
be executed several times. The properties of a repeatedtgcire:

e role: it represents the role of the required resource for dativity execu-
tion®.

e dur: itis related to the estimated duration of the BP activit

e nt: itis a CSP variable which represents the number of tirhedP activity
can be executéd

Given a ConDec-R process mo@R = (ActsCgp, Reg (cf. Def. 20), the set
of related repeated activities is composed fple, dur, nt), (a, role,dur) € Acts}.
For example, activitied, B andC of the constraint-based model of Fi§).3(1) are
repeated activities. Activitp, for example, requires resource of réte and has
an estimated duration of 5. Moreover, the maximum numbectfity executions
for A'is between 0 and 2.

Since a repeated activity can be executed several time$fieasiing activity
(cf. Def. 22) refers to a specific execution of a repeated activity. Is thay,
for each repeated activityt scheduling activities exist, which are added to the
CSP problem specification, apart from including a variatilécf. Fig. 3.32)).
For example, for repeated activifyin Fig. 3.3 two scheduling activities exist
(referred to ag\; andAy).

4For sake of simplicity, the same required resource is censiifor all the executions of a BP
activity. Note that the proposed approach can also deal BRttactivities which require several
resources of various kinds of roles.

5The same estimated duration is considered for all the exaxsuof a BP activity.

6Lower and upper bounds are related to the domain of eachren@S$P variablear, represen-
ting minimum and maximum value which can be givevés in a feasible solution, respectively.
Therebyl B(var) andU B(var) refer to the lower and upper bounds of the domaixiart
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Definition 22. A scheduling activitysa= (st, et, res sel) represents a specific exe-
cution of a repeated activity, where:

e st: it is a CSP variable indicating the start time of the aittivexecution
(each execution of a BP activity needs to be temporarilygiddn the enact-
ment plan).

e et: itisa CSP variable indicating the end time of the acyiexecution (each
execution of a BP activity needs to be temporarily placedhednactment

plan).

e res: it is a CSP variable representing the resource used terexecution
(identified by a number between 1 and #role(role(res))).

e sel: itis a CSP variable indicating whether or not the schiedyactivity is
selected to be executed (cf. F§§3(2)).

Moreover, an additional CSP variable representing thectibgefunction to be
optimized, i.e., the overall completion time in the conteikthe current proposal,
namedOCT, is also included in the CSP mod@CT = ma)geActs(et(am(a))ﬂ

In order to ensure the consistency between the CSP varja#esral cons-
traints have to be added to the CSP (cf. R§(2)):

o Vi:1<i<UB(nt(a)): et(a) < st(aj+1), i.e., a specific execution of a
repeated activity precedes the next execution of the sativityac

e Vi:1<i<UB(nt(a)): sel(a) = nt(a) >=1, i.e., thent variable of the
repeated activity is directly related to tisel variables of the associated
scheduling activities, e.g., ift(a) = 2, thensel(a;) = 1, sel(a) =1 and
Vi:nt(a) <i <UB(nt(a)),sel(a) = 0.

Furthermore, for each ConDec template, a global constisiatided to the
CSP model, i.eExistencé2, A), Precedenc@, B), Precedencg?,C), andNot —
Coexistenc@, C) for the constraint-based model depicted in Bd.

Definition 23. A CSP-ConDec problenmelated to a ConDec-R process model
CR= (ActsCgp, Reg (cf. Def.20 on page39) is a COP B = (V,D,Ccsp0) (cf.
Def. 15 on page26) where:

e The set of variables V is composed by all the CSP variabldésded in the
presented CSP model plus the CSP variable related to thealbwemple-
tiontime (OCT), i.e.,\= {nt(a),ac Acts} U{st(a;),et(a),resa),sel(a),
acActsi € [1..UB(nt(a))]} UOCT.

"a; refers to the scheduling activity related to the i-th exaouof the repeated activitg.



44 CHAPTER 3. DECLARATIVE MODELS TO OPTIMIZED PLANS

e The set of domains D is composed by the domain of each CShhlavia
D(v), i.e..

D = {D(nt(a)) = {0..MC}, a < Acts}U
{D(st(a)) = {0..MC x dur(a)},a€ Actsi € [1..UB(nt(a))]} U
acActs
{D(et(5)) ={0.MCx % dur(a)},ac Actsi € [1..UB(nt(a))]} U
acActs

{D(res(&)) = {1..#role(role(a))},ac Actsi € [1..UB(nt(a))] } U
{D(sel(a)) = {0..1},ac Actsi € [1...UB(nt(a))]}

where MC is the maximum cardinality for the BP activitieddbished by
existence relations in the constraint-based model).

e The set of constraintsdgpis composed by the global constraints (imple-
mented by the filtering rules, cf. Appen@ixrelated to the ConDec-R cons-
traints included in @p together with the constraints from the proposed CSP
model, i.e.:

—Vi:1<i<nt(a):et(a) <st(a1)
- Vi:1<i<UB(nt(a)):sella)=nt(a) >i

for each repeated activity @ Acts.

e The objective function o is minimizing the OCT variable.

Figure3.3includes the translation from a ConDec-R specification sn@SP
so that the CSP variables and constraints are stated asrmedgla Def. 23 (cf.
Step 2). In general, for each repeated actigitp CSP variablat is added to the
CSP model. Thereby, the value foB(nt(a)) is initially set to O (it will be auto-
matically updated during the solving process if an existetanstraint is added
through the corresponding filtering rule, cf. Appendd) and forUB(nt(a))

a rough initial estimate is made by considering the maximinfigatory cardi-
nality of all repeated activities which is stated by exisewmonstraints. For the
constraint-based model depicted in Fig.3, for example, the upper bound for
all repeated activities is initially set to 2 (due to the éxge constraint related
to activity A). This value states the minimumt for all BP activities ensuring a
feasible solution (the optimal solution, however, in gah@rcludes lower values
of nt for several activities).

Moreover,LB(OCT) is initially set to ¢, andUB(OCT) is estimated as the
maximum cardinality times the sum of the duration of all tHe &tivities, i.e.,

8LB(OCT) can be also initialized to other different values, e.g., imaxn duration of all the
mandatory activities.
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2x (54 3+4) in the example of Fig3.3. This is since a trivial solution which
can be obtained results in a plan which includes the exatofieach BP activity
the maximum number of times when all activities are seqaéyxecuted.

For similar reasons, for each scheduling actiatylower and upper bounds
for st andet are set to the lower and the upper bound©GST. Furthermore, in
generalP(res(a;)) = {1..#role(role(a))},i.e.,D(regA)) = {1..2} andD(res(C))
= {1..2} for anyi since fR; = 2, andD(res(B;)) = {1} for anyi since fR, = 1 for
the constraint-based model depicted in Bg3. In addition, for each scheduling
activity a;, D(sel(a)) = {0..1}, sinceselis a binary variable indicating whether
or not the scheduling activity is selected to be executed.

3.3.2 Global Constraints and Filtering Rules

To improve the modelling of the problems and to efficientindia the constraints
in the search for solutions, the proposed constraint-bappdoach includes for
each ConDec template a related global constraint which pdemented through
a filtering rule (responsible for removing values which do lbelong to any solu-
tion) for the definition of the high-level relations betwedae BP activities. In this
way, the constraints stated in the ConDec-R specificatibn@ef. 20 on page
39) are included in the CSP model through the related globastcaimts. These
global constraints facilitate the specification of the peoiat the same time as the
related filtering rules enable the efficiency in the searets@dutions to increase
since during search process these filtering rules remowmsgistent values from
the domains of the variables. Notice that in the CSP modedipation, initial
estimates are made for upper and lower bounds of variableaithanicf. Sect.
3.3.)), and these values are refined during the search process.

As examples, three filtering rules of varied complexity arspnted as follows
(for a detailed description of all the developed filterintgsucf. Appendix B).

Existence(A, N)

ExistencéA, N) means thaA must be executed more than or equaNdimes,
nt(A) > N.

Exi stence(A N) is added ->
If N> LB(nt(A)) then
LB(nt(A)) <- N

Figure 3.5: Filtering Rule for the Existence Template

The Existencerule (Fig. B.1) is invoked when the template is added to the
constraint model, hence its trigger "Existence(A,N) isedid
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Proposition 1. If implemented properly, the time complexity of the rulesEeace,
which includes all possible recursive calls@§1).

Proof. TheEXxistenceule is fired only when the constraint is added, and the time
complexity of its execution is constant, hence the compjeddithis rule is©(1).
U

Precedence(A, B)

Precedenc@, B) means that before the executionB)fA must have been execu-
ted,nt(B) > 0= (nt(A) > 0) A (et(A1) <st(B1)). As can be seen in FigA.1(a)
(cf. AppendixA), this relation implies thaf; must preced®; in the case that
nt(B) > 0.

Precedence(A B) is added OR bounds of
nt (A) changed OR bounds of nt(B) changed OR bounds of st(B1)
changed OR bounds of et(Al) changed ->
If LB(nt(B)) > 0 then
nt(A) <- nt(A) - {0}
If UB(nt(A)) ==0 then
VAL(nt(B)) <
If LB(et(AL)) B(st(Bl))the
LB(st(B1) LB(et(Al))
If UB(et(Al)) S th
UB(et (AL) (st(B1))

> L
)) <

> UB(st (Bl
) <- UB(s

Figure 3.6: Filtering Rule for the Precedence Template

The Precedenceule (Fig. 10) is invoked when the template is added to the
constraint model or when the domain bounds of some variakespdated.

Proposition 2. If implemented properly, the worst-case time complexithef
rule Precedence, which includes all possible recursivésc@ Q(n), where n is
the number of Repeated (ConDec-R) Activities of the problem

Proof. The Precedenceule can be fired, at most,>3n times. This is due to the
fact that only a change in the first executi@gndet variables ofAct;) or in the
nt variable of a repeated activity can fire this rule. Moreotteg,time complexity
of thePrecedenceule execution is constant, and hence the worst-case caityple
of this rule isO(n). O

Alternate Precedence(A, B)

AlternatePrecedenc¢d, B) means that before the execution®f A must have
been executed, and between each two executiof 8f must be executed. It
implies that:
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Al'ternate Precedence (A B) is added OR
bounds of nt(A) changed OR bounds of nt(B) changed OR bounds of
st(A) for any i changed OR bounds of et(A) for any i changed OR
bounds of st(Bi) for any i changed OR bounds of et(Bi) for any i
changed - >
if (LB(nt(A)) < LB(nt(B)
if (UB(nt(B)) > UB(nt(A)

)) {LB(

) B
for (int i =1; i <= UB(n

(

(

(
(B);

nt(A)) <- LB(nt(B)
nt(B)) <- UB(nt(A
i ++

)}
) }
+){

)

=

Schedul i ngActivity a
Schedul i ngActivity b
if (LB(et(a)) > LB(
if (UB(st(b)) < UB(

st {LB(st <- LB(et(a))}// Al -> Bi
et ) {UB(et(a)) <- UB(st(b))}// A -> Bi
}
for (int i =1; i <LB(nt(B)); i++){
int dif = UB(nt(A)) - LB(nt(B));
Schedul ingActivity a = A +dif+1;
Schedul i ngActivity b = Bi;
if (LB(et(b)) > LB(st(a))) {LB(st(a))
if (UB(st(a)) < UB(et(h))) {UB(et(h))

<- LB(et(b))}// Bi -> Ai+dif+l
<- UB(st(a))}// Bi -> Ai+dif+l
}
for (int i =2; i <= UB(nt(B)); i++){ /I force exists A between Bi-1 and Bi
int dif = UB(nt(A)) - max(i,LB(nt(B)));
Schedul i ngActivity bl = Bi-1;
Schedul i ngActivity b2 = Bi;
int j =i; // Candidate As between Bi-1 and Bi
Schedul i ngActivity aFor;
int possible = 0;
while (j <= (i + dif) & possible < 2) {
Schedul i ngActivity aPos = Aj;
[/1f Bi-1->aPos->Bi possible
if (UB(st(aPos))>=LB(et(bl)) && LB(et(aPos))<=UB(st(b2))){
possi bl e++;
aFor = aPos;
1
j
} /1 end while j
if (possible == 1){ // force Bi-1 -> aFor -> Bi
Il Bi-1-> aFor
if (LB(et(bl))>LB(st(aFor))){LB(st(aFor)) <- LB(et(bl))}
if (UB(st(aFor))<UB(et(bl)) {UB(et(bl)) <- UB(st(aFor))}
/1 aFor -> Bi
if (LB(et(aFor))>LB(st(b2))){LB(st(b2) <- LB(et(aFor))}
if (UB(st(b2))<UB(et(aFor))){UB(et(aFor)) <- UB(st(h2))}
} Il end if
i f(possible == 0)
return Failure;
}//end for i

Figure 3.7: Filtering Rule for the Alternate Precedence flaite

1. The number of times th#tis executed must be greater than or equal to the
number of times tha is executednt(A) >= nt(B).

2. Between each two executionsBfA must be executed at least once. Spe-
cifically, between théi — 1)-th and the-th execution oB, the earliest exe-
cution of A that can exist i, and henceéd_; must precedd; 1 (as can
be seen in Fig.A.1(b), cf. AppendixA). In a similar way, between the
(i—1)-th and thd-th execution oB, the latest execution & that can exist
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isi+nt(A) —nt(B), and hencé; must preced@\ a)_nt(a)+1- This can
also be seen in FigA.1(b), where the possible activities to be executed
between théi — 1)-th and tha-th execution oB are framed within the dot-
ted rectangleyi: 2 <i <nt(B):3j:i < j <i+nt(A) —nt(B):st(Aj) >
et(Bi_1) Net(Aj)) < st(B;).

3. BeforeB, Amust be executedst(B1) > et(Aq).

Proposition 3. If implemented properly, the worst-case time complexith®fule
AlternatePrecedence, which includes all possible reversills, is @n x nt?),
where n is the number of Repeated Activities of the problewh na is the upper
bound of the variable fAct) domain. This upper bound obtains the same value
for all the ConDec-R activities.

Proof. The AlternatePrecedencmile can be fired, at most,+ 2 x n x nt times.
This is due to the fact that a change in any execution of anyigc{st and et
variables ofAct) or in thent variable of an activity can fire this rule. Moreover,
the time complexity of theAlternatePrecedencaule execution isO(nt?), and
hence the worst-case time complexity of this rul®{® x nt). O

3.3.3 Solving the COP

Once the problem is modelled, several constraint-basethaméxms can be used
to obtain the solution for the COP, i.e., optimized enactnpéans (cf. Def.24).
Since the generation of optimized plans presents NP-coqtyplésarey and John-
son 1979, itis not possible to ensure the optimality of the genetaians for all
the cases. The developed constraint-based approach, éipakews solving the
considered problems in an efficient way, as demonstratedcéh $4.

Definition 24. A BP enactment plans composed by:
1. The number of times each BP activity is executed.
2. The start and the completion times for each activity ettecu
3. The resource which is used for each activity execution.

In general, when optimizing a CSP variable, if a feasiblaigoh which is
known exists, the value of the variable to optimize in thewnasolution can
be used for discarding large subsets of fruitless candidayeusing upper and
lower estimated bounds of the quantity being optimizedrdytine search process.
Thus, if a known feasible solutioBfor the problem to solve exists, the objective
value for this solution$°“T) is a valuable information which can be added to the
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constraint model through the constra@CT < S°“T. Thus, some non optimal
candidates, i.e., candidates wha®€T value cannot be less the&8PCT in any
case, are discarded during the search, increasing theeafficin the search for
solutions.

Moreover, in the proposed approach, during the search ggspseme of the
values which only lead to non-feasible solutions, i.e.pimsistent values, are re-
moved from the domains of the CSP variables through the dpedl filtering
rules (cf. AppendixB) in order to reduce the search space by maintaining arc
consistency (cf. Defl7 on page29).

In the proposed approach, the developed filtering rules &fliGodelling (cf.
Sect. 3.3.]) are implemented such that they maintain the arc consigtenall
pairs of CSP variables during all the search process.

There are a wide scope of search algorithms of varied natoicwan be used
for finding optimal/optimized solutions to the COPs. In gethethe suitability and
efficacy of each search algorithm highly depend on the spqmifiblem to solve.
For this reason, different search strategies are testé@ ierhpirical evaluation of
each chapter related to the generation of optimized enatipiens from ConDec-
R specifications (cf. SecB.4, Sect.4.4, and Sect5.4).

A proof-of-concept prototype has been implemented threaugleb-based ap-
plication, which allows for the generation of optimized etmaent plans from
ConDec-R specifications, and it can be accessed at:

http://regula.lsi.us.es/OptBPPlanfer

3.4 Empirical Evaluation

In order to evaluate the effectiveness of the proposal, &rabed experiment is
conducted. SectioB8.4.1 describes the design underlying the experiment, and
Section3.4.2shows the experimental results and the data analysis.

3.4.1 Experimental Design

Purpose: The purpose of the experimental evaluation is to deternmeefficacy

of the proposed constraint-based approach for genergpitiiaed plans. As far
as the developed filtering rules greatly influence and imgtbe efficiency of the
search, it has been considered suitable to compare thésredthined by: first,
the proposal with propagators (i.e., filtering rules) aredréflated high-level global

90nly non-branched templates and the default option in tderimg constraints, i.e., ES, are
considered in this prototype.
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constraints; and secondly, with neither propagators nasajlconstraints (in this
case, the equivalent local constraints are inclutfed)

Experimental Design: The behavior of five representative propagators are
tested: Exactly, Existence, Precedence, Alternate aninGhr&cedence. The
results obtained with two proposals, which use the samabias, are compared
to study the efficiency:

1. With propagators: the user-defined constraints are usethé establish-
ment of the high-level relations between the ConDec-R digts/ In this
case, the proposed filtering algorithms are responsiblesfopving incon-
sistent values from the domain of the variables.

2. Without propagators: the relations between the actiwiire established
directly through basic constraints, as shown in Apperdix

Objects: Due to the use of a specific and new language, it has been iibjgoss
to find a set of public benchmarks for ConDec-R problems.

ConDec-R problems can be modelled as an extension of sechggubblems.
In this way, a set of well-known job shop scheduling (cf. S@c2.1) benchmarks
(FTO6 (6x6), FT10 (10x10), ABZ06 (10x10), LA21 (15x10), LABL5x15)) have
been extended for use in the empirical evaluation in thefohg way:

¢ In ajob shop scheduling problem, the activities are exetortdy once. For
this evaluation, the cardinality of a random percentp@eof activities has
been set to a value greater than one, in order to test the behavior of the
proposal when some repeated activities are executed sawera. In Table
3.1, the columrCard = c(p%) refers to extensions to job shop scheduling
problems in a way that the cardinality of a random percen{#geof ac-
tivities has been set to a valge In order to minimize the influence of the
random component in the performance measures which aredeoad, 50
random instances are generated for each problem so thagaveslues are
reported.

e In ajob shop scheduling problem, all the temporal relatlmgtsveen activi-
ties are precedence relations, i.e., "A precedes B” meat#timust finish
before B starts. This relation can be modelled through sé¥esnDec-R
templates, e.g., Precedence, Response, or SuccessiomoBetling the
temporal relations of job shop scheduling problems in Canlitee Prece-
dence template has been selected although other optioredszabe used.
Moreover, in order to consider more complex relations betwbe repeated

1%Due to the fact that the analyzed relations are introducékisnwork for the first time, there
has not been possible to find a previously developed solvaatweteals with these relations.



3.4. EMPIRICAL EVALUATION 51

activities, the alternate and chain precedence reldtt@rs also considered
in the following way: in the original problerR, all the precedence relations
between the activities of the same job are changed to ateepracedence

relations (this is represented IBAIlt. in Table3.1) and chain precedence
relations (this is represented B{Chainin Table3.1).

Setting the cardinality op% activities to a valug > 1, can result in a solution
where there ar@'% activities @’ > p) with cardinalityv. For example, each ac-
tivity a with nt(a) = vimplies that for allb whereAlternatePrecedengb, a) or
ChainPrecedendd, a) hold, thennt(b) > nt(a) must be satisfied (the same logic
applies for all the activities such thatlternatePrecedence, b) orChainPrece-
dencéc,b), etc).

Notice that the scheduling benchmarks with the lowest cerityl are those
that only include precedence relations and have the loveedirality for the ac-
tivities.

Independent Variables: For the empirical evaluation, the random percentage
of activities set to a cardinality higher than@®p, and the value for this cardinality,
c are taken as independent variables.

Response VariablesSome performance measures are reported (Tafje

° B'Q,": Number of instances for which the makespan found by theqsalp
with propagators is shorter than the makespan found withagagators.

e BM: Number of instances for which the makespan found by theqsalp
without propagators is shorter than the makespan foundmtpagators.

° BE,: Number of instances for which the solutions found by botbppisals
obtain the same makespan value, but the proposal with patpags faster.
The values related to this variable appear between braick&#ble3.1, and
itis only included in the case that it is greater than one.

e BT: Number of instances for which the solutions found by botbppsals
obtain the same makespan value, but the proposal withopapgeators is
faster. The values related to this variable appear betwesakéts in Table
3.1, and it is only included in the case that it is greater than one

Experimental Execution: For both proposals, a complete search approach
has been applied: first, the variables related to the numb&mes that each
activity is executed are instantiated. The search proeethen determines the

HAlternate Precedence(A, B) means that before the execoftiBnpA must have been executed,
and between each two execution8pA must be executed. In a similar way, Chain Precedence(A,
B) means that immediately befoBg A must be executed. For more details, cf. Apperflix



52 CHAPTER 3. DECLARATIVE MODELS TO OPTIMIZED PLANS

order of execution of the activities within each resourceath step, such that
the next resource to be ranked is selected depending oradk. sWithin each
resource, the activities are ranked in a non-determinigic

For the experiments, each algorithm is run until it finds tp&roal solution
or until a 5-minute CPU time limit has been reached. The nrechor all ex-
periments is an Intel Core2, 2.13 GHz, 1.97 GB memory, rupiifindows XP.
In order to solve the constraint-based problems (cf. S&8), the developed al-
gorithms have been integrated with the system COMEThgdeg 2011), which
is able to generate high-quality solutions for highly coaisted problems in an
efficient way.

3.4.2 Experimental Results and Data Analysis

As stated before, several experimental results are shovalle3.1 After ana-
lyzing these values, some conclusions can be obtained:

e For problems with only precedence relations, the solutionthe two pro-
posals are very similar. In this case, the problem is simplgtaShop pro-
blem, and COMET includes efficient mechanisms for solvingesitlling
problems.

e For problems with alternate and chain precedence relatitvesproposal
without propagators obtains better solutions for problents lower com-
plexity (or cardinality). When the percentage of actistigith greater car-
dinality increases, the proposal with propagators proe&ebthan the other
proposal in almost all instances.

In short, the proposal without propagators obtains betartiosns for pro-
blems of lower complexity (only precedence relations, lardinality), while the
proposal with propagators is much better for more compleklems, and hence
it seems to be better for general cdges

2Notice that a limited empirical evaluation is carried outgddence the conclusions which are
obtained are dependent on the considered problems.



Table 3.1: Results on a set of ConDec-R problems from JS&noss

o

Card =2 (5%) Card = 2 (10%) Card = 3 (5%) Card = 3 (10%)
Problem B @®) BY(B) BY®B) BY(®) BY®) B“(®NH BY(®BL BY(BN
FTO6 Prec. 0 0 (1) 0 0(2) 0 0 0 0(2)
FTO6 Alt. 6(1) 20(22) 7(2) 36 (4) 37 0(3) 50 0
FT06 Chain 7(1) 23(19) 6 (2) 37 (4) 37 0(3) 50
FT10 Prec. 0 0 0 0 0 0 0 0
FT10 Alt. 11 36 5 44 50 0 50 0
FT10 Chain 13 35 3 46 50 0 50 0
ABZ06 Prec. 0 0 0 0 0 0 0 0
ABZ06 Alt. 13 30 6 42 50 0 50 0
ABZ06 Chain 10 36 3 44 50 0 50 0
LA21 Prec. 0 0 0 0 0 0 0 0
LA21 Alt. 11 39 2 48 50 0 50 0
LA21 Chain 3 47 2 48 50 0 50 0
LA36 Prec. 0 0 0 0 0 0 0 0
LA36 Alt. 3 47 1 49 50 0 50 0
LA36 Chain 0 50 0 50 50 0 50 0
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3.5 Related Work

In recent years, several filtering algorithms for speceizcheduling constraints
have been developed. SpecificallyeCk and Fox2000 and Bartak and Cepgk
2010 model scheduling problems which include alternative aptional tasks
respectively, together with their propagators. Furtheenthe work Bartak and
Cepek 2009 proposes propagators for both precedence and dependensy c
traints in order to solve log-based reconciliation (P&Spldems in databases.
In those studies, the precedence constraints mean the sam®&sS problems,
while the dependency constraints are given between op@atigities which can
potentially be included in the final schedule. The worki{orie et al. 2009
introduces new types of variables (time-interval, seqaeoomulative, and state-
function variables) for modelling and reasoning with opibscheduling activi-
ties. In the current chapter, the proposed model and propadgar the optional
activities are very similar to the proposal presented.zb(rie et al, 2009.

Regarding the works¥eck and Fox2000), (Bartak and Cepgl2009), (Bartak
and Cepek2010 and (aborie et al, 2009, the main contribution from the de-
veloped propagators is the complex reasoning about ses@rddined innovative
aspects, such as the alternating executions of repeatetiestogether with the
variable number of times which these activities are exetc(te. alternate and
chain relations). Furthermore, the areas of applicatiotho$e studies are unre-
lated to those of the presented proposal.

Additionally, there exist some proposals which could belusegenerate opti-
mized enactment plans for BPs from constraint-based ps@peifications. Spe-
cifically, (Pesig 2009 proposes the generation of a non-deterministic finiteestat
automaton from constraint-based specifications basedmgakLiTemporal Logic
(LTL) which represents exactly all traces that satisfy ti& lformulas. When
extending this approach by including estimates, the oMeoatpletion time of all
the traces could then be calculated (e.gan(der Aalst et aJ.2011). However,
the big disadvantage following such an approach would biethlegprocess of ge-
nerating the automaton from the declarative specificatie™P complete, and,
unlike the proposed approach, no heuristic can be used.imilasway, CLIMB
(Montali, 2009 could be used to generate quality traces from declarapieeis-
cations, and calculate its completion time. Then, the lvaset could be selected.
Unlike the proposed approachyigntali, 2009 does neither consider optimality
nor resource availabilities. Therefore, this would onlye&wothe planning part of
the current proposal, but not the scheduling aspects asktidsy the proposed
approach.



Chapter 4

User Recommendations for the
Optimized Execution of BPs

4.1 Introduction

4.1.1 Motivation

In the current dynamic business world the economic sucdess enterprize in-
creasingly depends on its ability to react to changes imitsrprize in a quick and
flexible way. Therefore, flexible BPMSs (cf. Def.on pagel0) are required to
allow companies to rapidly adjust their BP (cf. Ddfon pageQ) to changes in
the environmentyan der Aalst and Jablonsl@000). The specification of process
properties in a declarative way is an important step towHrddglexible manage-
ment of BPMSs\(an der Aalst et aJ2009.

As mentioned, due to their flexible nature, frequently saMeays to execute
declarative process models exist. Typically, given a aegartial trace (reflecting
the current state of the process instances), users canecfroos several enabled
activities which activity to execute next. This selectitwever, can be quite
challenging since performance goals of the process (eigimization of overall
completion time) should be considered, and users often tlhave an understan-
ding of the overall process. Moreover, optimization of perfance goals requires
that resource capacities are considered. Therefore, reeonation support is
needed during BP execution, especially for inexperiensedsuyan Dongen and
van der Aalst2005.

4.1.2 Contribution

In order to support users of flexible BPMSs during processi@n in opti-
mizing performance goals like minimizing the overall coetpn time (i.e., time

55
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needed to complete all process instances which were plaioned certain pe-
riod), in this chapter the use of optimized enactment plahghvare generated
from declarative BP specifications (cf. Chap8iis proposed for giving recom-
mendations.

Recommendations on possible next steps are then geneakiegd the partial
trace and the optimized plans into account. In the propogptbach, replanning
is supported if actual traces deviate from the optimizedcenent plans (e.g.,
because estimates turned out to be inaccurate).

In order to evaluate the effectiveness of the proposed rewmdation system,
different constraint-based algorithms are applied to geaf test models of vary-
ing complexity. The suitability of the proposed approactested regarding both
(1) build-time, i.e., for the generation of complete optied plans before starting
the BP enactment; and (2) run-time, i.e., for the generaifqrartial, optimized
plans by considering the actual partial trace of the proasgke execution of the
process proceeds (replanning). The results indicate tieaprtoposed approach
produces a satisfactory number of suitable solutions,sautions which are op-
timal in most cases and quite good in other chses

The main contributions of this chapter can be summarized|bsifs:

e Method for generating recommendations to users of flexiBiMBs during
run time (cf. Sect4.2(Barba et al.2011)). For this, optimized enactment
plans which are generated from constraint-based speiisafcf. Chapter
3) are used.

¢ Validation of the proposed approach through the analystiftdrent per-
formance measures related to a range of test models of gacgimplexity
(cf. Sect.4.4).

This chapter is organized as follows: Sedt2 includes an overview of the
proposed approach, Seet.3 shows the application of the proposed approach to
a running example, Sect.4 shows some experimental results, Sdch.presents
a critical discussion of the proposed approach, and fing#gt. 4.6 summarizes
related work.

4.2 Method for Generating Recommendations

As stated, constraint-based processes offer much fleyibiliypically, given a
constraint-based process model and a certain partial tngees can choose from

Notice that a limited empirical evaluation is carried outgddence the conclusions which are
obtained are dependent on the considered problems.



4.2. METHOD FOR GENERATING RECOMMENDATIONS 57

several enabled activities which activity to execute nestich is a challenging
selection in most cases. In order to address this challemgapproach to assist
users during process execution in optimizing performarua@sglike minimizing
the overall completion time is proposed. Specifically, aséiflexible BPMSs are
supported during process execution by a recommendatigitearhich provides
recommendations on how to proceed best with the executienely, a recom-
mendation (cf. Def25) is composed by one or more enabled activities (cf. Def.
100n pagel?) to be executed next, together with their resource allooatsince
both control-flow and resource perspectives are considered

Definition 25. Arecommendatioris composed by a set of paifa;, Rjk) sugges-
ting to start the i-th execution of activity a using resouR;ez.

For example, the recommendatien(A1, Ro1), (B2, Ri2) > suggests to start
the first execution of activityhA using resourcd?y; and the second execution of
activity B using resourc®; .

The recommendation service is based on optimized enacptarg which are
already generated during build-time by P&S all BP actigitief. ChapteB) and
further optimized during run-time (cf. Figl.1). Recommendations are suggested
during the BP execution at timlewhen the partial trace of the BP is part of one of
the considered optimized enactment plans which contaiasopomore activities
which start right at timd& . In this way, at specific times of the process execution,
the recommendation system generates the recommendatiamnbidering: (1)
the optimized enactment plans, (2) the partial traces (&f. B on pagel6) of
the process instances to be optimized, and (3) the resouadaldlities (cf. Sect.
4.2.1). Thereby, the recommendation service ensures that nptsordle process
instances get optimized, but the whole set of instanceshwiBiplanned to be
executed within a certain timeframe, hence allowing forabgl optimization.

4.2.1 Generating Recommendations on Possible Next Execu-
tion Steps

This section describes how the generated optimized plan€i@pter3) are then
used for assisting users during process execution. Atini@;{process instances
(cf. Def. 9 on pagel6) are executed by authorized useasr{ Fig. 4.1). At any
point during the execution of a process instance, the usesel&ct from the set
of enabled activities (cf. DeflOon pagel7) what to do next. However, to guide
the user to optimize the overall process goals, recommemdaicf. Def.25) are

%R refers to the k-th resource with roje
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Figure 4.1: Generating Recommendations on Possible Neduon Steps.

provided by the recommendation serviberf Fig. 4.1), i.e., proposing the most
suitable activity to execute néxt

Algorithm 1 shows how the recommendations are generated. As input data
some information is required: (i) the ConDec-R specifiaatdthe problem (cf.
Def. 20 on page39) and (ii) the initial optimized enactment plans (cf. D&4
on page48) generated during the build-time phase. As stated, for tcpéar
timeframe a BP enactment plan for a set of instances (cf. Deh pagelo6) is
generated. Algorithni starts at the beginning of such a timeframe and lasts until
all the planned instances have completed (line 15 in A)g.

Algorithm 1 continuously generates recommendations (line 11) on h@noto
ceed with process execution considering (1) the best dainactment plard(
in Fig. 4.1) meeting the constraints imposed by the constraint-bgsedfgation
(e in Fig. 4.1), and (2) all events that occurred during process execiftien
allEventg. This includes (1) the current partial traces of the predastancesc(
in Fig. 4.1), and (2) the current information about resource availasl(C in Fig.
4.1), e.g.,(—Rj, T) means that k-th resource with role j becomes unavailable at
time T (cf. Fig. 4.9). In the case that a recommendation is suggested (line 12),
the recommendation system sends it to the user (line 13).

3For the current work, the durations of the recommendatioegation is considered negligible
compared to the duration of the process activities.
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Algorithm 1: Provide Recommendations
input : ConDec-R Specificatioor
sek EnactmentPlan plans

Recommendatiorec;

SekEvent> allEvents« 0,

Sek Event- newEvents

int T < currentTime);

repeat

if eventnewEventsT) then
allEvents« allEventsunewEvents

L plan <« updatécr, plans allEvents;

0w N o o B~ W N B

9 if optimizerPlaricr, plans allEventg! = null then
10 L plan <« optimizerPlaricr, plans allEvents;

11 rec < generateRecommendatignians allEvents;
12 if rec! = null then
13 | sendrec);

14 T < currentTimé);
15 until -CompleteTracger, allEvents ;

As execution proceeds, the BP enactment and the resouritebdlitees are
monitored { in Fig. 4.1). If there are new events at tinte (line 6 in Alg. 1),
i.e., activities get started/completed or resources becarailable/unavailable (
in Fig. 4.1), then the set of eventd|Events which includes both the partial trace
and the resource availability events, is updated (line 7Ign ).

Whenever events are updated the Replanning Modiule fig. 4.1) analyzes
the optimized pland (in Fig. 4.1) as well as the events. In particular, it checks if
the current execution traces match up with any of the opgthemactment plans
(and if a recommendation can be suggested) or whether gpdftiee execution
plans are needed (n Fig. 4.1). In general, updates of the execution plan can
become necessary due to deviations (line 8 in Algi.e., (i) the execution trace
is not part of one of the optimized enactment plans (e.g.ut® is not always
following the recommendations), (ii) estimates are ineotrt(e.g., when activity
executions take longer/shorter than estimated, or moressrihstances than ex-
pected get executed), or (iii) resource availabilitiesxg®a(i.e., resources become
unavailable). Note that not every deviation requires mapilag (some examples
are given in Sect4.3).

Moreover, plan updates are conducted whenever the repignmbdule finds
a solution which is better than the current optimized pléingg 9 and 10 in Alg.
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1). The Replanning Module is continuously searching for ddogilan by con-
sidering the event log during BP execution, provided thatdtrrent plan is not
optimal. If plan updates are required, the Replanning Meddeds to access
the extended constraint-based specification of the prdkesd-ig. 4.1) to gene-
rate new optimized plans considering both the estimateshendonstraint-based
specification. If necessary, the replanning, i.e., the gama of new optimized
enactment plans, is carried out by applying a constraisetd@pproach for P&S
the BP activities (cf. Chapte).

Despite the NP-complexity of the considered problems, mega replanning
is less time consuming than initial planning, since mostefinformation about
previous generated plans can usually be reused, and CZBlearalues become
known as execution proceeds (cf. Sett).

A running example illustrating the complete process isitegtan Sect.4.3.

4.3 A Running Example

In this section, the proposed approach is used for managicgmmendations
during a hypothetical execution of a running example whigtresents a travel
agency. This agency manages holiday bookings by offerilegts the following
three services: transport, accommodation, and guided&xas. After the client
request is carried out, the agency must write a report whictiains the infor-
mation in answer to the request, which will then be sent toctlent. Besides
managing the client requests, people who work in the agensst perform fur-
ther activities related to management, and accountingtagke number of client
requests (P), management tasks (M) and accounting task#iéh must be dealt
with during a working day is known at the beginning of the dasnce it is ne-
cessary to organize the work considering the estimated leack The objective
to be considered by the agency is to minimize the overall detigm time of the
daily processes. However, this example can easily be exteincdrder to consider
the optimization of further objective functions, such astcén the travel agency,
optimized BP enactment plans must be created every day &rgerrecommen-
dations about the activities to be executed and the corrdetiog. The activities
which must be executed to deal with the client requests, ge@nant and account-
ing tasks are detailed in Tab#el For activities which are executed more than
once, each execution must finish before the next executiorstzat. Moreover,
in order to simplify the analyzed problem, all the execusiof the same activity
require a resource of the same role with the same duraticssisaed.

“Note that the proposed approach can deal with BP activitléshwrequire several resources
of various kinds of roles, since the considered problemsm@eled as scheduling problems with
optional activities, where the resources have a discreteaity.
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4.3.1 Build-time Phase

To solve this problem through the proposed approach, thestep is the creation
of the related ConDec specification. The constraint-bapedifcation includes
seven activities, G, AS, GE, TS, WR, MT and AT, and severaltiehs (Con-
Dec templatesv@n der Aalst and Pesi20069) between the activities (cf. Fig.
4.2(1)): (i) after a client request (G), transport and accomatioth search (TS
and AS), and guided excursions elaboration (GE), must beegsed, and before
the execution of these services (AS, TS and GE), the clieptegt (GR) must be
received (Relations (1), (2) and (3) in Fi4.2(1)); (ii) before preparing the guided
excursion (GE), accommodation and transport must be kn&efafion (4) and
(5) in Fig. 4.2(1)); (iii) any execution of activities related to clientg@ests, i.e.,
AS, TS and GE, must be reported (Relation (6), (7) and (8)dgn412(1)); and (iv)
the report cannot be written before a client request (Reig®) in Fig.4.2(1)).

In a next step, the constraint-based specification is erténdth resource
requirements, estimates for the number of instances todxiged, resource avai-
labilities, and the duration of the activities (cf. F42(2)). Lastly, the constraint-
based approach is applied to generate optimized enactiaastfor the specified
problem (cf. Fig.4.2(3)).

4.3.2 Run-time Phase

Figure4.3shows the behavior of the proposed recommendation serviea Wwy-
pothetical process instances with given traces are exegtatthe constraint-based
specification, for three client requests (P = 3), three memat tasks (M = 3) and
four accounting tasks (A = 4).

At the beginning of the execution, pl&a (which has already been generated
during build-time considering the estimates for P, M andA¢ansidered for the
generation of the recommendations. Initially, the pattiate for all instances is
empty, which can be seen in column Partial Trace, where cetegbevents for ac-
tivity executions are depicted. Furthermore, for all thekent requests (i.ely, I»
andl3), Gis enabled (reflected by the white bars in colur®isG,, G3), whereas
AS GE, TS andW Rof instance$s, I> andl3 are not yet enabled (reflected by the
black bars in columnaS,GE,TS,WR,Vi € {1,2,3}). Moreover,MT andAT
are always enabled since there are not any constraintectiesjitheir execution.
Activities AS GE andT Sare not enabled sind® must be executed before exe-
cutingAS GE andT Sdue to the succession constraints. In a similar way, agtivit
W Ris not enabled since the executiorM@Rrequires a previous execution Gf
At time 0, starting execution db; usingRpo, M Ty usingRp1, andAT; usingRy1
is suggested. The user follows the recommendation. D&zdot |y 1( G, G1
is not enabled anymore. At time &, is completed, hencAS, TS andWR,
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AT,, P, becomes outdated, and the replanning module gendPatesnsidering
the new conditions.

At time 10, based oR, starting execution oAT, usingRy1 is suggested. The
user follows the recommendation. At time IS is completed. Furthermore,
at time 11, starting execution dfS usingRp; is suggested. The user follows
the recommendation. At time 125 is completed, henc8E; becomes enabled.
Furthermore, at time 12, starting executionA&; usingRyp and GE; usingRig
is suggested. The user decides to partially follow the renendation, so that,
instead of executingS she decides to stak To. After this unexpected decision,
P> becomes invalid, and the replanning module generjesnsidering the new
conditions.

At time 15, AT, is completed. Furthermore, at time 15, basedPgrstarting
execution ofATz usingR; is suggested. The user follows the recommendation.
At time 16, MT, is completed. Furthermore, at time 16, an unexpected event
occurs (i.e., resourcByg became unavailable), hen€g is no longer valid, and
the replanning module generatsconsidering the new conditions.

At time 17,GE; is completed. Furthermore, at time 17, basedPgrstarting
execution oMW R, usingRyg is suggested. The user follows the recommendation.
Attime 18, TS is completed. Furthermore, at time 18, starting executfoh$
usingRo1 Is suggested. The user follows the recommendation. At tile\Z;
is completed. Furthermore, at time 20, starting executioAT usingRy1 is
suggested. The user follows the recommendation. At tim&\24, is completed
two time units later than expected. Even with the occurresfdlis unexpected
event,P, is still valid due to the slack time betwe8R, and GE,. Moreover,
at time 24 AS is completed, henc&E, becomes enabled. Furthermore, at time
24, starting execution A usingRp1 andGE; usingRyg is suggested. The user
follows the recommendation. The remaining activities atecated as expected
by considering?;.

In this way, the recommendation service supports users xiblieBPMSs
during process execution to optimize the overall procesopeance goals, by
considering optimized enactment plans which are updateshwiecessary.

4.4 Empirical Evaluation

In order to evaluate the effectiveness of the proposed appra controlled ex-
periment has been conducted. Sectof.ldescribes efficient search algorithms
for solving the CSP used for the empirical evaluation of theent chapter, Sec-
tion 4.4.2describes the design underlying the experiment, and 8etB3shows
the experimental results and the data analysis.
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4.4.1 Search Algorithms

Once a CSP is modelled, several constraint-based mechawcsmbe used to
obtain the required solution. In this section, some sealgbrithms which effi-
ciently deal with CSP-ConDec problems are introduced.

In the current chapter, existing methods are adapted arigedpppecifically
complete search~ossi et al.2006, incomplete searchxssi et al. 2006, and
GRASP (eo and Resend@989 1999 (cf. Sect. 2.2), for solving the specific
considered problems and their suitability for the generatf recommendations
is also evaluated.

In general, when optimizing a CSP variable, if a feasiblaigoh which is
known exists, the value of the variable to optimize in thewnasolution can
be used for discarding large subsets of fruitless canddayeusing upper and
lower estimated bounds of the quantity being optimizedrdytihe search process
(cf. Sect.3.3.3. Thus, if a known feasible solutio&for the problem to solve
exists, the objective value for this solutic®€ ") is a valuable information which
can be added to the constraint model through the cons@&@it< S°CT. Thus,
some non optimal candidates, i.e., candidates wi(S& value cannot be less
thanS°CT in any case, are discarded during the search, and hencesesréhe
efficiency in the search for solutions.

Moreover, in the proposed approach, during the search gspseme of the
values which only lead to non-feasible solutions, i.e.pmgistent values, are re-
moved from the domains of the CSP variables in order to rethesearch space
through maintaining arc consistency (cf. D&¥.on page?9).

In the proposed approach, the developed filtering rulesAppendixB) and
CSP modelling (cf. SecB.3.]) are implemented such that they maintain the arc
consistency for all pairs of CSP variables during all thed®arocess.

Proposition 4. Let S be the best complete solution, i.e., with fewest dvaai-
pletion time, which can be obtained for a CSP-ConDec prolitdoy considering
certain fixed values for all nt variables @, Ntact,, -, Mactaey), 1-€., SHAK) =
Ntacy, Vi € {1...#Act}. Let S be the best complete solution which can be obtained
for P by considering certain fixed values for all nt variab{etcy, , Ntacy, - - -, nt’Acti,

s Mactpes Magy = Ntacy + 1). Then: $°T < S2CTis not possible.

Proof. LetPo = (V,D,R,0) be a CSP-ConDec problem (cf. D@3 on page43)
related to a ConDec-R process mo@& = (ActsC,Reg (cf. Def. 20 on page
39). Increasing the number of times a repeated activity is @eechas different
effects depending on the kind of high-level constraintsestanC:

e Case 1: Ac € C of type Alternateor Chain, i.e., including disjunctions
related to existential forms since these relations impét thetween each
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two executions of a specific BP activity, at least one exeoutif another
specific BP activity must exist (cf. Append). In this case, the CSP
which is obtained after instantiating all tné variables can be represented
by a precedence graph, i.e., an acyclic directed graph wiges corre-
spond to activities and there is an arc frénto B if A must preced®. In
this way, the fact of increasing the value of artyariable results in inclu-
ding one additional scheduling activity in the previousga@ence graph.
Therefore, the new CSP, resulted from increasing one ohthariables
(i.e., adding a new scheduling activity), can be represkibyea precedence
graph which extends the previous graph by including thegatecce cons-
traints in which the new scheduling activity is involvedKifay into account
thatOCT = maxet(Actyac) ) ), VACt € A, increasing the number of times a
repeated activity is executed does not make improving thienapsolution
possible.

e Case 2:dc € C of type Alternateor Chain i.e., some disjunctions related
to the existential forms of alternate and chain templatesAppendixA)
exist. These disjunctions can result in having a set of pissilternative
precedence grapt3Gs so that one of the graphs included in the B&ts
leads to the optimal solution of the problem. The fact of @asing one
of thent variables results in adding a new scheduling activity toptrexe-
dence graph (together with the precedence constraintsichwis activity
is involved in). Moreover, the existential relations cannbedified due to
adding this new activity. The fact of adding all these newtiehs between
activities implies that each graph which belongs to the netwos$ prece-
dence graph®Gs corresponds to a reinforcement of some of the original
graphs which belonged Gs and hence any graph belongingR@s can
lead to a solution with [esSCT value.

0

As stated, the arc consistency for all pairs of CSP variablesintained du-
ring entire the search process. In the proposed approdehpakting all ConDec
relations between the BP activities, i.e., adding the ansistent filtering rules,
all thent variables are instantiated k®(nt). If the resulting CSP is feasible, then
the optimal solution for this CSP is also an optimal solufamthe original CSP-
ConDec problem (Prop4). Otherwise, when the resulting CSP is unfeasible,
the values of thet variables are increased step by step. In this way, the optima
solution is searched by considering the CSP which is olbdease result of instan-
tiating nt variables in the first feasible solution which is found,,ifer the fewest
feasible values ofit. This optimal solution is also the optimum for the original
CSP-ConDec problem (Pro@). Usually, the instantiation of afit variables to
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LB(nt) is feasible due to the arc consistency which is maintainemlvéyer, this
may not be true for some combinationsAdternateor Chainrelations, and hence,
greater values fant variables need to be considered.

After instantiating all thent variables to a fixed value, the search for the opti-
mal solution only entails the consideration of the remajr@SP variables.

Complete Search

As stated, complete search consists of exploring a seaelidr the CSP problem
which is based on all possible combinations of assignmdnialoes to the CSP
variables. In general, both the ordering of instantiatibthe variables and the
ordering of selection of values for each variable have atgrdluence on the
efficiency of the search process and also on the quality afehéions which are
obtained.

Once thent variables of the repeated activities are instantiatedctinsidered
problem becomes an extension of the Cumulative Job ShoplSlohg Problem
(Baptiste et a].1999, CISSP. While CISSP considers sequences of activities re-
lated by precedence constraints which require some sh&eet resources and
which must be scheduled in order to minimize some objectihesproposed ex-
tension includes further kinds of relations, e.g., altera@ chain (an der Aalst
and Pesig20069 which are not pure precedence relations considered icdl/pi
scheduling problems. In the presented proposal for perfayiacomplete search,
after generating a first feasible solution by using Alg(detailed later), an ef-
ficient method for solving the CJSSPs, nansetiTimeqlLe Pape et a).1994),
based on\an Hentenryck1999 (cf. (Dynadeg2017)) is used.

Iterative Bounded Greedy

Due to the NP-complexity of the considered problem, in addito the complete
search, an incomplete search approach, named iterativelbdgreedy (IBG), is
implemented including randomized components to achiexersified results (cf.
Alg. 2). In Alg. 2, a greedy randomized algorithm (Al) is used (line 3) for
iteratively improving the best solution found (line 4), hattime limit is reached.
The best solution over all iterations is returned as thelréde 5).

With the proposed incomplete search, all the solutions eareched and the
search procedure efficiently explores a wide range of soistirom diversified
areas of the search space.
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Algorithm 2 : Iterative Bounded Greedy
input : SekcRepeatedActivities repAct
Set<Template- templates
output: SolutionbestSol

Solutionsol,

while Iterative Bounded Greedy stopping criterion not satistied
sol « ConstructGreedyRandomized Solufi@pAct templates;

L U pdateSolutiofsol, bestSo);

5 return bestSal

A W N P

GRASP-LNS

In addition to complete and incomplete search, a hybrid @gugr is considered.
GRASP (eo and Resengdd989 1999 (cf. Alg. 3) consists on an iterative
process in which each iteration includes two phases: (inatcoction phase (line
3), in which a feasible solution is built through Alg, and (ii) a local search
phase, i.e., incomplete search (line 4), in which the neagiriood of the generated
solution is explored to find a local optimum. The best solutwer all GRASP
iterations (line 5) is returned as the result (line 6).

Algorithm 3: GRASP-LNS
input : SekRepeatedActivities repAct
Set<Template- templates
output: SolutionbestSol

Solutionsol,

while GRASP-LNS stopping criterion not satisfidul
sol + ConstructGreedyRandomized Soluti@pAct templates,
LocalSearcksol);
U pdateSolutiofsol, bestSo);

6 return bestSq|

a »~ W N

In the current approach, LN&inger and Ropke010) is used for exploring
the neighborhood of current solutions in the GRASP algorihine 4 of Alg. 3),
resulting in an efficient hybrid technique, named GRASP-LNSa LNS algo-
rithm (cf. Alg. 4), in each iteration, a neighborhood is explored with CPnigyi
to improve the current best solutiopgstSolvariable) in the following way: first,
part of the current solution is relaxed (line 5 of A®).so that the domain of some
variables is restored to its initial range, while fixing tremaining variables to
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their current value; secondly, the restricted problem ispemized by using CP
with a limit on the number of failures (line 6 of Algl). The best solution over all
iterations (line 7 of Alg.4) is returned as the result (line 8 of Alg). In Alg. 4
the reason for setting a failure limit is to avoid exploringeighborhood for too
long, allowing the search to explore a variety of neighbod®

Algorithm 4 : LocalSearch
input : Solutionsol
output: SolutionbestSol

PartialSolutionpSot

SolutiontempSal

bestSok— sol;

while bestSol can be improved AND a failure limit does not oamr
pSol« RelaxbestSo];
tempSok— Re— optimizeCRpSol);
U pdateSolutioftempSolbestSo;

~N o o b~ W N e

return bestSq|

[ee]

Greedy Generation of a Feasible Solution

As follows, a greedy randomized algorithm which is used fer generation of a
feasible solutions is presented. This algorithm is invdigthe different proposed
searches, i.e., complete search, iterative bounded greaeadyGRASP-LNS, as
explained before. After instantiating all variables for all the repeated activities,
a feasible solution can be quickly generated by Alg.

The main idea of Alg5 consists of instantiating the value of certain allowed
variables related to a specific P&S activity in each step,these variables which
can be instantiated by taking the P&S activities which hasenbalready instan-
tiated and the set of relations (templates) into accourinénl and 2, both the set
of activities allowed to be instantiated in the next step duadset of activities pre-
viously instantiated are created and initialized. Funtiae, a map which relates
each repeated activit to the last execution ok which has already been instan-
tiated is created and initialized to O (line 3). In each sthp,setallowedActss
filled with the P&S activities which are allowed to be insiatg#d next (lines 5-
10), by considering that only one execution of each repeatédity is analyzed
to be included since the P&S activity related to the i-th eien of A can only
be instantiated after instantiating the P&S activity rethto (i-1)-th execution of
A. In this way, for each repeated activigy(line 6), the index of the P&S acti-
vity related to the execution &k to be instantiated next is stored in the variable
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Algorithm 5: ConstructGreedyRandomizedSolution
input : SekcRepeatedActivities repAct
SekTemplate- templates
output: Solutionsol

SekSchedAct- allowedActs— 0;
SekSchedAct- actAlreadylnstantiatee- 0,
Map<RepeatedActivities,IntegerinstantiatedNre pAct) < {0,...,0};
repeat
allowedActs— 0
foreach A in repActdo
int nextA« instantiatedNA) + 1;
if nextA< nt(A) then

if Allow(A, nextAtemplatesactAlreadylnstantiategthen
L | allowedActs— allowedActs) Anexta

© 00 N O 0o b~ W N

=
o

11 | if allowedActs# 0 then

12 SchedAciactTolnst«+ SelectallowedAct$;

13 InstantiatéactTolnstsol);

14 actAlreadylnstantiatee- actAlreadylnstantiated actTolnst
15 instantiatedNactTolnsh = instantiatedNactTolns) + 1;

16 until allowedActs==0;
17 return sol;

nextA(line 7). If there is any execution & which remains to be executed (line
8), then the methodAllow checks if this activity instance can be instantiated next
(line 9), i.e., is enabled (cf. DeflOon pagel?). In affirmative case, the related
P&S activity is included in the setllowedActgline 10). If there is any activity
allowed to be instantiated next (line 11), one of these d@#/is selected (line
12). After the selection of the P&S activity to be instargnext, the start and
the end variables of this selected activity are instardiédethe minimum value
of its domains (line 13). These instantiations, in genaedult in updating the
domain of some CSP variables (the developed filtering rulesnacharge of car-
rying these updates out). Moreover, the instantiated iacisvincluded in the set
actAlreadylnstantiatedline 14), and its related information is updated (line 15).
The lines 5-15 are repeated until a solution is completehstaocted (line 16).
The generated solution is returned as the result (line 17).

A feasible good solution can be swiftly generated througi. Alby conside-
ring different heuristics for the implementation of tBelectmethod (line 11 of
Alg. 5). In this proposal, for the IBG (cf. Alg2) and GRASP-LNS (cf. Alg=3)
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searches, in order to get diversified results each time Rlginvoked, theSelect
method is implemented (heuristic) so that the activitiessglected by considering
the probabilityri(A) of selecting an activityA as:

1/r(A

T(A) = ZBEA{:ts(l/) r(B)

wherer (A) denote the rank oA when all the candidates are ranked according
to their earliest start time.

On the other hand, for the complete search, the heuristichwikiconsidered
selects the activity with the lowest starting time, i.ee thost promising one, since
for the considered complete search Algis only used for generating an initial
solution. In most cases, this initial solution will be impeal as the complete
search proceed.

Notice that for a feasible combination off values, Alg.5 always generates a
feasible solution, since the arc consistency is maintaitugohg all the process by
the developed filtering rules.

4.4.2 Experimental Design

In this section, the design underlying the experiment igitk.

Purpose: The purpose of the empirical evaluation is to analyze thebieh
of the proposed approach in the generation of optimal eredtplans from ex-
tended ConDec specifications (including estimates), iemtiatest the suitability
of the proposed approach for giving recommendations, imgesf performance
and quality of recommendations. In particular, to investgin how far diffe-
rent search algorithms are suitable for solving the comsttiproblems is aimed.
Specifically, three search algorithms are tested for sglte generated models
(cf. Sect.4.4.)), i.e., complete search (CP), iterative bounded greed@)JBnd
hybrid search (GRASP-LNS). Since the underlying strategiethe considered
search techniques are completely different, to investigatder which circums-
tances each one is the most suitable for obtaining the saloficertain problems
is aimed. Moreover, to find out whether these techniques @mgptementary is
analyzed, and hence whether they can be used in a combinefbmatytaining a
good solution. The suitability of the proposed approactestetd regarding both
(1) build-time, i.e., generation of complete optimizedndaefore starting the
BP enactment; and (2) run-time, i.e., generation of (prigtimized plans by
considering the actual partial trace of the process as theuton of the process
proceeds.

Objects: The empirical evaluation considers different ConDec methating
some important characteristics into account in the geioeraf the models: (i)
correctness, i.e., the ConDec models must represent fegsitblems without
conflicts (i.e., there are some traces that satisfy the maael must not include
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Figure 4.4: Generic ConDec Models.

any dead activities (i.e., none of the traces that satisfeesiodel contains this ac-
tivity), (ii) representativeness, i.e., the ConDec modmeisst represent problems
which are similar to actual BPs. Consequently, the test tsddeébe of medium-
size (i.e., including 10-20 activities) and comprise atethtypes of ConDec tem-
plates, i.e., existence, relation, and negation (cf. S&tt2d are required. Overall,
6 generic test models are considered with 10 and 20 actviégpectively and a
varying number of constraints (cf. Talde?). Figure4.4 shows the ConDec re-
presentation of the generic modelsAlA0B, 10C, 20A, 20B, and 2. During the
experiment, the generic relations are then instantiatéld eancrete constraints
leading to different ConDec problems. Since the filteringesu(cf. Appendix
B) for the different ConDec constraints significantly varytieir computational
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Table 4.2: Generic constraint-based BP models.

Model #Acts Description

M10A 10 Includes 10 activities and 4 constraints
M10B 10 Extends M10A by including 3 constraints more
M10C 10 Extends M10B by including 4 constraints more
M20A 20 Includes 20 activities and 9 relations

M20B 20 Extends M20A by including 6 constraints more, simitaM10B
M20C 20 Extends M20B by including 8 constraints more, sintiteM10C

complexity (cf. Table4.3 for the different complexity groups), the considered
ConDec problems cover all complexity groups is enstred

In this way, the generic ConDec models presented in Big.are specified
by replacing the labelRelationand Negationwith a concrete template of each
group. In order to generate all the possible combinationtymé and comple-
xity, several types of problems are considered by includemgplates of the fol-
lowing groups (cf. Tablet.3): {E1, R2, N4, {E1, R2, N3, {E1, R2, NG,
{E1, R3, N4, {E1, R3, N3, {E1, R3, Ng. Specifically, for each group of
templates, a representative item (in bold in Ta#l8) is selected for the tests.
Moreover, in the case dExistencegemplates, a value for lab&l must be esta-
blished (N € {10,20,30,40,50} is considered). In addition, different durations
and required resources for each BP activity are considgaud,G), since these
aspects have a great influence on the complexity of the sefogtimal solutions
due to the considered problems are an extension of typibaldsding problems.
Specifically, 30 instances are randomly generated for gamtifec ConDec model
by varying activity durations between 1 and 10 and role ofineml resources bet-
weenR1 andR2.

Regarding the number of available resources, in turn, fahalgenerated test
models, two available resources of two kinds of roles aresictamed.

Independent Variables: Considering the generated test models and search
algorithms (cf. Sect4.4.]), Table4.4depicts the independent variables which are
considered for the empirical evaluation.

Response Variables:As stated, the suitability of the proposed approach is
tested regarding both build-time and run-time phasesyaimg different response
variables.

1. Build-time phase. For the build-time evaluation, a 5-m&s time limit is
established, since, in general, the initial optimized plare generated prior

SNotice that in this chapter only the basic ConDec templatgsduced in (an der Aalst and
Pesig 20069 are considered for the empirical evaluation.
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Table 4.3: Type and Complexity of ConDec-R Filtering Rules.

Template Type Complexity Group
Existence(N,A) Existence 0(1) El
Absence(N,A) Existence  ©O(1) El
Exactly(N,A) Existence 0(1) El
Responded Existence(A,B) Relation  O(n) R2
CoExistence(A,B) Relation O(n) R2
Precedence(A,B) Relation  O(n) R2
Response(A,B) Relation O(n) R2
Succession(A,B) Relation Oo(n) R2
Alternate Precedence(A,B) Relation O(n x nt3) R3
Alternate Response(A,B) Relation  O(n x nt®) R3
Alternate Succession(A,B) Relation O(n x nt®) R3
Chain Precedence(A,B) Relation O(n x nt®) R3
Chain Response(A,B) Relation O(n x nt®) R3
Chain Succession(A,B) Relation O(n x nt®) R3
Responded Absence(A,B) Negation O(n) N4
Negation Response(A,B) Negation O(n) N4
Negation Alternate Precedence(A,B)  NegationO(n x nt?) N5
Negation Alternate Response(A,B)  Negation O(n x nt?) N5
Negation Alternate Succession(A,B)  NegationO(n x nt?) N5
Negation Chain Succession(A,B) Negation O(n x nt3) N6

to BP enactment, i.e., the search algorithms can be run gy tisne. The
optimality of the initially generated plans is consideradhaelevant aspect
for giving good recommendations. Furthermore, the timensfor obtai-
ning the optimal plans is a rather relevant response variadbe analyzed.
The performance measures depicted in TdlBeare studied.

2. Run-time phase. For the run-time evaluation, a 5-secbmaslimit is es-
tablished since the search algorithms for generating opsigplans during
run-time swiftly need to find a suitable solution due to therus proba-
bly expecting for a recommendation. Therefore, the qualitthe genera-
ted plans during run-time is an important aspect to be aedlyz order to
check the suitability of the proposed approach. The perdmigce measures
depicted in Table.6are studied.

Thequality of a solutionS regardingSis stated byS°¢T /SOCT,

For both build-time and run-time evaluation, the resultsohlare obtained by
each search technique are compared in order to obtain iafmmabout which
technique is better in general, or to solve some specificskirighroblems.
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Table 4.4: Independent variables.

Name Description Values
Model  Generic ConDec model (cf. Fig. {M10A, M10B, M10C, MZ20A,
4.4 M20B, M20C}

Relation Value for the labeRelationin {ResponseAlternateResponse
the specific ConDec model
Negation Value for the labeNegationin  {NegationResponse
the specific ConDec model NegationAlternateResponse
NegationChainSuccessipn
N Value for the labeN in the spe- {10,20,30,40,50}
cific ConDec model
G Game containing duration and{1,2,...,30}
required resource for each BP
activity
Search  Search algorithms used for sol-{CP,IBG, GRASPLNS}
ving the generated models

Experimental Design: For each of the 6 generic models, 150 problem ins-
tances are generated considering different values foabigriN (5 values) and G
(30 values) using each of the search algorithms. The respa@rgbles are then
calculated by considering average values for all 150 prolifestance%

Experimental Execution: The machine for all experiments is an Intel Core2,
2.13 GHz, 1.97 GB memory, running on Windows XP. In order ttvesdhe
constraint-based problems, the system COMEVr(adeg 2011) is used, which

6However, notice that problems stated by a simple model wittgh value forN can entail a
higher complexity than complex models with lower valuelor

Table 4.5: Response variables in build-time.

Name Description

%0 pt Average percentage of optimal solutions which are founddmheech-
nigue (cf. Fig.4.5a))
%Optany  Average percentage of optimal solutions which are foundryytech-
nique (Table4.8)
Topt Average time for getting optimal solutions for each techeigconside-
ring the cases in which the optimal solution is found (cf..Edyb))
%Best  Average percentage of cases in which a specific technigseagmttter
solution (i.e., less overall completion time) than the othrees (cf. Fig.

4.5c))
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Table 4.6: Response variables in run-time.

Name Description

%Qx,X € {0,25,50,75} Average quality of solutions which are found by each
technique regarding the best solution which is known for
each problem after X% of the optimized plan is executed
(cf. Fig. 4.6

%QaNY Average quality of solutions which are found by any tech-
nique regarding the best solution which is known for each
problem after 0%, 25%, 50% and 75% of the optimized
plan is executed (cf. Figl.7)

Table 4.7: ID for the considered Relation-Negation.

ID Relation-Negation

Response - Negation Response

Response - Negation Alternate Response
Response - Negation Chain Succession

Alternate Response - Negation Response
Alternate Response - Negation Alternate Response
Alternate Response - Negation Chain Succession

U WN P

is able to generate high-quality solutions for highly coaisted problems in an
efficient way.

4.4.3 Experimental Results and Data Analysis

Build-time. For the experiments of the build-time phase, the constizsed
search algorithm is run until a 5-minutes CPU time limit iacked.
Figure4.5shows for each search algorithm: (a) the average perceotage
timal solutions which are found, (b) the average time fotiggtoptimal solutions,
considering the cases in which the optimal solution is fouamdl (c) the average
percentage of cases in which a specific technique gets a bettgion (i.e., less
overall completion time) than the other ones, (respongabias %O pt, Topt, and
%Bestrespectively) versus the problem to be solved. For all thiesaand figures
presented in this section the considered problems are gdoapcording to the
generic model, i.eM10A, M10B, M10C, M20A, M20B, M20C, and the response
variable is represented versus specific problems whichlzeerned after instan-
tiating the relations and negations of the generic modefedasdin Tablet.7, i.e.,
6 specific problems{(, ..., 6}) for each generic model are considered.
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Figure 4.5: Experimental results regarding build-timeggha

Figure4.5a) shows that CP search reaches the optimum solution feredegr
number of problems than IBG and GRASP-LNS when the complexithe pro-
blems is low, i.e., for models M10A, M10B and M10C. As the coexgy of
the problem increases, IBG and GRASP-LNS reach the optioiatisns for a
greater number of problems than CP, i.e., M20A, M20B and M238@€senting
the highest difference for model M20A. These results carxp&a@ed by the fact
that CP is a good strategy for getting the optimal solutimrspfoblems which
present a low complexity, since for small problems almostethe search space
can be explored. However, problems with high complexityeanaustive search
is not a good strategy for searching the optimal solution¢cesithe search area
explored by CP is not diversified enough and hence only a pgafteopossible
solutions is analyzed in a limited time. Thus, incomplethteques are better in
general. Furthermore, the evaluation shows that in mosts¢dBG outperforms
GRASP-LNS. This result can be explained by the fact that thesiclered IBG
is implemented in an efficiency way due to the consideredisttirand GRASP
techniques require greater parameter tunkgp(and Resengd@989 1995, and
hence more tests need to be done to get the best settingdaethinique.
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Table 4.8: Average percentage of optimal solutions foun8-minutes time limit when
considering all techniques.

Relation-Negation M10A M10B M10C M20A M20B M20C

1 Resp.-Neg. Resp. 84 95.33 88.66 99.33 87.33 78.66
2 Resp.-Neg. Alt. Resp. 84 23.33 93.33 98 62 67.33

3 Resp.-Neg. Chain Succ. 84 86 83.33 99.33 93.33 87.33
4 Alt. Resp.-Neg. Resp. 89.33 100 80 41.33 50.66 58.66

5 Alt. Resp.-Neg. Alt. Resp. 89.33 92.66 77.33 43.33 30 32
6 Alt. Resp.-Neg. Chain Succ. 88.66 76.66 80.66 44 30 26.66

On the other hand, regarding the results which can be olstdipeombining
all the search algorithms, TableBshows the average number of optimal solutions
which are found by any of the techniques (response varial®detyy) versus
the problem to be solved. It can be seen that for moNMEISA and M10C, the
percentage of optimal solution which are found is rathehtigore than 77%
in all cases), regardless of the relations which are givéwden the activities.
However, for model$M20A, M20B, andM20C, this measure highly depends on
the relations which are given between the BP activitiesjrigthe fewest values
when Alternate Response (relations 4-6) is given. On therdtand, for relations
1 and 3, the percentage of optimal solutions which are foamdther high (more
than 78% in all cases), regardless of the specific model. Mexv&or relations 4,
5 and 6, this measure highly depends on the model, findingethedt values for
models of 20 activities. Taking these results into accoarggeneral, the specific
Relationand the number of activities of the BP model seems to be muale mo
influential than the other considered aspects. Furtherntioeeaverage value for
all cases is 72.94%, minimum value is 23.33%, and maximumeve 100%,
which can be considered rather good results.

Figure4.5b) shows that for all search algorithms, for the same mduetés-
ponse variable greatly increases as the complexity of ttegifij rules increases.
Furthermore, for the same filtering rules the response Marigreatly increases
as the complexity of the models increases. Moreover, in mastsCP reaches
the optimum swifter than the other techniques. In t@RASPR seems to be the
slowest of the three techniques. Kol search, most of these optimums are ob-
tained for the simplest models (cf. Fig.5a)), and hence, less time is required.
In general, it can be seen that the average time for gettiighgms is less than
100 seconds, which can be considered a rather good result.

Figure4.5(c) shows that for all search algorithms, for the same mddetes-
ponse variable increases as the complexity of the filteruigsrincreases, i.e.,
all techniques present a similar behavior regarding ggttiptimums for low-
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complex filtering rules and this behavior highly differs e tomplexity of the
filtering rules increases. Furthermore, for the same filterules the response
variable greatly increases as the complexity of the model®ases, i.e., all tech-
niques present a similar behavior regarding getting optisifior low-complex
models and this behavior highly differs as the complexitthefmodels increases.
Therefore, the use of the considered techniques in a caatinvay is highly
recommendable for complex problems, since their behasidrighly different
and their result can be combined for obtaining solutionsgi lquality.
In brief, various conclusions can be drawn after analyziggresults:

e CP search obtains better results than IBG and GRASP-LNSfgis pro-
blems (cf. Fig.4.5a)).

e IBG and GRASP-LNS searches obtain better results than CBofoplex
problems (cf. Fig4.5a)).

e The percentage of optimum solutions is very high for almbtsteses when
considering all techniques (Talded).

e The average time for getting optimums is quite low (cf. Fdxb)).

e The use a combination of all techniques in a coordinated vglyhynin-
creases the quality of the solutions, specially for compl@blems.

Run-time. For the experiments of the run-time phase, the constraisgéd
search algorithm is run until a 5-seconds CPU time limit &ctesd.

Figures4.6and4.7 show the average quality of solutions which is found when
compared with the best known solution for each problemy &%, 25%, 50%,
and 75% of the BP optimized enactment plan is executed (nsgpa@riables %Qo,
%Q2s5, %0Q50, %0Q75, Y%0Qany) Versus the problem to be solved. When comparing
the different search techniques, similar results compiardéae build-time evalua-
tion are obtained due to the previously explained reasomse®er, for all search
algorithms, it is possible to see that for the same model tiadityy decreases as
the complexity of the filtering rules increases, obtaining lowest values for re-
lations 5 and 6 in most cases. Furthermore, for the samaerfigtenles the quality
decreases as the complexity of the models increases, wigtdiie lowest values
for models M20B and M20C. It should be emphasized that, dsdstan general
replanning is less time consuming than initial planningcei CSP variable va-
lues become known as execution proceeds. Therefore, thigyaqidahe solutions
increases as BP execution proceeds (cf. #i@.

In general, the quality of the solutions which is obtainegiging each tech-
nigue individually is quite good (greater than 86% for abes). However, the use
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Figure 4.6: Experimental results regarding run-time phase

of all techniques in a coordinated way increases the quaditile solutions even
further (greater than 92% for all cases), specially for clexproblems (cf. Fig.

4.7).

4.5 Discussion and Limitations

One advantage of the presented proposal is that the recodati@m service is
based on optimized enactment plans which are generated Bya&P activi-

ties, hence it allows for a global optimization of the penfi@ance goal. In addition,
this approach allows modelling the considered problems ieasy way, since the
considered declarative specifications are based on higthdenstraints. Further-
more, BPs are specified in a declarative way, which is an itapbstep towards
the flexible management of BPMSs. Moreover, the proposedoaph, as ex-
tension of other similar worksSchonenberg et 12008 Haisjackl and Webgr

2010, considers the resource perspective besides the cdiawolperspective,

hence greater optimization can be obtained. Additionallgrder to consider de-
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Figure 4.7: Average quality of solutions which are found hy technique after 0%, 25%,
50% and 75% of the BP enactment.

viations in the estimates, the optimized plans can be ugdfatecessary, allowing
to react to changes in a quick and flexible way.

On the other hand, the proposed approach presents someagksuvFirst, the
business analysts must deal with a not standard languaglecfaleclarative spe-
cification of BPs, therefore a period of training is requitedet the business ana-
lysts become familiar with ConDec specifications. Secarttily optimized plans
are generated by considering estimated values for activitgtions and resource
availabilities, hence the presented proposal is only gpjate for processes for
which the duration of the activities and resource avaiiaed can be estimated.
However, as stated earlier, in the enactment phase, trendp module can up-
date the current plan by considering the current valuessoéstimates. Moreover,
the considered constraint-based specifications deal witihdontrol-flow and re-
source perspectives, but do not consider the non-tempatalgkrspective. It is
intended to consider this aspect in our future work. Furtieee, in this work,
only the basic ConDec templates introducedviar( der Aalst and Pesi20069
are considered for the empirical evaluation. In Chaptesome extensions to the
basic ConDec templates are considered in the empirical&tiah, e.g., branched
templates (i.e., high-level relations given between miaa two activities).

4.6 Related Work

Other authors use Al for exception handling during run-t{idessell et a.200§
Friedrich et al, 2010); our proposal, in turn, use a constraint-based modelling
approach and make suggestions to users. Furthermoreguhbkproposed ap-
proach, the related proposals rely on imperative spedtiicst Notice that inte-
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grating Al and BPM is not new. However, the use of Al P&S tecjuas for giving
user recommendations is a new application area.

Related to decision support systemsypayrak and Bell2003 develops a
knowledge-based decision support system (KBDSS) for gbart scheduling in
flexible manufacturing systems (FMS). Unlike the presepregosal, Ozbayrak
and Bell 2003 considers the optimization of the efficient use of the maiciy
cells by using a knowledge-based expert system in ordergpastithe decision
making process. Moreover_(iaturvedi et a.1993 manages multiple objec-
tives in a hierarchical way. While both approachesxlfayrak and Bell2003
Chaturvedi et a).1993 are based on the knowledge which has been learnt in
prior executions, the proposed approach is based on a aoridtased approach
for the generation of optimized plans by considering esithaalues. Further-
more, C)zbayrak and Bell2003 Chaturvedi et a).1993 do not consider decla-
rative process specifications. In a related way)dmpson and Goodgl2006
addresses the scheduling of a group of employees whichrgrdgterent pro-
ductivity considering the stochastic nature of customeras and, unlike the
presented proposal, replans during run-time when estsaa&eincorrect.

Related to user recommendationsaifderfeesten et /12009 generates re-
commendations to select the next step to optimize sometolgdanctions. While
(Vanderfeesten et 212009 is based on a product data model for generating the
recommendations, the proposed approach is based on optimactment plans.
In addition, Gchonenberg et 22008 Haisjackl and Webg2010) support users
during the execution of declarative process models by setegmong enabled ac-
tivities. Unlike the presented proposal, the recommendatare based on similar
past process executions, instead of optimized plans whekhenerated through
a constraint-based approach. Moreover, while the propapptbach allows for
a global optimization of the performance goal, the reconuthaéons described in
(Schonenberg et 2008 Haisjackl and Webg2010) bear the risk of creating lo-
cal optimums. Furthermorey{nderfeestien et 42008 Schonenberg et 22008
Haisjackl and Webg2010 only consider the control-flow perspective, while the
proposed approach also deals with the resource perspestive the previously
mentioned approaches optimize the execution of singlegsmstances. The
proposed approach, in turn, provides recommendationsgpfimaing the execu-
tion of several instances.



Chapter 5

From Optimized BP Enactment
Plans to Optimized BP Models

5.1 Introduction

5.1.1 Motivation

The Process Design & Analysis phase plays an importantmdleei BPM life cy-
cle for any improvement initiative, since it greatly influes the remaining phases
of this cycle. In addition, also run-time aspects are imgairfor BP improvement,
e.g., resource allocation and scheduling may significamihact business process
performance.

Traditionally, two steps are considered in the BP Design &lsis phase
to create a BP model(Quilar-Saven 2004). The first step consists of analyzing
the business process, e.g., by interviewing stakeholgesp{e involved in the
process), in order to draw an initial BP model (as-is mod8gcondly, in order
to improve this initial model, different techniques can epboyed like simula-
tion (Barjis and Verbraegk2010) or BP redesignieijers 2003, resulting in the
generation of a to-be model. Typically, different qualitynénsions like time,
cost, flexibility and quality can be differentiateldijers 2003 between which
trade-off decisions have to be made when creating a BP de€lgoe a certain
process design has been chosen and implemented, businessg&s are execu-
ted according to this designDuring process execution, scheduling decisions are
then typically made by the BPM systems (BPMSs), by autorabyi@ssigning
activities to resources:(ussell et a}.2005.

In most cases, the overall process of creating a BP modelrisd@ut manua-
lly by business analysts, who specify the BP informatiomdigh an imperative

LIn this chapter, the assumption that there is a BPMS exagthimBPs is made.

83
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language by choosing between several different altematsigns the one which
best meets the performance goals of the organization. fidrereanalysts must
deal with several aspects in order to generate a suitable &RInsuch as: (1)
the activity properties, e.g., activity duration, resa@uiar role which is required
for activity execution, (2) the relations between the atés, i.e., control-flow
of the BP, and (3) the optimization of several objectiveg,,eminimization of
completion time. The manual specification of imperative B&dels can there-
fore form a very complex problem, i.e., it can consume a ggeaintity of time
and human resources, may cause certain failures, and nthjol@@n-optimized
models since the tacit nature of human knowledge is ofterbataole to eliciting
accurate process modelss(reira and Ferreiy2006).

Moreover, the result of process modelling is typically aistplan of action,
which is difficult to adapt to changing procedures or to défe business goals
(Ferreira and Ferreif2009.

Not only the process design, but also the allocation of nes®.during process
execution has a great influence on process performance. ugowscheduling
is only considered to a limited degree in existing BPMSs, angpically done
during run-time by assigning activities to resources.

5.1.2 Contribution

To support process analysts in the definition of optimizednBlels, a method
for automatically generating imperative BP models usinglahning techniques
from constraint-based specifications (which describe ttiwiies to be execu-
ted as well as constraints to be considered) is suggestdkelimperative mo-
dels, the specification of process properties in a declaratay, e.g., using a
constraint-based specification, only requires procesgues to state what has
to be done instead of having to specify how it has to be done. prbposed Al-
based approach, in turn, is in charge of determining howti ise done in order
to satisfy the constraints imposed by de constraint-basaolgm specifications,
and to attain an optimization of certain objective functiga.g., minimization of
completion time). For this optimization, scheduling is dan a short-term ba-
sis by considering the optimization of a set of instanceschvis typically not
considered in most BPMSs.

Figure5.1 provides an overview of the proposed approach. Considéhiag
constraint-based specifications as a starting point (cf. Bi1(1)), enactment
plans can automatically be generated (cf. Fdl(2)), as detailed in Chapt&:
The generated enactment plans are then automaticallylatadsnto a BPMN
model BPMN, 2017) (cf. Fig. 5.1(3)), which can be then further improved by a
business analyst, where necessary. In most cases, BPMNswadee translated
into an execution languag®(yang et al.2006, such as BPELKPEL, 2007),
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Figure 5.1: Al P&S techniques for the generation of optirdiB® models.

which enables BP designs to be deployed into BPM systemsatitkir instances
be executed by a BPM engine.

The main contributions of this chapter can be summarized|bsis:

e Automatic generation of optimized business process maa&BMN from
optimized BP enactment plans (cf. Se&2, Step 3 in Fig5.1).

¢ Validation of the proposed approach through the analysi#ieirent perfor-
mance measures related to a range of test models of varympglegity (cf.
Sect.5.4). The proposed empirical evaluation deals with some exiass
to the basic ConDec templates, e.g., branched templateshigh-level re-
lations given between more than two activities, cf. SB@).

In this way, the automatic generation of BP models simplifiesBP design
phase by facilitating the human work in most cases, prengtisilures in the de-
veloped BP models, and enabling better optimization to tzered in the enact-
ment phase. Furthermore, the proposed approach is suiteit@idapting BP mo-
dels to changing procedures or to different business gdals.is since imperative
BP models can dynamically be generated from static constbaised specifica-
tions just before starting the BP enactment, once some y&tueghe enactment
parameters, e.g., resource availabilities, are known.ebh\@r, the automatic ge-
neration of BP models can deal with complex problems of gseat in a simple
way (as will be demonstrated in Sed.4). Therefore, a wide study of several
aspects can be carried out, such as those related to theareguit of resources of
different roles, or the estimated completion time for thedfactment, by gene-
rating several kinds of alternative specifications.

The remainder of this chapter is organized as follows: 8a&i2 details the
approach for generating optimized BPMN models from optediBP enactment
plans, Sectiorb.3 explains a running example, Sectidrd deals with the eva-
luation of the proposed approach, Sectmb presents a critical discussion of
the advantages and limitations of the proposed approadhijraally, Sections.6
summarizes related work.
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5.2 From Optimized Enactment Plans to Optimized
Business Process Models

Section3.3 has described how optimized BP enactment plans can be getera
from ConDec-R specifications. This section describes hoWw®B model can
be generated from an optimized BP enactment plan. Notidethileamperative
BP model can be generated just before starting the BP enacbypeonsidering
the actual values of the resource availabilities.

The generated BPMN model includes the same activities tadewted in the
same ordering and also using the same resources than thtenenaplan. For
each role in the BP enactment plan, a BPMN pool (cf. 2é).is created, which
contains as many lanes as number of available resourcdsafaiole.

Definition 26. A BPMN pool BPMNPool= (role,#role) is a pool of a BPMN
model, which is composed #fole lanes.

Moreover, for each scheduling activity in the BP enactmdah @ BPMN
activity (cf. Def. 27) is created. Additionally, one start and one end activiies
included in the BPMN model.

Definition 27. A BPMN activity BPMNAct= (pool,lane dur,st) is an activity
of a BPMN model placed in the lane named lane of the pool nanoet] with
duration dur and start time st.

One of the most important aspects to be considered for thergon of op-
timized BPMN models are the precedence relations betweeBPMN activities
(scheduling activities, cf. DeR2 on page43). For establishing these precedence
relations the values for the start and the end times of thedsdimg activities in
the enactment plan are considered. These precedencemslate then used as a
basis for generating BPMN models (cf. D8fl) from BP enactment plans. Some
related definitions are given below:

Definition 28. In a BP enactment plan regarding a CSP solution S, a scheglulin
activity a is apredecessoof another scheduling activity;ba; € predecesso(®;),
if the relation $'@) < Sbj) holds due to resource or template relations.

Definition 29. In a BP enactment plan, a scheduling activitysaa direct prede-
cessorof another scheduling activityjpa; € DP(bj), if a; € predecesso(®;) A
Ack € predecessof®)) | a € predecessorsy).

Definition 30. In a BP enactment plan, a scheduling activifyssanindirect pre-
decessoof another scheduling activity;ba; € IP(bj), if a; € predecessof®;) A
Jei € predecesso(®;) | a € predecessosy).
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Definition 31. ABPMN modelBPMN= (Pools Activities Predecessongelated
to a ConDec-R process model GRActs Cgp, Reg (cf. Def.200on page39) and
to a solution S of the related CSP-ConDec problem (cf. R8fon page43) is a
BP model specified through the BPMN language, where:

e The set of pools is composed by:
Pools= {BPMNPoolrole,#role), (role,#role) € Reg.

e The set of activities is composed by:

Activities=
{BPMNAc(role(a),S®%®) dur(a), @) ac Actsi € [1..nt(a)]}
U {start= BPMNACc{ Py, Lo,0,0)}
U {end= BPMNACc{(Py, Lo, 0, ma)ﬁeActs,ie[l..nt(a)]et(ai))}'

e The set of predecessors is composed by:

Predecessors:
{(start,a),a € Actsi € [1..nt(a)], @ = 0} U {(@nt(a),end),
ac Acts Abj,i € [1.nt(b)],be Acts | aya) € predecessors;)} U
{(bi,cj),i € [1..nt(b)],be Acts j € [1..nt(c)],c € Acts | b € DP(cj)}.

In this way, the precedence relations between activitiestated so that:

e The start activity is predecessor of all scheduling adéisitvhosest value
is equal to O.

e The activities which are not predecessors of any otheriggtare prede-
cessor of the end activity.

¢ In general, one activitl; is predecessor of another activayiff bj is direct
predecessor dfj.

The setPredecessors represented in the BPMN model by BPMN connec-
tions between a source actividy and a sink activityoj, in the case thad; is the

only predecessor dfj, or by a parallel merging gateway between a set of source

activities Sourcesand a sink activityb; in the case thabj has more than one
predecessor.

The pseudocode and complexity analysis of the algorithmshwvere de-
veloped for generating BPMN models from optimized BP enacinplans are
included inAppendix C.
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5.3 A Running Example

In this section, a running example, the travel agency proble developed in
order to clarify the overall proposed approach. First, tteppsed problem is de-
tailed (cf. Sect5.3.]), together with its ConDec-R specification (cf. S&&B.2.
The generated optimized enactment plan and the corresppB&# model repre-
sentation are then shown and explained (cf. SBc3.3. The running example
deals with a set of representative templates in order tstrthtie various kinds of
relations which can be given between activities of busipessesses.

5.3.1 The Travel Agency Problem

The analyzed running example represents an agency whicageaimoliday boo-
kings by offering clients the following three services:nsaort, accommodation,
and guided excursions. For some of the services the traeekggan ask a travel
company to help in managing some client requests. Aftethalldlient requests
are carried out, the agency must write a report which costtia information in
answer to the requests, which will then be sent to the cligrds efficiency rea-
sons, the agency creates only one report a day, hence it musgtithen after all
the requests are carried out.

The activities which can be executed in order to deal withclient requests
are detailed in Tablé.1

Assume that the travel agency wants to minimize the resptmsefor the
clients (end time of the client-report activity). For thigetagency not only con-
siders the number of client requests (#P), which is knowhabtginning of each
working day, but also the number of resources availablegragiency (role A, #A)
and the number of available resources in the company (roiBR,

5.3.2 ConDec-R Specification for the Travel Agency Problem

In order to solve this problem through the proposed appradaehfirst step is the

creation of the related ConDec-R specification (cf. FFd). Since a ConDec-R

specification contains two parts which are independensgtiparts can be speci-
fied separately fostering their reuse:

¢ Information about the BP activities (required resourcesations, as well
as unary templates) and the high-level relations which arengoetween
the BP activitie$ (cf. Fig. 5.2A; Table5.2).

¢ Information about the roles and available resources (¢f. %-B).

2ConDec-R relations are detailed in Sect®a
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Table 5.1: Activities of the travel agency problem.

Id Description Constraints Role  Dur.
G The client request is received The following client request cannot be received A 1
by the agency until the current request hasarted to be pro-
cessed (both trip plan and transport search have
started)
TS The agency searches for aCan only be executed aft& has completed, A 8
suitable transportation and if the agency and not the company deals
with the search of transport for this request
AS The agency searches for sui- Must be executed after each TS A 6
table accommodation
TP The agency organizes a trip Can only be executed aft& has completed, if A 5
plan the agency and not the company deals with the

creation of the trip plan for this request
CT&AS The company searches for Can only be executed aft& has completed, if B 12
transport and accommoda- the company and not the agency deals with the

tion search of transport for this request
CTP The company creates a trip Can only be executed aft& has completed, if B 6
plan the company and not the agency deals with the
creation of the trip plan for this request
SReport The company sends a report Must be executed after all the activities related B 3

to the agency which includes to the client request which are carried out by the
information about all the trip company have finished, when there is at least

requests one client request

RReport The agency receives the re- Must be executed after ea&Report A 1
port with all the trip requests

CReports The agency writes a report Must be executed after having completed allac- A 4

which includes information tivities. It is executed only once
about all handled requests

5.3.3 Optimized Enactment Plan and Optimized BP Model for
the Travel Agency Problem

Using the ConDec-R specification of Fi§.2, the related constraint problem is
generated and solved through the constraint-based progpbid is described in
Sect.3.3 resulting in an optimized enactment plan for the travehageroblem.
This plan is used for the generation of an optimized BP model.

As commented, in order to define an instance (#P, #A, #B) fotrtlvel agency
problem, the following parameters must be stated: numbelierit requests (#P),
number of resources available in the agency (#A), and nuof@sources avai-
lable in the company (#B).

In this section, two instances are studied as illustratispscifically Problem
1 defined by (#P =4, #A = 1, #B = 1), and Problem 2 defined by (#P#A4+
2, #B = 2). For Problem 1, Figh.3shows both the optimized Gantt chart (overall
completion time = 47) and the BP model which are obtainedudndhe proposed
approach. It can be seen that regarding the first client stgdepicted by G1 in
the Gantt diagram), the trip plan is created by the agenc{ @davity), while the
transport and accommodation search are carried out by thpamoy (CT&AS1).
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Figure 5.2: ConDec-R Specification for the Travel AgencyRzm.

Once both activities TP1 and CT&ASart, the second client request can be
received (G2). The fact that an activity B can only startradteother activity A
hasstarted is stated by considering the predecessors of A as predesaxsB.
In this case, the predecessor of TP1 and CT&ASL (i.e., G1} (dusctly o indi-
rectly) precede G2. Regarding the second Get Requestta¢tdR), the trip plan
is organized by the company (CTP2 activity), while the tporsand accommo-
dation search are carried out by the agency (TS2 and ASdteg)v In this case,
activity AS2, which is related to the second request, ispmstd until after the
end of the execution of other activities related to the théguest (G3, TP3), for
efficiency reasons (notice that there is no constraint bervilee repeated activi-
ties TP and AS). Once both activities CTP2 and TS2 start Hine tlient request
can be received (G3). Regarding the third Get request (G8)rip plan is crea-
ted by the agency (TP3 activity), while the transport ancdbagnodation search
are carried out by the company (CT&AS3 activity). Once battivities TP3 and
CT&AS3 start, the fourth Get request can be received (G4gaRbng the fourth
request (G4), the trip plan is created by the company (CTEJitgg, while the
transport and accommodation search are carried out by grepdTS4 and AS4
activities). After all the client requests which are caidraut by the company are
finished, the Send Report (SR) activity can be executed.r Afis, the Receive
Report (RR) activity can be executed. Finally, after alinatst executions, the
Client Reports (CR) activity is executed.
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Table 5.2: Templates of the travel agency problem.

Relation Description
Exactly#P,G) G must be executed each time a client request is received.
Exactly(1,CReport$ CReportanust be executed exactly once.
AltPrecSS-ESG,TY Before the first execution df S G must be executed, and between two
executions off S(T S_1 andTS), G must also be executed.
Formally:

st(Gj) > st(TS-1), i.e., the next client request can be received at the
same moment the previous requststrts to be processed.

st(TS) > et(Gj), i.e., a transport search cannot start until the client
request is completely receivefinjsheg.

AltPrecSS- ESG,CT&AS) Exactly the same thailtPrecSS- ESG, TS by replacing TS by
CT&AS

AltPrecSS-ESG, TP) Exactly the same thaAltPrecSS- ESG, T S) by replacingT Sby TP.

AltPrecSS- ESG,CTP) Exactly the same thahltPrecSS- ESG, T S) by replacingT Sby CT P.

AltRespES- SSG,{TSCT&AS})  After the last execution dB, at least one of Sor CT& ASmust be exe-
cuted, and between two executions@fat least one of Sor CT&AS
must also be executed.

AltRespES- SSG,{TRCTP}) Exactly the same thaAltRespES- SSG,{TSCT&AS}) by replacing
{TSCT&AS} by {TRCTP}.
AltSUCES- SSTSAS) Before the first execution &S T Smust be executed, and between two

executions off S(TS_; andTS), ASmust also be executed. Further-
more, after the last execution S ASmust be executed, and between
two executions oAS(AS_1 andAS), T Smust be executed.
Formally:
st(TS) > st(AS_1), i.e., the next transport search can be received at
the same moment the previous astarts to be processed.
St(AS) > et(T§), i.e., the accommodation search cannot start until the
transport search isompleted

RespgCT&AS SRepor} After the last execution &ET&AS SReportmust be executed.

ResgCTR SRepor} After the last execution &€ T P, SReporimust be executed.

AltSucES- S§SReportRRepory  Exactly the same thalitSUCES- SSTSAS) by replacingTS by
SReportandASby RReport

RespRReportCReports After the last execution dRReport CReportanust be executed.
RespAS CReport$ After the last execution 0AS CReportsmust be executed.
ResfTSCReport$ After the last execution of § CReportanust be executed.

In a similar way, for Problem 2, Fig5.4 shows the optimized Gantt chart
(overall completion time = 33) and the BP model which are iolatwith our pro-
posal. It can be seen that regarding the first reception oéatalequest (depicted
by G1 in the Gantt diagram), the trip plan, and the transpodt @accommoda-
tion search are carried out by the company (CTP1 and CT&AS8tit@es). Once
both activities CTP1 and CT&ASL1 start, the second clientiestjcan be received
(G2). Regarding the second request (G2), the trip plan etedeby the company
(CTP2 activity), while the transport and accommodationceare carried out by
the agency (TS2 and AS2 activities). Once both activitie®Zand TS2 start,
the third client request can be received (G3). Regardinghind Get Request
(G3), the trip plan, and the transport and accommodatiorceese carried out
by the company (CTP3 and CT&AS3 activities). Once both @@y CTP3 and
CT&AS3 start, the fourth Get Request can be received (G4gaRkng the fourth
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Figure 5.3: Optimized Gantt chart and BPMN for the Travel AgeProblem for #P = 4,
#A =1and #B = 1.

request (G4), the trip plan is created by the company (CTRBMitgg¢, while the
transport and accommodation search are carried out by grepdTS4 and AS4
activities). After all the client requests which are cailraut by the company are
finished, the Send Report (SR) activity can be executed.r Afis, the Receive
Report (RR) activity can be executed. Finally, after allélo&vity executions, the
Client Reports (CR) activity is executed.

5.3.4 Dynamic Programming for Combining Solutions of the
Travel Agency Problem

A feasible solution to a model of a number of instances canadsdyeobtained
by concatenating known solutions for the same model with allemnumber of
instances. The optimal way to perform this concatenation ki achieved by
Dynamic Programming (DP) (Bellman 1957. For the current chapter, DP is
used to swiftly obtain a feasible solution, usually of goaglty, which helps to
the CP search. This initial solution is built as result of tptimal concatenation
of the available (optimal or good) solutions to smaller peofis. In general, the
way in which solutions to problems of a given size can be comedbito provide a
solution to a larger problem depends on the type of problemsidered.
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Figure 5.4: Optimized Gantt chart and BPMN for the Travel AgeProblem for #P = 4,
#A =2 and #B = 2.

For the travel agency problem, DP can be applied for obtgigimod solu-
tions by joining optimal solutions to smaller problems. O&T, »(p) be the best
overall completion time which is known for an instar@g a, b) of the travel
agency problem. DP can be applied to the travel agency probtethat the best
overall completion time fo(p, a, b) obtained through DR)CT_DP,(p), can

be defined by:
OCT_DPyp(P) = MiNy<j<p/2(OCTap(i) + OCTap(p— i) — dur(CReport$)*

i.e., the best combination of two optimal/optimized salus to smaller pro-
blems is chosen.

3CReport s activity must be executed only once, and must be allocatied tife execution of
all other activities.
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Table 5.3: Response variables

Id Description

CP/DP§1+s2) The way in which the best solution is found, which can be leans of
the proposed constraint-based approach, CP, or by dynaogcgmming
through combiningl ands2, DPE1+s2)

OCT Overall completion time for the generated optimizedcémant plan
%BusyA Average percentage of use of resources of role Ardaysthe overall
completion time
%BusyB Average percentage of use of resources of role Brdegpathe overall

completion time

5.4 Empirical Evaluation

In order to evaluate the effectiveness of the proposal, &rabed experiment is
conducted. Sectiob.4.1describes the design underlying the experiment, and
Section5.4.2shows the experimental results and the data analysis.

5.4.1 Experimental Design

Purpose: The purpose of the empirical evaluation is to analyze thegsed ap-
proach in the generation of optimal enactment plans fromB®&erR specifica-
tions, specifically, the goals are: (1) the comparison ofpfeposed constraint-
based proposal with Dynamic Programming (DP) (cf. Séct.2, and (2) the
demonstration of its use for simulation purposes (cf. Sedt?).

Objects: The travel agency problem is used as example for the curuanat e
luation, since it includes various and representativeiogia of several types and
complexity from the set of all the ConDec-R templétes

Independent Variables: For the empirical evaluation, the number of client
requests, #P, the number of resources of role A, #A, and thrauof resources
of role B, #B, are taken as independent variables.

Response Variables:Some performance measures (cf. Tahl® related to
the best generated plan are reported for the generateceprslFigs 5.5, Tables
5.4,5.5 and5.6).

Experimental Design: Based on the travel agency problem, a wide set of
problem instances by varying the different independentiséas are generated:
#P, #A and #B. For variable #, the values 1..100 are considered, fdy, #he
values 1..5 are considered, and f&; #the values 1..5 are considered.

4A tool for generating optimized BP models for the travel ageproblem can be found at
http://regula.lsi.us.es/AgenciesOptimizedModels/erensome tests can be carried out.
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Table 5.4: %OCT of the best solution found and method (CP grtbd reaches it

P (#A,#B) OCT CP/IDR{+s2) | P (#A,#B) OCT CP/DR{+s)
1 1, 1) 20 cP| 11 (1,1) 119 DP(5+6)
1 2,2 19 cP| 11 22 72 cP
1 (3,3) 19 cP| 11 (3.3) 68 cP
1 (4, 4) 19 cp| 11 (4, 4) 68 cpP
1 (5,5) 19 cP| 11 (5,5) 67 cP
2 (1, 1) 27 CP| 12 (1,1) 128 DP(6+6)
2 2,2 21 cP| 12 ) 80 DP(5+7)
2 (3.3 21 CP| 12 (3,3) 71 cP
2 (4, 4) 21 cP| 12 (4,4) 70 cP
2 (5,5) 21 CP| 12 (5, 5) 70 cpP
3 (1, 1) 38 cP| 13 (1,1) 139 DP(6+7)
3 22 28 cP| 13 22 85 cP
3 (3.3 28 cP| 13 (3.3) 78 cP
3 (4,4) 28 cP| 13 (4,4) 75 cP
3 (5,5) 28 cP| 13 (5, 5) 75 cP
4 (1,1) 47 cP| 14 (1,1) 149 DP(6+8)
4 2.2 33 CP| 14 2.2 92 DP(7+7)
4 (3,3) 33 cP| 14 (3.3) 84 cP
4 (4,4) 33 cP| 14 (4,4) 84 cP
4 (5,5) 33 CP| 14 (5, 5) 84 cP
5 (1,1) 57 cP| 15 (1,1) 160 DP(7+8)
5 2,2 36 CP| 15 2.2 98 DP(7+8)
5 (3.3) 35 CP| 15 (3,3) 91 DP(5+10)
5 (4, 4) 35 CP| 15 (4, 4) 88 cP
5 (5,5) 35 CP| 15 (5, 5) 88 cP
6 (1,1) 66 cP| 16 (1,1) 170 DP(8+8)
6 2,2 44 CP| 16 (2,2) 103 cP
6 (3.3 43 cP| 16 (3.3) 97 cP
6 (4, 4) 43 CP| 16 (4, 4) 93 cpP
6 (5,5) 43 CP| 16 (5, 5) 93 cP
7 (1, 1) 77 cP| 17 (1,1 181 DP(8+9)
7 2,2 48 cP| 17 (2,2) 110 DP(8+9)
7 (3.3 45 cP| 17 (3,3 101 DP(7+10)
7 (4, 4) 45 CP| 17 (4, 4) 99 cP
7 (5,5) 45 cP| 17 (5,5) 99 cP
8 (1, 1) 87 cP| 18 (1,1) 190 DP(6+12)
8 2,2 54 cP| 18 (2,2) 116 DP(9+9)
8 (3.3 52 cP| 18 (3,3) 104 cP
8 (4,4) 52 cP| 18 (4,4 104 cP
8 (5,5) 52 cP| 18 (5,5) 104 cP
9 (1,1) 98 cP| 19 (1,1) 201 DP(7+12)
9 2,2 60 cP| 19 (2,2 122 DP(8+11)
9 (3.3 57 CP| 19 (3,3) 112 DP(7+12)
9 (4,4) 57 cP| 19 (4,4 111 DP(7+12)
9 (5,5) 57 CP| 19 (5,5) 111 DP(7+12)
10 (1,1) 109 DP(4+6)| 20 (1,1 211 DP(8+12)
10 2 2) 67 cP| 20 (2,2) 128 DP(9+11)
10 (3,3) 60 CP| 20 (3,3) 116 DP(10+10)
10 (4, 4) 60 cP| 20 (4,4 116 DP(10+10)
10 (5, 5) 60 cP| 20 (5,5) 116 DP(10+10)

Experimental Execution: By taking into account the NP-complexity of the
considered problems, amcomplete searchs adapted and applied for solving the
specific considered problems and also its suitability fergeneration of BPMN
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models from constraint-based specifications is evaludibis. incomplete search
includesrandomized componentdn order to diversify the search. By means of
this approach, a first feasible solution is quickly found bsaadomized greedy
algorithm. The same greedy algorithm is used for iteragiv@lproving the best
solution found until a time limit is reached. Through thisamplete search, all
the solutions can be reached and the search procedurergffi@&plores a wide
range of solutions from diversified areas of the search space

For the experiments, the constraint-based search algorghun until a 10-
minute CPU time limit is reached. The machine for all expenmts is an Intel
Core2, 2.13 GHz, 1.97 GB memory, running on Windows XP. Ireoitd solve
the constraint-based problems (cf. S&8, the developed algorithms have been
integrated with the system COME D(nade¢ 2011), which is able to generate
high-quality solutions for highly constrained problemsamefficient way.

5.4.2 Experimental Results and Data Analysis

As commented, the purpose of the empirical evaluation iddlpi.e., analy-
zing the suitability of the proposed approach through a aspn with DP, and
through the use for simulation.

Comparison with DP

Dynamic programmingHellman 1957, DP, is a widely used technique in sol-
ving optimization problems, leading to solutions of highality in most cases.
Specifically, for the travel agency problem, DP can be agple. Sect.5.3.9.
We would like to evaluate whether the constraint-basedgsalusually improves
the solution of good quality which can be obtained by DP, wearks efficiently.
In this way, DP is used for generating a first feasible sotutid good quality.
As discussed, CP tries to improve known solutions by takihepatages of the
information about their objective value.

Table5.4 shows the overall completion time for the best solutionschlare
found for some representative instances, together witm#étaod (either dynamic
programming (DP) or constraint programming (CP)) whichditite best solution
(column CP/DP£1+s2) in Table5.4). Thereby DP§1+s2) means that the best
solution is found by dynamic programming through combirsh@nds2. It can
be observed that for £ #P < 14, the constraint-based approach obtains better
solutions than DP for almost all of the instances. Moreof@rl5 < #P < 18,
in some cases DP obtains the best solution, and in other €&sebtains the best
solution. Moreover, for 1< #P < 20, DP obtains solutions that are better than
or equal to those obtained through CP for all the instancegh&rmore, it seems
that the solutions for #P £6, 7, 8, 9, 10 and 1Rare largely optimized since
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they widely appear in the DP solutions. The results (cf. @&b#) show that
the proposed constraint-based approach, i.e., CP, is almeprove the solution
obtained by DP in most of the cases. This shows that the peoposnstraint-
based approach works efficiently in the generation of ogithienactment plans,
and hence, for the automatic generation of optimized BPMMNets

In short, the presented data indicates that for the geperafioptimized BP
models, CP enables complex problems to be solved in a mocgeeffivay than
they would be through other alternative methods, such asrfreananual speci-
fication of BP models.

Additionally, when #P increases, the complexity of the peabrises sharply,
and hence the manual treatment of the problem would becanesainextricable.
In contrast, when using the presented approach an optinsiziedion for large
problems, such as foi¥= 100 can be obtained in only 10 minutes.

Threats to validity: There are several factors which may threaten the validity
of the presented experiments for the attainment of gerzatalé conclusions:

e The specific characteristics of the running example, e gmpirical eva-
luation only considers a concrete problem with a specific lmemof BP
activities and specific relations between the BP activities

e The way in which the optimal/optimized solutions for prahkeof a certain
size are combined in order to obtain solutions for largebj@ms is spe-
cific for the considered running example. In most casesjldkasolutions
for larger problems can be generated by concatenatingsoduio smaller
problems through dynamic programming. However, the wayhictvsolu-
tions to problems of a given size can be combined to providgéwisn to a
larger problem depends on the type of problem considered.

Use for Simulation

The proposed approach can be used for simulation purposies BP Design &
Analysis phase in order to study the relevance of severahpaters in the quality
of the generated plans, e.g., resource availability. Asxamele, the relevance
of the number of available resources for the travel agencilpm is analyzed as
follows.

Figure 5.5 shows the completion time of the best BP enactment plan {over
all completion time) which is generated through the prodasgproach. In both
graphics of Fig5.5, the overall completion time is shown depending on the num-
ber of resources of roles A and B. First, the considered ressuare grouped
according to #A (Fig.5.5.(a)). Secondly, the considered resources are grouped
according to #B (Fig5.5.(b)). It can be seen, in most cases, that the overall com-
pletion time greatly decreases as #A increases. Additigrialmost cases, the
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Figure 5.5: Overall completion time depending on #A #B.

overall completion time remains almost the same when #RBas®s. Therefore,
#A seems to be much more influential than #B for the overallgetron time,
i.e., Alis a more critical resource for the considered traggncy problem.

In Tables5.5and5.6, the average percentages of use of the resources of role
A and role B, respectively, regarding the overall completione, are shown. In
all cases, for the same value of #P, these percentages se@gsahe number of
resources of the associated role increases. Moreover,pextexl, the average
percentage of use of resources of role A is greater than grage percentage of
use of resources of role B for the same value of #P.
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Table 5.5: %Busy A versus #P

#P
#A 10 20 30 40 50 60 70 80 90 100

952 951 950 950 950 950 950 950 950 0950
798 826 814 831 822 817 826 833 828 824
735 748 743 755 751 748 754 759 756 754
57.8 59.0 59.1 59.6 59.6 595 59.7 599 598 598
439 46.0 459 465 46.3 46.2 465 46.7 46.6 46.5

g~ wWwNPE

Table 5.6: %Busy B versus #P

#P
#B 10 20 30 40 50 60 70 80 90 100

78.6 80.8 803 820 814 810 819 826 822 819
727 711 753 722 746 76.2 743 728 741 751
46.7 48.1 49.1 489 493 496 494 493 495 497
305 30.7 313 312 314 316 315 314 315 316
264 272 275 277 277 278 278 279 279 279

a b wN R

5.5 Discussion and Limitations

In BP most environments, the Process Design & Analysis pisas@anually car-
ried out by business analysts, who must deal with severaktssuch as resource
allocation, the activity properties and the relations lestwthem, and may even
have to handle the optimization of several objectives. &luee, in some cases,
the manual specification of BP models can consume greatiguahtesources,
cause failures, and lead to non-optimized models, resguitina very complex
problem Eerreira and Ferreif20086.

Hence, it should be emphasized that the automatic generatiBP models
facilitates the human work in most cases, prevents failurése developed BP
models, and enables better optimization to be attaineckietiactment phase.

Furthermore, the specification of process properties inctadsive way al-
lows the user to specify what is to be done, and the proposdzh#éd tool is in
charge of determining how it is to be done in order to satiségroblem specifi-
cations, and to attain the optimization of certain objexfisnctions.

Additionally, notice that in the BP design phase, BP modedstiaditionally
specified in a static way through an imperative languagechvis difficult to
adapt to changing procedures or to different business @oaiszira and Ferreiya
2006. Conversely, the dynamic generation of imperative BP rfeoffem static
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declarative specifications (specifically constraint-ldesgecifications) just before
starting the BP enactment is proposed, once some valuesd@ractment pa-
rameters, e.g., resource availabilities, are known. sway, the BP models can
dynamically be adapted to different environments.

Moreover, the automatic generation of BP models can dealeuinplex pro-
blems of great size in a simple way, as demonstrated in Sedt. Therefore,
a wide study of several aspects can be carried out by simalasuch as those
related to the requirement of resources of different ralethe estimated comple-
tion time for the BP enactment, by generating several kirfigigablems.

It should also be clarified that the BP models are generategkEution pur-
poses, and hence clarity of meaning for the users of the getemodels is not
considered relevant in the current proposal.

However, the proposed approach also presents a few liontati First, the
business analysts must deal with a new language for therearshbased specifi-
cation of BPs, therefore a period of training is requiredrithen to let the business
analysts become familiar with ConDec-R specifications.08dly, the optimized
BP models are generated by considering estimated valudsgfaictivity duration
and resource availability, hence then current proposallis @ppropriate for pro-
cesses in which the duration of the activities and the resoavailability can be
estimated. However, P&S techniques can be applied to reépéaactivities in the
enactment phase by considering the actual values of thenpsees. Moreover,
ConDec-R specifications deal with both control-flow and vese perspectives,
and also temporal data. Incorporating the non-tempora petspective is sub-
ject to future work. Notice that already without non-temgda@lata many problems
can be solved.

There are several objectives which can be considered in BPMShis chap-
ter, minimizing the overall completion time only is congigé. However, this
proposal can be extended in order to consider further abgs;tsuch as cost or
other temporal measures.

5.6 Related Work

Related to the presented proposal is research on the genesbBP models, e.g.,
(Alves et al, 2008 Gonzalez-Ferrer et aR009 R-Moreno et al.2007 Hoffmann

et al, 201Q De Castro and Marc@2009 Ferreira and Ferreif2009. While the
proposals of £lves et al, 200§ Gonzalez-Ferrer et 212009 provide the BP
information through an execution/interchange languad®DK, the proposed ap-
proach, in turn, uses a declarative approach based on alfygia (LTL). In

a related way, in-Moreno et al.2007), planning tools are used for the semi-
automatic generation of BP models, by considering the kedge introduced
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through BP Reengineering languages. floreno et al.2007), they propose
an object-oriented structure modelling tool that followsit own rule-based ap-
proach, while the use of an extension of ConDec, a widelyreefsed language
in the context of BPM (e.g.,L{/ et al, 200§ Montali, 2009), which also al-
lows a higher level of abstraction is proposed in the curcbapter. Additionally,
(Hoffmann et al, 2010 proposes a planning formalism for the modelling of BPs
through an SAP specification (Status and Action Managen&it]), which is

a variant of PDDL. Unlike the proposed approach, neither#seurce perspec-
tive nor the optimization of several instances are consiuisince in {offmann

et al, 2010 each non-deterministic action (i.e., activity) cannotégeated in the
generated solution. Moreovef)¢ Castro and Marcp2009 presents a service-
oriented approach which transforms high-level BP modetsweb service com-
position models. This approach uses UML to specify the BP atsffom an
MDA point of view, which lacks an implementation view of BP gwls (Owen
and Raj 2003, in contrast to ConDec, which is a graphical and specifiglage
for the modelling of BPs. Furthermore;drreira and Ferreiy2006 proposes to
refine BP models by combining learning and planning tectesgstarting from
processes which are not fully described. Unlike the progp@sproach,Kerreira
and Ferreira2006 needs past process executions and examples provided by the
user to apply learning techniques. Moreovéri(eira and Ferreif2006 does
not consider the optimization of any objective function lire tgeneration of the
plans. Furthermore, ir¢rreira and Ferreif@2006 executable plans are genera-
ted, while the generation of BP models is proposed in theeatiapproach which
are specified in a standard language, i.e., BPMN, which canla improved by
business analysts if necessary.

On the other hand, related to the combined used of declaratig imperative
models, Rychkova et al.2008H) proposes the use of declarative BP models for
specifying processes independently of a particular enwr@nt in order to align
optional process customizations. This information is clamented with impe-
rative BP specifications which contain information relatedhe control flow of
the processes, often specific to a given environmentRliikova et a].2008H)
both declarative and imperative BP models need to be (mignsakcified, while
in the proposed approach the optimized imperative modelsatomatically ge-
nerated. Lastly, Caron and Vanthiengr2011) analyzes the need of transitions
between different BP modelling paradigms, i.e., declaeatimperative and hy-
brid proposals, supporting the presented proposal.






Chapter 6

Planning and Scheduling of Business
Processes in Run-Time

6.1 Introduction

6.1.1 Motivation

The execution of most BPs entails, in some way, schedulinigidas since the ac-
tivities to be executed may compete for some shared resaurcthese cases, itis
necessary to allocate the resources in a suitable way,lysgdiimizing some ob-
jectives. Scheduling decisions are typically made by th#Blstems (BPMSs)
during process execution by automatically assigning aiets/to resources<Us-
sell et al, 2005.

To lesser measure, planning problems are present in BP texeswhen, in
some points, several possible execution branches exgtihenselection of the
suitable one depends on the BP goal and/or on the optimizatisome criteri-
ons. Since BP models are typically specified in an imperatiag, most of the
planning decisions are taken in the modelling phase. Spaltyfithe ordering and
the selection of the activities to be executed (planningh&BP enactment are
specified in the BP design time, when only estimated valuessieeral parameters
can be analyzed.

There are BPs which entail complex planning decisions wbahgreatly be
influenced by the values of several unpredictable parasietd¢rose actual value
is known in run time.

6.1.2 Contribution

In this chapter, a proposal for modelling and enacting BRsitivolve planning
and scheduling (P&S) decisions (cf. Se2t2.3 is presented. The main contri-

103
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Figure 6.1: Planning & Scheduling of general BPs in run-time

bution is that both P&S decisions are taken in BP run-timeyigiing the process
management with efficiency and flexibility, and avoiding tliawbacks of taking
these decisions during the design phase.

In Fig. 6.1, a graphical representation of the current proposal is shdne
user specifies the information of a P&S problem, that musadeseveral aspects:
the initial state of the problem, the goal that must be redctiee activities that
can be executed in order to reach the goal (actions), togeittethe precedence
relations between them, the required resources, and tleetodg functions to be
optimized. Moreover, the estimated values of several patars, such as activity
durations or resource availabilities, must be indicatedweler, these estimated
values can be different from the actual values. The predeagproach manages
this aspect through replanning techniques in run-time thieamore, in the pro-
posed approach, the BP representing a P&S problem needsraniséated to an
imperative BP model in BPMN languabethat still represents a P&S problem
since the selection and the ordering of the activities, ttogrewith the temporal
resources allocation, are carried out in the enactmenepfde resulting BPMN
model includes a pool containing web services based on Al &Bniques that
drives the BP execution considering the optimization fioms and the actual va-
lues of the parameters. In most cases, BPMN models can b&draa into an
execution language(uyang et aj.2006, such as BPELKPEL, 2007, which
enables BP designs to be deployed into BPM systems and letrib&ances be
executed by a BPM engine in an optimized way.

IThis translation is not automatic, and hence it needs to brually carried out. As an exam-
ple, a method for modelling a specific complex P&S probleratigh BPMN language is detailed
in Sect.6.3
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The main advantage of the current proposal is the flexibledgmémic ma-
nagement of the BP enactment, since the P&S decisions aga talnsidering
the actual execution values instead of the estimated ompésniaing the objec-
tive functions. It is important to emphasize that the decignaking in run-time
provides the problem with a high spatial and temporal corigyleand hence it
is necessary to find a good balance between flexibility-oglitgn and complexity
of the BP.

As an example, a complex and representative problem inguB&sS, the
multi-mode repair planning problem (cf. Seét3), is managed through the pro-
posed approach (cf. Fig6.2). For this problem, the minimization of the total
duration and cost when executing the plan in a generic nieltgsource envi-
ronment is considered, taking into account duration antiafdse activities, and
resource allocation. In order to solve the repair planniraplems, this chapter
presents a constraint-based approach (cf. Appelddixand a PDDL 2.2 speci-
fication (cf. AppendixD.2) for managing the P&S of the BP activities to achieve
an optimal BP enactment.

The main contributions of this chapter can be summarized|bsifs:

e BP-based architecture for flexible and dynamic manageni¢éme®P enact-
ments that, in run-time, require:

— Planning: selection and ordering of the activities to becaied due to
the existence of several possible alternatives, and

— Scheduling: resources allocation involving temporal oeasy due to
the use of shared resources
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for optimizing some objective functions (cf. Se6t2).

e Al P&S reasoning based on (1) a constraint-based approachpma (2)
a PDDL 2.2 specification for optimizing the BP enactmentufed on a
complex and representative P&S problem: the multi-modairgganning
problem (cf. Sect6.3).

¢ Validation of the proposed approaches through the anadysigferent per-
formance measures related to a range of test models of gacpimplexity
(cf. Sect.6.4).

This chapter is organized as follows: Seét2includes an overview of the
proposed approach, Se&.3 shows the application of the proposed approach to
a complex and representative P&S problem, S6ct.shows some experimental
results, and finally, Sec@.5summarizes related work.

6.2 Framework for the Enactment of BPs Involving
P&S Decisions

For BP that entails planning and scheduling decisions, mdveork containing
three pools is proposed (Fi§.3), as presented in the workérba and Del Vallg
2010:

1. Client It acts as intermediary between the user and the procegendag
on the concrete problem, the user must specify some rel@vianmation
about the process to be executed.

2. Enactment Moduldt contains all the activities that can be executed. At the
end of the enactment, a message containing informationtabeyrocess
execution is sent to the client.

3. Planner and Dispatcherlt contains the Al-based web services for the op-
timal P&S of the BP activities. Depending on the problem tosbéved,
different Al P&S techniques can be used to obtain an optirratetion
plan.

As execution proceeds, timactment Moduland thePlanner and Dispatcher
pool interchange information at several points. Regartinidpe proposed archi-
tecture, theEnactment Modulexecution starts when a message from@hent
is received. After that, the first activity to be enacted isittitial plan, that re-
guests information about an initial execution plan, trytogobtain a good start
point which optimizes the considered objective functioNext, a parallel gate-
way divides the execution into two parallel branches:
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Figure 6.3: Architecture for enacting BPs which involve P&&isions.

e Plan enactment (Branch 1 in Fi§.3): This branch contains the actual P&S
activities that can be executed in order to solve the problgrshould be
emphasized that all the possible alternative activitiese@elected are in-
cluded in this branch. In this way, P&S methods are used tonaatically
select and order the suitable activities during the enaatiplease, in order
to obtain an optimal execution plan. In tE@actment Modulewhen an
exclusive data-based gateway is reached during the plaugse, the way
that must be followed is established by the information janesty received
from thePlanner and Dispatchegpool. In this way, selecting the most suli-
table activity considering the goal to be reached and theablg function
to be optimized is required (planning decision). Moreofa@rthe activities
which require the same resources to be executed, this ptallisbes the
execution ordering. Therefore, resources need to be é#dda activities
by considering the objective function to be optimized (stthimg decision).

e Optimization process (Branch 2 in Fi§.3): For the proposed architecture,
one of the most important aspects in the plan execution igphienality.
In order to improve it, an optimization process is carrietldwring all the
plan execution, due to, basically, two reasons:

— The execution plan which was initially generated can be oytimal,
since the generation of optimal plans presents NP-contgl€Xiarey
and Johnson1979, and hence it is not possible to ensure the opti-
mality of the generated plans for all the cases in a specigcuion
time.
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— The actual parameters of the enactment can be differentttierasti-
mated ones, e.g., different activity duration or resoukaalability. In
these cases, the optimized plan needs to be updated by eongithe
actual state of the BP execution.

Taking both reasons into account, a loop updating activigt is conti-
nuously trying to improve the current solution is includednsidering the
actual values of the parameters. In order to do this, a welcgdbased on
P&S techniquesUpdate plan is invoked. When a better solution is found,
the current plan is updated and this information is used tiddethe way
to follow in the OR gateways. Lastly, this loop finishes whiea tomplete
plan is successfully enacted.

In Sect. 6.3 a specific example is modelled through the proposed generic
framework.

6.3 A Case of Study

In the current chapter, a generic framework for modelling @nacting BPs which
include P&S decisions is presented (cf. S&cP). As an example, the multi-mode
repair planning problem (cf. Sed.3.]) is managed through this architecture (cf.
Sect.6.3.2.

6.3.1 The Multi-mode Repair Planning Problem

Some of the applications involving P&S issues are mainteaamd repair plan-
ning, where there may be a cascading set of choices for actiadilities, tools
or personnel, which affect the duration of the plagsi(th et al, 2000. In past
years, the effective management of maintenance and repaimipg in organiza-
tions became more important, since the system complexitycreasing as well
as there exist several limitations of the technology whihised to maintain it.
Maintenance and repair planning includes a wide scope dig@nas. Specifically,
assembly and disassembly planning are very important intéweufacturing of
products and its life cycles. They involve the identificatieelection and sequen-
cing of assembly/disassembly operations, which can bafsgkby their effects
on the parts. The identification of assembly/disassembérains is usually
tackled by analyzing the product structure and the featsilmf each possible ac-
tivity (Homem de Mello and Sandersd®91; Caltony 1999, and usually leads to
the set of all feasible plans.

In this chapter, the complete repair process of a repargbters (cf. Def.32)
is considered.
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SYSTEM

Figure 6.4: Connection graph representing the reparaktersyABCDE.

Definition 32. Areparable systens composed by a set of components, and a set
of connections between the components.

A reparable system can be decomposed in certain subsysténizef. 33),
depending on the way that the components (cf. (32, are connected and the
type of connections which are included in the connectioplgta

Definition 33. A subsystems a subset of a reparable system which is made of
more than one components which are connected.

Definition 34. Acomponenis an atomic part of a reparable system which cannot
be disconnected.

As an example, Fig6.4 shows a reparable system made of five components.
The complete system may present an unexpected or anomaloagor, which
is supposed to be due to the fail of one or more compoRehtshese situations,
a diagnosis process would be adequate for identifying thiéyfaomponent/s.
In order to fix the faulty components, a repair plan must be@dwout. This
plan is composed of three steps, that can be overlappedén tim

1. Disconnection process: set of activities that are exciuisolate the faulty
components.

2. Repair action: activity for fixing the faulty components.

3. Connection process: set of activities that are execuotegconnect the sys-
tem.

2Not all the connections which are included in the connedgi@ph are feasible.
3For the sake of simplicity, in the current proposal the ureted behavior of the reparable
system is supposed to be due to the fail of only one component.
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Taking these steps into account, a feasible repair plan eaeén as a (mini-
mum) set of activities that begins with the disconnectiothefcomplete system,
fixes the faulty components, and finishes with the conneatiothe complete
system. In the current proposal, two kinds of activities@esidered, i.e., con-
nection/disconnection activities (cf. De35 and36) and auxiliary activities (cf.
Def. 37 and38).

Definition 35. A connection activityis an activity which obtains one subsystem
by connecting several subsystems or components. It istexiloy using an esta-
blished resource with a particular configuration.

Definition 36. A disconnection activityis an activity which obtains several sub-
systems or components by disconnecting one subsystenexiadated by using
an established resource with a particular configuration.

For the sake of clarity, only two subsystems are considerée tonnected in
a connection activity and obtained after a disconnectionigc

Moreover, auxiliary activities are required since the @xtion/disconnection
activities are executed at different locations, and theusses can be used with
different configurations. Auxiliary activities can be ddsed into set-up opera-
tions (cf. Def.37) and transportation operations (cf. D8B).

Definition 37. A set-up operationis an auxiliary operation which changes the
configuration of a resource. It is required when two sucaessictivities with
different configuration use that resource.

Definition 38. A transportation operations an auxiliary operation which trans-
ports a subsystem between locations. It is required whetottegion where the
subsystem is obtained is different from the location whieeg $ubsystem is re-
quired. In the current chapter, different resources aresidared to be placed at
different locations.

All activities which are considered, i.e., connectionédisnection and auxi-
liary activities, have an associated duration and cost.

In the considered repair planning problem, the conneaisadnnection ac-
tivities (cf. Def. 35 and36) can be executed in more than one operating mode
(multi-mode), each one using different resources or cordigpn, and possibly
different duration and cost. Taking this into account, ¢heain be several options
to connect several subsystems to obtain another one, amtisct one subsystem
to obtain several ones.

For the considered repair planning problem, two assumgtoa supposed:

e (Al) All activities are reversible, i.e., if a connectiontiaty which con-
nects several subsystel®s S, . . ., § to obtain another subsystegexists,
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then a disconnection activity which disconnect the sulesys$ to obtain
the subsystemS;, S, ..., S is also included, and vice versa.

e (A2) Subsystems that do not include the faulty componemsat discon-
nected.

Taking (A1) and (A2) into account, in the connection procedier subsys-
tems different from the ones generated by the disconneptiocess can appear,
depending on how they are joined. Moreover, disconnectinifes only han-
dle subsystems that contain the faulty component, whem@asection activities
handle subsystems that may contain or not the faulty comyponka general,
plans are not linear sequences of activities, unlike révierplans. Although the
disconnection process is linear, the connection process@atain activities that
may execute in parallel with others. Furthermore, it is gmleshat the connection
process starts before the disconnection process has finiahd there may be a
parallel execution of the two types of activities.

A typical objective to be pursued in repair problems is theimization of the
elapsed time of the plan, i.e., the time in which the reparapstem is reconnected
after the reparation (called makespan). In the currentagmpr, the total cost of
the complete repair plan is also considered for minimizatitherefore, a multi-
objective optimization is pursued, encompassing bothativje functions, time
and cost.

And/Or Graph Representation

In the literature, there are several structures that carsbed for representing the
considered repair planning problem. The And/Or graghriem de Mello and

Sanderso1990 is one of the most suitable ones, since it allows to repitaben

set of all feasible connection/disconnection plans in amatand compact way
(cf. Def. 39).

Definition 39. TheAnd/Or graphwhich represents a repair planning problem is
composed by:

e Or nodes: they correspond to subsets of components of tlagalgle sys-
tem, meaning that the root node represents the whole sysferi€f. 32),
while non-leaf nodes represent subsystems (cf. E8fand leaf nodes are
individual components (cf. De34).

¢ And nodes: they represent the activities which connecidisect the sub-
systems (cf. Def35and 36). In this way, a downward edge decomposes
a system or subsystem in several subsystems, while an updgedcan be
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(a) Original And/Or graph (b) Simplified And/Or graph

Figure 6.5: The And/Or graph for a reparable system made etfivnponents.

seen as the reverse activity of joining several subsystetasaicomposed
one.

In the current approach, each activity with an operating encatresponds to
a different And node in the graph.

Notice that auxiliary activities (cf. Def37 and38) are not explicitly represen-
ted in the And/Or graphs.

In And/Or graphs, each connection/disconnection plangs@ated to a tree,
that is an And/Or path starting at the root node and endinigedlieiaf nodes.

Fig. 6.5@) shows the And/Or graph for a reparable system made ofdne c
ponents, wherd@'’ activities represent disconnection activities. For thee#r
node, there can be several And nodes (activities) belowptresenting different
alternatives to connect/disconnect the related subsygisraxample of different
modes for the same activity, cf, and T in Fig. 6.5a). For the problem of Fig.
6.5a) when D is the faulty component, the subsystems AC and BEat dis-
connected since assumption (A2), i.e., subsystems thabtdmelude the faulty
components are not disconnected (cf. SécB.J), is considered. Therefore, the
activities Tg and T;; are not selected for the disconnection process in this case
(cf. Fig. 6.5(b)). The useless activities, i.e., those And nodes belethnodes



6.3. ACASE OF STUDY 113

Figure 6.6: The simplified repair And/Or graph for a repagatystem made of five com-
ponents.

corresponding to subsystems which do not contain the faoltyponent, can be
removed from the graph, resulting in a simplified And/Or drégf. Def. 40).

Definition 40. A simplified And/Or graphfor a specific faulty component is an
And/Or graph (cf. Def.39) in which the And nodes below the Or nodes corre-
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sponding to subsystems which do not contain the faulty coempi.e., useless
activities, are not represented.

Moreover, the original And/Or graph (cf. DeB9) can be opened out by in-
cluding both connection and disconnection processedtiregin a repair And/Or
graph (cf. Def41l).

Definition 41. A repair And/Or graphis composed by: (1) a set of subsystems
and disconnection activities which represent the discohoe process (top part
of the And/Or graph), (2) a set of individual components Whepresent the iso-
late components (medium part of the graph), and (3) a set b$ymiems and
connection activities which represent the connection ggsqbottom part of the
And/Or graph).

Figure6.6 presents the simplified repair And/Or graph for the probléirig.
6.5when the faulty component is D, wheTé activities represent disconnection
activities andT activities represent connection activities.

The original And/Or graph has been extended, so that the epresentation
includes all the constraints involved in the problem, addmew types of links
between And nodes. The new links represent non-precedensgraints: due to
the use of shared resources by the tasks and due to the chasaydiguration in
the resources.

Figure 6.7: Types of Relations

In this way, 6 types of relations are considered (cf. Eg), each one repre-
senting a link or component of the extended And/Or graph:

Relations of type (1) collect the relation between the imfation from an Or
node and the And nodes below it in the original And/Or graph.

Relations of type (2) consider the durations of connectiwh disconnection
tasks, and correspond to the relationships between thengtand ending times
of the connection and disconnection tasks.

Relations of type (3) collect the relation between the imfation from an And
node and the (two) Or nodes below it in the original And/Ompdra

Relations of type (4) consider the relation between thecgeleof an Or node
and all the And nodes above it (possibly only one) in the aagAnd/Or graph.
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Figure 6.8: The extended simplified repair And/Or graph wétlations (5) and (6) bet-
ween tasks

Relations of type (5) are due to the delay which is needed fanaging a
change of configuration in a resource between the executibtvgo successive
tasks using the same resource with precedence constraimiedn them. Those
constraints include the relations between reverse disaiimm and connection
tasks. Notice that for a particular repair plan it is onlyurgd relating each task
to its closest successor that uses the same resource in t@rree.
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Relations of type (6) consider the relation between thestagkich are not
related by precedence constraints and which use the sameces

Types (1), (2), (3) and (4) come from the relations betweemthdes included
in the original graph, while types (5) and (6) come from the ak(same or dif-
ferent) resources by the different tasks, and they areectlatnew links between
tasks in the extended And/Or graph.

As an example, Fig.6.8 shows an extension of the And/Or graph which is
presented in Fig6.6 by including relations of types (5) and (6).

The And/Or graphs represent the system structure througtpaoents re-
lations, that remains permanent despite of different meguresources or faulty
components. Taking this into account, for the same grapte tban be several
repair problems by varying the faulty components or the ireguresources.

The And/Or graphs can be used as a basis for representing mailems
that involve both P&S, including the repair planning prablesince it allows to
show important P&S characteristics, such as alternatitigies or precedence
relations. Moreover, in general, the And/Or graphs can béyeaxtended in order
to include other aspects. One important advantage of thigesentation is that the
And/Or graph shows the activities that can be executed iallpar

Multi-objective Optimization

Many problems, such as planning and scheduling problenmsjrvalve multi-
ple conflicting objectives that should be considered at #mestime. In multi-
objective optimization problems, that have been studieddweral decades(1an-
kong and Haimesl983 Miettinen, 1999 Ehrgott 2005 Coellg, 2009, usually
no unique solution exists but a set of nondominated solstiam be found. These
solutions are also known as Pareto optimal solutions,foe gbtaining a better
feasible solution in one of the objectives, it is necessargdteriorate, at least,
another one objective. Two typical objectives pursued amping and scheduling
problems, used in this chapter, are the minimization of thal time and cost of
the resulting plan. Typically, these two objectives areonftict, and hence it is
not possible to find a plan which is optimum for both objectivéen these cases,
optimized plans which present a good balance between tredmyed objectives
are pursued.

In order to solve multi-objective optimization problemisete are, basically,
three approaches:

e Defining a new objective function that can be optimized witigke objec-
tive solvers, such as the weighted-sum methodi¢h 1963 Koski, 1985
Kim, 2006, that minimizesy w; fj, wherew; > O for each objective function
fi considered. It is advisable to normalize the objectivel wtme scaling
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Repair Planning Problem Relation |And/Or Graph Relation| BPMN Relation

(a) There are several disconnection
tasks, T,,T,,...,T,, that can be used to
disconnect the subsystem S.

(b) There is one disconnection task, T,
that obtains two subsystems, S, and S,,.

(c) There are several connection tasks,
T,,T,...,T,, that can be used to connect
the subsystem S.

(d) There is one connection task, T, that
connect two subsystems, S, and S,, to
obtain another one.

Figure 6.9: Transformation from And/Or Graph relations foNBN relations

so that different magnitudes do not confuse the method. matod is
used in the current approach.

e Optimizing one of the objective functions constraining tileer ones (e.g.,
e-Constraint MethodHaimes et al. 1971, Chankong and Haimegd983
Ehrgott and Ruzika20089).

e Working with a set of Pareto optimal solutions (e.g., Eviolnary Multi-
objective OptimizationGoldberg 1989 Fonseca and Flemin@995 Deb,
2009).

6.3.2 BPMN Model for the Multi-mode Repair Planning Pro-
blem

As stated in Sect6.3.1, And/Or graphs can be used as a base representation for
several Al P&S problems, including the considered repanping problem. Fur-
thermore, a translation from all the And/Or graph composiémia BP modelling
language, e.g., BPMN/(hite and et a].2004), can be carried out in a direct way,

as explained as follows (cf. Fi.9):
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The fact that there are several disconnection actvitiat can be used to
disconnect the same subsystem is modelled in BPMN by angxelgateway
with that subsystem as input and as many outputs as disciiomectivities,
each one related to each disconnection activity.

The fact that there is one disconnection activity thaaots two subsystems
is modelled in BPMN by a parallel gateway with that activigjiaput and two
outputs, each one related to each subsystem.

The fact that there are several connection activitias ¢an be used to con-
nect the same subsystem is modelled in BPMN by an exclusiesvgg with
as many inputs as connection activities, each one relateddo connection
activity, and with the resulting subsystem as output.

The fact that there is one connection activity that catgievo subsystems is
modelled in BPMN by a parallel gateway with two inputs, eank celated to
each subsystem, and with the connection activity as output.

As stated, the auxiliary activities (cf. DeB7 and Def. 38) are not explici-

tly represented in the And/Or graphs. However, they neecetmtluded in the
resulting BPMN in order to be executed. Therefore, BPMNvaats related to
auxiliary activities are added to the BPMN model when nemgsse.:

e set-up operationare included between two successive activities which use

the same resource with different configurations, &fandT, in Fig. 6.10
The Change of configuratioactivity, provided that it is necessary, can be
executed in parallel with the treatment of the subsystemestvdre obtained
after the activity enactment (cf. Fig.11(b)). The dots in Fig6.11(b) re-
present the treatment of the subsystem/s which result giigeexecution
of the activity. This treatment depends on the specific sstiesy. For ex-
ample, after executing,, the subsystem& andBC are obtained (cf. Fig.
6.11(a)). In this case, the treatment of both subsystems, e.gve®C?,
can be performed in parallel to the change of configuratioresburceR;
(i.e., resource which is used BY).

The Change of configuratioactivity is also controlled by th@lanner &
Dispatchermodule since its execution causes the resource lock, tfiat in
ences the BP enactment. Moreover, the decisions abousiftttivity is
executed or not and when it is executed depend on P&S desiwgibich are
taken by thePlanner & Dispatchepool.

transportation operationsre included between two successive activities
which manage the same subsystem and use different resd¢locaisons),
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Figure 6.10: Example of the repair And/Or graph for a reparalgstem made of three
components.

e.g.,T; andT; in Fig. 6.10 Taking into account that the information about
the resources where the subsystems are obtained is incindéd plan
execution, and the information about the resources wheseare required
depends on the selected branch, it is not necessary to dalsereices for
the Move subsystem®xecution. If a subsystem is moved or not during
the enactment phase depends on the plan execution sineeediffictivities
can obtain the same subsystem, and this subsystem can eqused for
different activities.

Taking the transformations of Fi¢.9and the inclusion of auxiliary activities
into account, the BPMN which represents the multi-modeirgg@anning problem
of Fig. 6.10is shown in Fig.6.11

In Fig. 6.11(a), the enactment module (cf. Se@.2), i.e., the pool which
contains all the activities of the P&S problem which can beceed, is called
the repair module. Therefore, the repair module is the onelwtontains the
actual repair plan execution. In this module, the actigittee executed consi-
dering the P&S established by tRéanner and Dispatchemwhich contains web
services based on Al-based methods (specifically on a @anisbrased approach
(cf. AppendixD.1) and on a planner for solving problems related to a PDDL 2.2
specification (cf. Appendi®.2)). For the sake of clarity, in Figs.11(a) the activ-
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Figure 6.11: BPMN diagram of the repair problem of FaglQ

ities corresponding to connection/disconnection aatisiappear collapsed, while
in Fig. 6.11(b) its expanded representation is shown. In Bdli(b), T Activity
represents the actual execution of the connection/disaium activity. A suita-
ble web service manages it, since fPlanner & dispatchemust determine the
start time of the activity. This is due to the start time of #ogivity is related to the
ordering in which that activity uses a resource, i.e., adaheg decision which
needs to be established by tRAanner & dispatchepool. Considering the infor-
mation about the activity execution, the actual values tmed and consulted for
updating the plan and enacting the remaining of the BP.

Notice that this BP contains all the possible alternatitevdies to be selected,
and during the enactment phase, Al P&S methods are usedamatitally select
and order the suitable activities in order to execute the plan optimized way.
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Table 6.1: Number of And, Or nodes (average)

And/Or graph Simplified And/Or graph
Prob #Or  #And #Or #And #And’ #RP

30-1 348 630 223 327 240 1213
30-2 404 828 303 520 365 9200
30-3 415 863 310 546 384 12846
40-1 649 1518 433 833 575 23005
40-2 770 2143 621 1489 984 248408
40-3 756 2060 598 1400 925 197551

6.4 Empirical Evaluation

Section6.4.1describes the design underlying the experiments, and $eét2
shows the experimental results and the data analysis.

6.4.1 Experimental Design

Purpose: The purpose of the empirical evaluation is to check the Bility of
two approaches for developing the web services which arbange of P&S the
activities of the BPs which represent multi-mode repainplag problems. These
approaches are listed as follows:

e A constraint-based approach (called CBP from now), cf. AyipeD. 1.

o A PDDL specification of the problem which is used as input ef 8GPlan
planner Chen et al.2006, which compose the generic planning approach
(called SGPIlan from now), cf. Appendix.2.

Objects: Table 6.1 shows the number of nodes in the And/Or graphs cor-
responding to a set of hypothetical products of 30 and 40 compts which are
used as objects in the current empirical evaluation. Supgasat each individual
component must be repairedt includes the average number of Or, And (connec-
tion activities), And’ (disconnection activities) nodesyd the average number of
repair plans (#RP) in the simplified graphs. Each row refews $et of 80 instan-
ces of an And/Or graph for a hypothetical product of 30 or 4@gonents, with
different combinations for the durations of activitiesearces and configurations
which are used, and faulty component which is selected t@paired. In order

4As stated, for the sake of simplicity only one component issidered to be faulty for each
problem.
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Table 6.2: Fraction of Optimal solutions which are found [BFC

Prob frime fmoz0 fmoio  feost
30-1 0,5 0,591 0,898 1
30-2 0 0,011 0,307 0,5
30-3 0 0 0 0
40-1 0 0 0 0
40-2 0,5 0,5 0,5 0,579
40-3 0 0 0 0,045
M30-1 0,5 0,5 0,5 0,954
M30-2 0 0 0,079 0,5
M30-3 0 0 0 0
M40-1 0 0 0 0
M40-2 0,397 0,5 0,5 0,557
M40-3 0 0 0 0,023

to obtain results about the behavior of the model for mulbid activities, each
graph has been extended to include 10% multi-mode acsyMS80-1, M30-2,
M30-3, M40-1, M40-2 and M40-3).

The cost of each activity is considered to be a function whiepends on the
resource, the configuration and the duration of this agtivit a related way, the
cost of a repair plan is obtained by the sum of the costs ohalbttivities which
are included in the plan.

Experimental Design: Four different objective functions have been selected
to be minimized: the cosftf¢qs), the makespanf{inme), and two combined objec-
tive functions which result of applying the weighted-suntoel, i.e., the objec-
tive function to minimize isv x PlanDuration+w; x PlanCost wherew; andw,
refer to the weight which is given to the total time and thaltabst of the repair
plan respectively:

o fmoio: In this casews = 10 andw, = 1.
e fyvozo: In this casews = 20 andw, = 1.

The values 10 and 20 have been chosen because the cost af plapwhich
has been considered is, in average, around 15 times theltotgion of the plan.

Independent Variables: For the empirical evaluation, the objective function
to be minimized, i.e.frime fmo10, fM020, @andfcost, and the problem to be solved,
i.e., 30-1, 30-2, 30-3, 40-1, 40-2, 40-3, M30-1, M30-2, MB3M40-1, M40-2 and
M40-3, are taken as independent variables.

Response VariablesAccording to the 4 objective functions previously men-
tioned, some performance measures related to the besbgethetan are reported
for the considered problems:
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Table 6.3: Execution time (average) with CBP

Prob frime  fmo2o  fmoio  feost

30-1 155,2 1448 152,5 150,3
30-2 300 299,5 300 300
30-3 300 300 300 300
40-1 300 300 300 300
40-2 153,2 151,4 300 300
40-3 300 300 300 300
M30-1 420 368,5 349 121,9
M30-2 600 600 595,2 351,4
M30-3 540,4 600 600 600
M40-1 600 600 600 600
M40-2 416,5 318,25 307 270,4
M40-3 600 593,18 600 587,2

e The fraction of solutions which are found by the constréiased approach
which are proven to be optimal (Tale2)°.

e The average execution time which is spent for finding thetgwis by both
approaches (Tabke3and6.5).

e The fraction of better solutions (in time and cost) that hiagen found in
both SGPIlan and CBP approaches when including 10% multieractivi-
ties (cf. Table$.4and6.6) regarding to the same problems but with single-
mode activities. This measure indicates if the fact of idolg multi-mode
activities makes improve the solution for the problems jixbss

e The fraction of solutions which are found by SGPlan and wiaichbetter
or equal to the solutions which are found by the CBP approadime (T
column) and cost§ column) (cf. Table5.7). The equal solutions are also
included (less than 3%) due to the SGPIan is the fastest,@mzethey can
be considered better solutions.

Experimental Execution: The experiments were carried out on a 2,66GHz
Intel Core 2 Duo with 4GB RAM.

For testing the constraint-based proposal (CBP) (cf. Agpeb.1), a basic
branch-and-bound algorithm is implemented in ILOG SolveD(, 2011). A
temporal limit of 300 seconds for single-mode and 600 sesdod10% multi-
mode has been established for the search. In order to guedsetirch, the order

SUnlike the constraint-based approach, SGPlan performsamiplete search, and hence it is
generally not possible to ensure the optimality of a sofutio
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Table 6.4: Fraction of better solutions for problems inatgdl0% multi-mode activities
with CBP

Prob frime fmozo fmozo fcost

30-1 0,01 0 0 0,01
30-2 0,32 0,32 0,32 0,32
30-3 0,19 0,20 0,19 0,19
40-1 0,18 0,18 0,18 0,19
40-2 0,29 0,29 0,21 0,24
40-3 0,52 0,42 0,47 0,44

of selection of the variables to be instantiated is from upldan in the repair
And/Or graph. On the other hand, a generic planner, SGRiga( et al.2000),
is used to solve the corresponding problems which are seédifi PDDL (cf.
AppendixD.2), with several combinations of the functions to be minindizsing
the weighted-sum method. SGPlan is based on the strongtjochinutex cons-
traints, and proposes to partition the constraints of ampitanproblem into groups
based on their subgoals. SGPlan includes an ordering hewsl stopping con-
dition based on the marginal improvement of the plan metric.

6.4.2 Experimental Results and Data Analysis
Constraint-based Approach

Table6.2shows that the objective functions in which the cost has a imfjuence,

get the best fractions of proven optimal solutiorg.§; gets the best score, fol-
lowed by fpmo1o, fmozo and, finally, frime) and, in most cases, also the results
are obtained in the fastest way for problems in which the kastthe highest in-
fluence (cf. Tablé.3). This may be due to the differences between the costs of
the activities are more significant and discriminating tbatween the durations,
and the cost seems to be less dependent of the ordering aftthidéies.

Table 6.4 shows the fraction of better solutions (in time and costj tieve
been found by the constraint-based approach when inclutlddg multi-mode
activities. A better solution (in time and cost) for multieate problem than for
single-mode problems has been found in 23,5% of the studiseic It is possible
to see that the more complex s the problem, the more is treendge of including
10% multi-mode activities, for the problems which are cdesed.
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Table 6.5: Execution time (average) with SGPlan

Prob frime fmozo fmoto fcost

30-1 0,15 0,31 0,31 0,26
30-2 0,43 0,82 0,83 0,75
30-3 0,47 0,86 0,84 0,74
40-1 0,85 1,84 1,90 1,67
40-2 0,65 1,57 1,72 1,51
40-3 1,02 2,21 2,22 2,18
M30-1 0,88 0,31 0,35 0,73
M30-2 4,88 0,93 0,95 4,10
M30-3 4,70 0,87 0,95 3,73
M40-1 11,96 1,84 1,94 11,04
M40-2 9,53 1,70 1,71 9,62
M40-3 11,81 2,40 2,45 14,63

Table 6.6: Fraction of better solutions for problems ingtgdl0% multi-mode activities
with SGPIan

Prob frime fmozo fmoo fcost

30-1 0,02 0,02 0,02 0,02
30-2 0 0 0 0

30-3 0,04 0,04 0,04 0,04
40-1 0,24 0,24 0,24 0,24
40-2 0,20 0,20 0,20 0,20
40-3 0,25 0,25 0,25 0,25

Planner and PDDL Specification

Table6.5shows the execution time (in average) of SGPlan when sothi@gon-
sidered repair planning problems. It is possible to seeftirathe single-mode
problems of 30 components which have been generated, thosois found in
less than 1 second. In a similar way, for the single-modelprob of 40 compo-
nents which have been generated the solution is found imdrtwr 2 seconds.
As expected, this time increases when including multi-maciesities. Compa-
ring Tables6.3and6.5, the generic planning approach seems to be better in the
situations when the available time for finding the solutiabw, since this ap-
proach is based on incomplete search, i.e., SGPlan includasgpping condition
based on the marginal improvement of the plan metric.

Table 6.6 shows the fraction of better solutions (in time and cost} tieve
been found by SGPlan when including 10% multi-mode acésitilt is possible
to see that the fact of including 10% multi-mode activitilewas to reach better
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solutions in the systems made of 40 components than in thersgsnade of 30
components which are considered.

Planner and PDDL Specification VS Constraint-based Approak

Table 6.7: Fraction of SGPlan better or equal solutions (m@med to CBP)

frime fmozo fmozo fcost
Prob T C T C T C T C
30-1 0,01 0,30 0,03 0,21 0,04 0,19 0,12 0,16
30-2 1 1 1 0,98 1 1 1 1

30-3 0,96 0,99 0,95 0,94 0,96 0,98 0,96 0,99
40-1 0,83 0,85 0,87 0,85 0,83 0,85 0,83 0,85

40-2 0,02 0,20 0,06 0,25 0,05 0,11 0,14 0,10
40-3 0,63 0,77 0,64 0,67 0,63 0,77 0,62 0,71
M30-1 0,17 0,52 0,30 0,55 0,37 0,55 0,16 0,18
M30-2 1 1 1 1 1 1 1 1

M30-3 0,94 0,96 0,94 0,96 0,94 0,96 0,94 0,96
M40-1 0,87 0,92 0,87 0,90 0,87 0,90 0,87 0,90
M40-2 0,01 0,25 0,11 0,16 0,02 0,16 0,12 0,09
M40-3 0,48 0,63 0,50 0,60 0,50 0,60 0,52 0,57

For solving the repair planning problem, several approsicla® be conside-
red. In this chapter, we analyze the results which are obddiinrough:

1. A constraint-based approach (cf. Appendixl), which includes a basic
branch-and-bound algorithm (i.e., complete search).

2. A generic planning approach (cf. Append»?), which is used by a solver
which performs an incomplete search with a stopping coonlitiased on
the marginal improvement of the plan metric.

Typically, complete search algorithms are suitable whereatgime is avai-
lable for execution, while incomplete searches usuallybgétier results in a little
time.

Table6.7 shows a comparison between the quality of the solutionsiwéie
found by both approaches. It is possible to see that thetgualithe solutions
which are found by both approaches strongly depends on freedf problem,
obtaining, in general, values close to 0 and 1 in most caseseder, in general,
CBP takes more advantages that SGPlan when multi-modétiestiare included
(cf. Tables6.4and6.6).
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6.5 Related Work

Several research groups have integrated Al techniquesBRM systems. As
follows, some of the similar works are briefly described,lakxpng the main dif-
ferences between them and the current approach.

Some related works integrate P&S tools in BPM systems fomtbeelling
phase, such ag\(ves et al, 2008 Gonzalez-Ferrer et aR009 R-Moreno et al.
2007 Hoffmann et al.201Q De Castro and Marco2009 Ferreira and Ferreira
2006. These works generate the BP model during the build-tim#hout ta-
king into account the actual values of the parameters whiehkaown in run-
time. Consequently, the initial optimization plan can beabte due to the non-
updating aspect. On a different way, the current proposairder to update the
plan in run-time, maintains all the possible alternativeshie BP model, taking
into account the actual values of the parameters for upgl#tie P&S of the ac-
tivities.

On the other hand, most of the related works integrate sdimgdtools in
BPM systems for the enactment phase, in order to take dispgtdecisions as
to which activity should be executed using a resource whbadbmes free (dy-
namic scheduling). As follows, a representative set of tlaeenbriefly summa-
rized. One of the first works,Z(ao and Stohlr1999, developed a framework
for temporal workflow management, including turnarouncetipnedication, time
allocation, and activity prioritization. In a related wg$on and Kiny 2007) pro-
poses a schema for maximizing the number of workflow instausedisfying a
predetermined deadline, based on a method for finding outrttieal activities.
Moreover, (Ha et al, 2006 proposes a set of process execution rules based on
individual worklists, and it develops algorithms for theigity assignment in or-
der to maximize the overall process efficiency, taking theoueces capacities
into account. FurthermoreR{iee et al.2008 presents a Theory of Constraints
(TOC)-based method for improving the efficiency of BPs. Aidaially, (Tjoa
et al, 2010 presents an approach for dynamic activity and resourceatibn
using risk-aware business process simulations to faelaad improve the plan-
ning and the analysis of the BP activities.

There are several differences between the worksi ¢ and Stohr1999 Son
and Kim, 2001 Ha et al, 2006 Rhee et a}.2009 and the current approach. First,
in the current proposal the selection of the activities toekecuted (planning)
is done in run-time, besides the resource allocation, whiepreviously sum-
marized works only consider the prioritization of the aiti®s using the same
resource (scheduling). Secondly, the current approacsidenseveral objective
functions, while the other works only focus on the temposgexts of the pro-
cesses for allocating the resources.
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Related to the proposed approaciia(rella and Mecella2011) presents a
technique which is based on continuous planning in ordeutoraatically cope
with unexpected changes. The dynamic domain of the prosassspecified
through a second-order logic formalism (SitCalc), and ahHayel interpreter
(IndiGolog) is used to control the execution of the actiamshie BP enactment.
Unlike our approach, any objective function is considecele optimized. More-
over, while our approach is based on translating P&S problenthe standard
BPMN language (and hence the models can be usually execytadBPM en-
gine), in (Marrella and Mecellp2017) the process activities need to be specified
in SitCalc and be executed through IndiGolog.

To the best of our knowledge, there is not any proposal facselg the suita-
ble activities in run-time in order to optimize some funagan BP environments
as well as considering reaching several goals (planning).

Related to And/Or graphs for representing P&S problemanéasi represen-
tation can be found infartak and .2007), that proposes an extension of tem-
poral networks by parallel and alternative branching taesent some kinds of
P&S problems. Furthermore, iBée et al, 2004) the concept of blocks that can
classify BP flows into several patterns: iterative blockjaélock and parallel
block includingAND andOR structures, is proposed.

Related to assembly planning, most approaches used fosicigooptimal as-
sembly plans employ different kind of rules in order to avditficult activities
or awkward intermediate subassembligsiiem de Mello and Sandersd®97,
Goldwasser and Motway1999. In other context, disassembly planning has been
object of different studies, varying from maintenance piaiepurposes to recycle
or recovery of useful materialsi(and Zhang 1995 Lamber] 1997, 1999. Dif-
ferent techniques have been used for solving those probfeons mathematical
programming to a variety of methods related to artificiakligence (amber|
2003.
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Conclusions

The research works which are presented in this documengaaszllon the combi-
nation of several research areas which have been widelerefed and explored:
planning and scheduling (P&S), constraint programming){@Rd business pro-
cess management (BPM).

Although the interest in the application of artificial idtgénce techniques,
and in particular P&S and CP, to improve the management ohbss processes
has grown in last years, there are some interesting and atime\points which
were unexploited and which are addressed in the currenig Béssertation.

Specifically, a constraint-based approachgenerating optimized BP enact-
ment plans from declarative process specification&f. Chapter3) is proposed
in order to optimize the performance of a process, accoitiogjective functions
like minimizing the overall completion time. This approasbercomes the pro-
blems which are related to imperative BP model specificatchre to the tacit na-
ture of human knowledge is often an obstacle to elicitingieate process models
(Ferreira and Ferreif2006. As mentioned in previous chapters, the generated
optimized BP enactment plans can be apply to greatly imptioseverall BPM
life cycle (Weskeg 2007). Two of these applications are detailed in the current
Thesis Dissertation: (1) giving users of flexible BPMSs renmendations during
run-time, and (2) generating optimized imperative BP medel

The former approach consists giving users of flexible BPMSs recommen-
dations during run-time (cf. Chapter) so that performance objective functions
of processes are optimized. Due to their flexible naturejueatly several ways
to execute declarative process models exist. TypicaNgrga certain partial trace
(i.e., reflecting the current state of the process instgnossrs can choose from
several enabled activities which activity to execute nekhis selection, how-
ever, can be quite challenging since performance goalseoptbcess should be
considered, and users often do not have an understandihg ofverall process.
Moreover, optimization of objective functions requireatthesource capacities are
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considered. Therefore, recommendation support is neeai@agdBP execution,
especially for inexperienced useis (1 Dongen and van der Aal2005. In our
proposal, recommendations on possible next steps areagedeaking the partial
trace and the optimized plans into account. Furthermorehenproposed ap-
proach, replanning is supported if actual traces deviata the optimized enact-
ment plans.

The latter approach, i.egenerating optimized imperative BP models from
declarative specificationgcf. Chaptel5) is motivated due to BP models are usu-
ally defined manually by business analysts through imperdéinguages. Fur-
thermore, allocating resources is an additional challesigee scheduling may
significantly impact business process performance. Toerethe manual speci-
fication of process models can be very complex and time-acoimgy potentially
leading to non-optimized models or even errors can be gexterdoreover, the
result of process modelling is typically a static plan ofi@as$, which is difficult
to adapt to changing procedures or to different businesls g@ath the proposed
approach, process models can be adapted to changing presexiio different
business goals, since imperative process models can dyaliyribe generated
from static constraint-based specifications. Moreoveratitomatic generation of
BP models can deal with complex problems of great size in alsimvay. There-
fore, a wide study of several aspects can be carried out, asithose related to
the requirement of resources of different roles, or tharested completion time
for the BP enactment, by starting from different declagspecifications.

Lastly, a proposal fomodelling and enacting BPs that involve P&S deci-
sions(cf. Chapter6) is presented. The execution of most BPs entails, in some
way, scheduling decisions since the activities to be executay compete for
some shared resources. In these cases, it is necessargdatalthe resources
in a suitable way, usually optimizing some objectives. Dgrprocess execu-
tion, scheduling decisions are typically made by the BPMesys (BPMSs), by
automatically assigning activities to resource&si¢sell et al.2005. To lesser
measure, planning problems are present in BP executions,whsome points,
several possible execution branches exist, and the smiectithe suitable one
depends on the BP goal and/or on the optimization of somditnms Since BP
models are typically specified in an imperative way, mosthef planning deci-
sions are taken in the modelling phase. Specifically, therard and the selection
of the activities to be executed (planning) in the BP enantraee specified in the
BP design time, when only estimated values for several patensican be analy-
zed. However, there are BPs which entail complex plannimgsams which can
greatly be influenced by the values of several unpredictadni@meters, whose ac-
tual value is known in run time. The main contribution of thegosed approach
is that both P&S decisions are taken in BP run-time, progdire process mana-
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gement with efficiency and flexibility, and avoiding the dietks of taking these
decisions during the design phase.

The motivation and the interest related to all the approsetigich are pre-
sented in the current document are strongly justified. leantlore, discussions re-
lated to the advantages, drawbacks and limitations of easppogal are included.
In addition, the validation of the proposed approachesuinghe analysis of dif-
ferent performance measures related to a range of test swoferying comple-
xity is included. Moreover, the most related work togethé@hwhe overcomings
and innovations of the proposed approaches are also peesent






Chapter 8

Future Work

In the current document, several research works are peskeAt| the proposed
approaches can be extended by including interesting aspéith remain to be
exploited in its related fields.

In a first place, regarding the generation of optimized enaot plans from
declarative process specifications (cf. Chag)eithe next ideas are intended to
be explored:

e The inclusion of more general templates in the consideredi&®arative
specifications, e.g., choice or metric temporal consts&ivibntali, 2009.

e The analysis of further objective functions, e.g., costabustness, and
the optimization of all the overall these functions at thenedaime (multi-
objective optimization).

e The consideration of the non-temporal data perspectiveandeclarative
process specificatior/{ontali, 2009.

All these extensions have a great influence in giving useflexible BPMSs
recommendations for the optimized execution of BPs (cf. pi#ral) and in the
generation of optimized BP models from declarative speifios (cf. Chapter
5), since the generation of optimized enactment plan are asedstarting point
for both proposals.

Furthermore, there are other interesting applicationshefgenerated opti-
mized enactment plans which are intended to be exploretl,that:

e Simulation: Simulation of BPs can be effectively used foalgming pro-
cesses and for improving BP models. BP simulation preséefdstaforward”
view on a current business process, so that the generatathon models
can accurately reflect the real-world process of interese iBteresting ap-
plication of BP simulation is to identify unbalances betwékee resources
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required for executing a particular process and the aJail@sourcesKei-
jers and van der Aals1999. Moreover, the effects of alternative resources
schedules can be investigated. As future work, a simulaimgine can
analyze the generated BP enactment plans for making siwnsdtom the
declarative BP model, and the results can be studied in togeralyze and

to enhance the current BP model (Process Design & Analysisgpbf BPM
life cycle (Weskg 2007)).

e Time Prediction: There are many scenarios where it is usefove relia-
ble time predictions\an der Aalst et a)2017). As future work, the genera-
ted optimized BP enactment plans can be used by a predictginesince,
as stated, time information is available. For a given predestance state,
the expected completion time for instances and activiiesle calculated
by taking the end time of the remaining activities of the opted plans
into account.

Related to giving users of flexible BPMSs recommendationgi®optimized
execution of BPs (cf. Chaptd), the integration of the proposed approach with
a testsuite for recommendations in ConDé&dé=6tergaard201]) is intended to
be achieved. In this testsuite, a model of user behavior easpecified. The
proposal of this integration consists of checking the &ilits of the proposed
approach when simulating the actual execution of the BPs.

Regarding the generation of optimized BP models from datila specifi-
cations (cf. Chaptes), obtaining configurable process models from several op-
timized plans is intended. These configurable process rmadel be generated
by extracting the common parts of the original process ngadeeating a single
copy of them, and appending the differences as brancheséacable connec-
tors (La Rosa et a).2010. In this way, the generated configurable models capture
all the behavior of the original models.

On the other hand, related to the proposal for planning ahddiding BPs in
run-time (cf. Chapte), it is intended to analyze further kinds of BP problems in-
volving planning and scheduling aspects. Furthermoregiadational translation
between planning languages, as PDDL, and BP model or epadatiguages, is
intended to be explored. Moreover, further objective fior can be considered.
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Appendix A

ConDec-R Templates

As stated, in general, if not restricted by any constrairsaBtivities are assumed
to be executed several timesegsic and van der Aals2006. Henceforthnt(A)
refers to the number of times that the repeated activigyexecutedA; represents
the P&S activity related to the i-th execution Af andst(A;) andet(A;) repre-
sent the start and the end timesApf respectively. It should be clarified that the
constraints/i : 1 <i < nt(A) : et(A) < st(Ai+1) hold for each repeated activify

In Fig. A.1, some representative examples of ConDec-R templatesaphigr
cally represented. Specifically, three precedence relsti@tween two repeated
activities, A andB, are shown. As stated earlier, several executions of the sam
BP activity can be modelled as a sequence of single P&S aesvin this figure,
the P&S activityA; represents the i-th execution of the repeated activityAh, (
and the arrow represents:

e A precedence relation between two P&S activitgsandBj, when it ap-
pears between two activities, which means g ) < st(B;).

e A precedence relation between a P&S actikyand a setS of P&S ac-
tivities, when it appears between an activity and a dottethrgle which
encloses a set of activities, which means #it c S: et(A) < st(B;).

e A precedence relation between a Saif P&S activities and a P&S acti
vity Bj, when it appears between a dotted rectangle which enclosetsoh
activities, and an activity, which means th&# € S: et(A)) < st(B;).

In a similar way, a special arrow (wider than the other arrawd with a big
dot in its origin) which appears between two P&S activitikgndB, shows that
A must be executeinmediately beforeB (et(A) = st(B)). In a similar way, this
can be defined for a set of activities. More details about &id.are shown in the
definition of the related templates.
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(a) Precedence(A,B

)
(b) Alternate Precedence(A,B) (c) Chain Precedence(A,B)
Figure A.1: Precedence templates wimgfB) > 0.

The ConDec-R templates, based on ConDec templates, togeitiiesome
examples of valid and invalid tracesare listed as follow’s A full description of
the ConDec templates is included in the repoet(der Aalst and Pegi2006k).
These templates can be easily modified to include furthesipitises.

e Existence(N,A): A must be executed more than or equal to Mdint(A) >
N.

e Absence(N,A): A must be executed less than N timég)) < N.
e Exactly(N,A): A must be executed exactly N times(A) = N.

e Responded Existence(A,B): If Ais executed, then B must bésexecuted
either before or after Apt(A) > 0=-nt(B) > 0. For example, when Res-
ponded Existence(A,B) holds,B>, <AB> or <BA> are valid traces, and
<A> is an invalid trace since the execution of A requires the etten of
B.

e CoExistence(A,B): The execution of A requires the execudibB, and vice
versa,nt(A) > 0 < nt(B) > 0. For example, when CoExistence(A,B)
holds,<AB> or <BA> are valid traces, angdB> is an invalid trace since
the execution of B requires the execution of A.

For the sake of clarity, no parallelism between the acésiis considered in the examples,
i.e., trace<A’A?, . A"> means thati : 1 <i < n,et(A') = st(A+1).
2For simplification, only non-branched templates are shown.
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e Precedence(A,B): Before the execution of B, A must have lexecuted,
nt(B) > 0= (nt(A) > 0) A (et(A1) <st(B1)). As can be seenin FigA.1(a),
this relation implies tha#; must preced®; in the case thatt(B) > 0. For
example, when Precedence(A,B) holdsABBBA > is a valid trace, and
<BAABB > is an invalid trace since the first B is executed before any A.

e Response(A,B): After the execution of A, B must be executéd) > 0=
(nt(B) > 0) A (st(Bpy(m)) > €t(Anya))). For example, when Response(A,B)
holds,<BAABB > is a valid trace, anekABBBA > is an invalid trace since
after the last execution of A, B is not executed.

e Succession(A,B): Relations Precedence(A,B) and Respaiehold. For
example, when Succession(A,B) holdsABABB > is a valid trace, and
<BABBA > is an invalid trace since the first B is executed before any A
(moreover, after the last execution of A, B is not executed).

e Alternate Precedence(A,B): Before the execution of B, A nhave been
executed, and between each two executions of B, A must beiexkcThis
implies that:

1. The number of times that A is executed must be greater thaqual
to the number of times that B is executed(A) > nt(B).

2. Between each two executions of B, A must be executed dtdeas.
Specifically, between th@ — 1)-th and thei-th execution of B, the
earliest execution of A that can existijand hencé\_1 must precede
Bi_1 (as can be seen in FigA.1(b)). In a similar way, between the
(i—1)-th and the-th execution oB, the latest execution & that can
exist isi +nt(A) —nt(B), and hencd; must preced@y , ya)—n(B)+1-
This can also be seen in FigA.1(b), where the possible activities
to be executed between tiie— 1)-th and thei-th execution oB are
framed within the dotted rectangl&i : 2 <i<nt(B):Jj:i < j <
i+nt(A) —nt(B) : st(Aj) > et(Bi_1) Aet(Aj) < st(B;).

3. Before the execution of B, A must be executet(B;) > et(A1).

For example, when Alternate Precedence(A,B) hotd8BAABABA > is
a valid trace, andcABAABBAA > is an invalid trace since between the
second and the third execution of B, there is not any A.

¢ Alternate Response(A,B): After the execution of A, B mustdsecuted,
and between each two executions of A, there must be at leasb@tution
of B. This implies:
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1. The number of times that B is executed must be greater thaqual
to the number of times that A is executed(B) > nt(A).

2. Between each two executions of A, B must be executed &tdeas.
Specifically, between theth and the(i + 1)-th execution of A, the
earliest execution of B that can exisi j&nd henc®;_1 must precede
Ai. In a similar way, between thieth and the(i + 1)-th execution of
B, the latest execution of A that can exist is nt(B) — nt(A) — 1, and
henceA; must preced®; g)—nt(a)- Vit 1<i<nt(A):Jj:i<j<
i +nt(B) —nt(A) —1:st(Bj) > et(A) Aet(Bj) < st(Air1).

3. After the execution of A, B must be executat{Byyg)) > et(Aqya))-

For example, when Alternate Response(A,B) holdBABABBAB > is a
valid trace, andcBAABBABB > is an invalid trace since between the first
and the second execution of A, there is not any B.

Alternate Succession(A,B): Both the relations Alternagedence(A,B)
and AlternateResponse(A,B) hold. For example, when AdteriSucces-
sion(A,B) holds,<ABABAB > is a valid trace, andcABABBA > is an

invalid trace since between the second and the third execafiB, there is
not any A.

Chain Precedence(A,B)mmediately before the execution of B, A must be
executed. It implies that:

1. The number of times that is executed must be greater than or equal
to the number of times th& is executednt(A) > nt(B).

2. Immediately before each execution®)fA must be executed. Speci-
fically, before the-th execution o, the earliest execution & that
can existig. In a similar way, before theth execution oB, the latest
execution ofA that can exist i$+ nt(A) —nt(B). Vi : 1 <i <nt(B):
Jj i < j <i+nt(A)—nt(B): et(Aj)=st(B;).

This is shown in Fig.A.1(c), where a special arrow (wider than the other
arrows and with a big dot in its origin) shows thatmust be executed
immediately beforeB. For example, when Chain Precedence(A,B) holds,
<ABAABABA > is a valid trace, an&cABAABBAA > is an invalid trace
since immediately before the third execution of B, thereasany A.

Chain Response(A,B)mmediately after the execution of A, B must be
executed. It implies:

1. The number of times th& is executed must be greater than or equal
to the number of times tha# is executednt(B) > nt(A).
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2. Immediately after each execution Af B must be executed. Specifi-
cally, before tha-th execution ofA, the earliest execution @ that
can exist ig. In a similar way, after thé-th execution ofA, the lat-
est execution oB that can exist i$+nt(B) —nt(A) —1. Vi: 1 <i <
nt(A):3j:i <j <i+nt(B)—nt(A) —1:st(Bj)=et(A).

For example, when Chain Response(A,B) holdBABABBAB > is a valid
trace, and<BAABBABB > is an invalid trace since immediately after the
first execution of A, there is not any B.

Chain Succession(A,B): Both the relations Chain Preces{@nB) and Cha-
in Response(A,B) hold. For example, when Chain SuccedsjBhfolds,
<ABABAB > is a valid trace, an&cABABBA > is an invalid trace since
immediately before the third execution of B, there is not Any

Responded Absence and Not CoExistence(A,B): If B is exelcuben A
cannot be executed, and vice ver§at(A) > 0) - (nt(B) > 0)) == 0. For
example, when Responded Absence(A,B) hold8,> or <B> are valid
traces, an&BA> is an invalid trace.

Negation Response, Negation Precedence, Negation SimuésB): Af-

ter the execution of A, B cannot be executed, i.e., the last@tion of B
must finish before the start of the first execution off&(A) > 0ANnt(B) >

0) = et(Byp)) < st(A1)). For example, when Negation Succession(A,B)
holds,<BBBA > is a valid trace, anecBBAB > is an invalid trace since the
third B is executed after A.

Negation Alternate Precedence(A,B): Between two exenstod B, A can-
not be executedit(B) > 2=-Vi:1<i <nt(A): et(A) <st(B1) Vst(A) >
et(Bnt(B)). For example, when Negation Alternate Precedence(A,B)dhol
<AABBA > is a valid trace, ané&tABABA > is an invalid trace since bet-
ween the first and the second execution of B, A is executed.

Negation Alternate Response(A,B): Between two executans, B can-

not be executedht(A) > 2= V1 <i < nt(B) : et(B;) < st(A1) Vst(Bj) >
et(Anya))- For example, when Negation Alternate Response(A,B) holds
<BBAAB > is a valid trace, an&cBABAB > is an invalid trace since bet-
ween the first and the second execution of A, B is executed.

Negation Alternate Succession(A,B): Both the relationgd®n Alternate
Precedence(A,B) and Negation Alternate Response(A,R). hebr exam-
ple, when Negation Alternate Succession(A,B) hold8ABB > is a valid
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trace, andk AABBA > is an invalid trace since between the second and the
third execution of A, B is executed.

e Negation Chain Succession(A,B): B cannot be executed inatedy after
the execution of Ayi : 1 <i <nt(B): —3j: 1< j <nt(A): et(Aj) = st(Bj).
For example, when Negation Chain Succession(A,B) hotidBACBA >
is a valid trace, andcBABA > is an invalid trace since the second B is
executed immediately after A.

The ConDec-R templates can be classified either in unary (ord parameter,
e.g., ExistenceN or AbsenceN) or binary (two parametegs, lResponse or Chain
Succession) templates.



Appendix B

Filtering Rules for ConDec-R
Templates

The constraint-based approach which is proposed for gemgraptimized BP
enactment plans from ConDec-R specifications (cf. Cha}tercludes specific
filtering rules (i.e., responsible for removing values wiio not belong to any so-
lution from the domains of variables) for the definition oéthigh-level relations
between the BP activities through global constraints. iswWay, the constraints
stated in the ConDec-R specification (cf. D@ on page39) are included in the
CSP model through the related filtering rules. These filtgrires facilitate the
specification of the problem through global constraintdhatsame time as they
enable the efficiency in the search for solutions to increase

The developed filtering rules for the basic ConDec (also GanR) high-
level constraints, i.e., non-branched templates, areepted in this section. For
each relation: (1) the definition of the template, (2) theupeeode, and (3) the
complexity of the related filtering rule, are detailed.

B.1 Existence(A, N)

As statedA must be executed more than or equaNtimes,nt(A) > N.

Exi stence(A N) is added ->
If N> LB(nt(A)) then
LB(nt(A)) <- N

Figure B.1: Filtering Rule for the Existence Template

The Existencerule (Fig. B.1) is invoked when the template is added to the
constraint model, hence its trigger "Existence(A,N) isedid

143



144 APPENDIX B. FILTERING RULES FOR CONDEC-R TEMPLATES

Proposition 5. If implemented properly, the time complexity of the rulesEeace,
which includes all possible recursive calls@§1).

Proof. TheEXxistenceule is fired only when the constraint is added, and the time
complexity of its execution is constant, hence the compfefithis rule is©(1).
O

B.2 Absence(A, N)

As statedA must be executed fewer thahtimes,nt(A) < N.

Absence(A N) is added ->
If N1 < UB(nt(A)) then
UB(nt(A) <- N1

Figure B.2: Filtering Rule for the Absence Template

The Absenceaule (Fig. B.2) is invoked when the template is added to the
constraint model, hence its trigger "Absence(A,N) is added

Proposition 6. If implemented properly, the time complexity of the ruleekiee,
which includes all possible recursive calls@$1).

Proof. The Absenceule is fired only when the constraint is added, and the time
complexity of its execution is constant, hence the compjedithis rule is©(1).
U

B.3 Exactly(A, N)

As stated A must be executed exacth/times,nt(A) = N.

Exactly(A N) is added ->
If I IsBound(nt(A)) then
VAL(nt(A)) <- N

Figure B.3: Filtering Rule for the Exactly Template

The Exactlyrule (Fig. B.3) is invoked when the template is added to the
constraint model, hence its trigger "Existence(A,N) isedid

Proposition 7. If implemented properly, the time complexity of the rule &ka
which includes all possible recursive calls@$1).

Proof. The Exactlyrule is fired only when the constraint is added, and the time
complexity of its execution is constant, hence the compjedithis rule is©(1).
0
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B.4 Responded Existence(A, B)

As stated, ifA is executed, theB must also be executed either before or alter
nt(A) > 0= nt(B) > 0.

Responded Exi stence(A B) is added OR

bounds of nt(A) changed OR bounds of nt(B) changed ->

If LB(nt(A) >0then
i LB(

LB(

If UB(nt(B)
If UB(n
UBY(

Figure B.4: Filtering Rule for the Responded Existence Tatep

The Responded Existencele (Fig. B.4) is invoked when the template is
added to the constraint model or when the domain bounds of samables are
updated.

Proposition 8. If implemented properly, the worst-case time complexitg@fule
RespondedExistence, which includes all possible recisills, is @n), where
n is the number of Repeated (ConDec-R) Activities of thelpnob

Proof. The RespondedExistencele can be fired, at most, times. This is due

to the fact that only a change in thévariable of a repeated activity can fire this
rule, and there arae repeated activities. Moreover, the time complexity of the
RespondedExistencale execution is constant, and hence the worst-case com-
plexity of this rule isO(n). O

B.5 CoExistence(A, B)

As stated, the execution @f forces the execution d, and vice versant(A) >
0<= nt(B) > 0.

The CoExistenceule (Fig. B.5) is invoked when the template is added to the
constraint model or when the domain bounds of some variaokespdated.

Proposition 9. If implemented properly, the worst-case time complexithef
rule CoExistence, which includes all possible recursiéscés O(n), where n is
the number of Repeated (ConDec-R) Activities of the problem

Proof. TheCoExistenceule can be fired, at mogt,times. This is due to the fact
that only a change in thet variable of a repeated activity can fire this rule, and
there aren repeated activities. Moreover, the time complexity of @@k xistence
rule execution is constant, and hence the worst-case caitypld this rule is
O(n). O
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CoExi stence(A, B) is added OR bounds of
nt (A) changed OR bounds of nt(B) changed ->
If LB(nt(A)) >0 then
If LB(nt(B)) <
LB(nt (B)
If UB(nt(B)) == h
If UB(nt(A) >0
UB(nt(A)) <- 0
If LB(nt(B)) >
If LB(nt(A
LB(nt (
If UB(nt(A) =
If UB(nt
UB(n

) <
0t

- —~

Figure B.5: Filtering Rule for the CoExistence Template

B.6 Precedence(A, B)

As stated, before the execution Bf A must have been executeat(B) > 0 =
(nt(A) > 0) A (et(A1) < st(B1)). As can be seen in FigA.1(a), this relation
implies thatA; must preced®; in the case thatt(B) > 0.

Precedence(A B) is added OR bounds of
nt (A) changed OR bounds of nt(B) changed OR bounds of st(Bl)
changed OR bounds of et(Al) changed ->
If LB(nt(B)) > 0 then
nt(A) <- nt(A - {0}
If UB(nt(A) ==0 then

VAL(nt(B)) <
If LB(et(AL)) > LB( t(B1))then
LB(st(B1))) <- LB(et(Al))
If UB(et(ALl)) > UB(st(B1l)) then
UB(et (ALl)) <- UB(st(B1))

Figure B.6: Filtering Rule for the Precedence Template

The Precedenceule (Fig. 10) is invoked when the template is added to the
constraint model or when the domain bounds of some variaespdated.

Proposition 10. If implemented properly, the worst-case time complexitthef
rule Precedence, which includes all possible recursivésc@ Q(n), where n is
the number of Repeated (ConDec-R) Activities of the problem

Proof. The Precedenceule can be fired, at most,>3n times. This is due to the
fact that only a change in the first executi@hgndet variables ofAct;) or in the
nt variable of a repeated activity can fire this rule. Moreotteg,time complexity
of thePrecedenceule execution is constant, and hence the worst-case caityple
of this rule isO(n). O
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B.7 Response(A, B)

As stated, after the execution Af B must be executedit(A) > 0 = (nt(B) >
0) A (st(Bni)) > et(Anya)))-

Response(A B) is added OR bounds of
nt (A) changed OR bounds of nt(B) OR bounds of st(BUB(nt(B)))
changed OR bounds of et (AUB(nt(A))) changed ->
If LB(nt(A)) > 0 then
nt(B) <- nt(B) - {0}
If UB(nt(B)) == 0 then
VAL(nt(A)) <- 0

If LB(et(AUB(nt(A)))) > LB(st(BUB(nt(B)))))then
LB(st (BUB(nt(B))))) <- LB(et (AUB(nt(A))))

If UB(et(AUB(nt(A)))) > UB(st(BUB(nt(B)))) then
UB( et (AUB(nt (A)))) <- UB(st (B, UB(nt(B))))

Figure B.7: Filtering Rule for the Response Template

The Responseule (Fig. 11) is invoked when the template is added to the
constraint model or when the domain bounds of some variakespdated.

Proposition 11. If implemented properly, the worst-case time complexitthef
rule Response, which includes all possible recursive c&ll©(n), where n is the
number of Repeated (ConDec-R) Activities of the problem.

Proof. TheResponseule can be fired, at most,x3n times. This is due to the fact
that only a change in the last executiebgndet variables ofActyacy)) or in the
nt variable of an activity can fire this rule. Moreover, the tiommplexity of the
Responseule execution is constant, and hence the worst-case caitypté this
rule isO(n). O

B.8 Succession(A, B)
As stated, relationBrecedenc@, B) andRespons@\, B) hold.

Proposition 12. If implemented properly, the worst-case time complexitthef
rule Succession, which includes all possible recursivésc@é Q(n), where n is
the number of Repeated (ConDec-R) Activities of the problem

Proof. TheSuccessiorule can be implemented as the conjunctioRmcendence
andResponseules. The complexity of both rules @(n) (see Propl0and11),
and hence the worst-case time complexityatcessiorule isO(2 x n), equal to
O(n). O
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B.9 Alternate Precedence(A, B)

As stated, before the execution Bf A must have been executed, and between
each two executions @, A must be executed. It implies that:

1. The number of times thé&tis executed must be greater than or equal to the
number of times tha is executednt(A) >= nt(B).

2. Between each two executionsBfA must be executed at least once. Speci-
fically, between thé¢i — 1)-th and thd-th execution oB, the earliest execu-
tion of Athat can exist i§, and hencé\_; must preced8;_1 (as can be seen
in Fig. A.1(b)). In a similar way, between th@— 1)-th and tha-th execu-
tion of B, the latest execution dk that can exist i$ 4+ nt(A) — nt(B), and
henceB; must precedéy  ny(a)—nt(a)+1- This canalso be seenin Fig.1(b),
where the possible activities to be executed betweefi thé)-th and tha-
th execution oB are framed within the dotted rectangté.: 2 <i <nt(B) :

Jj i < j<i+nt(A)—nt(B):st(Aj) > et(Bi_1) Aet(Aj)) < st(B;).

3. BeforeB, Amust be executedst(B;) > et(Aq).

Proposition 13. If implemented properly, the worst-case time complexitthef
rule AlternatePrecedence, which includes all possibleirsive calls, is @Qn x
nt3), where n is the number of Repeated Activities of the probéem,nt is the
upper bound of the variable fAct) domain. This upper bound obtains the same
value for all the ConDec-R activities.

Proof. The AlternatePrecedencmile can be fired, at most,+ 2 x n x nt times.
This is due to the fact that a change in any execution of anyigc{st and et
variables ofAct) or in thent variable of an activity can fire this rule. Moreover,
the time complexity of theAlternatePrecedencrule execution isO(nt?), and
hence the worst-case time complexity of this rul®{® x nt). O

B.10 Alternate Response(A, B)

As stated, after the execution &f B must be executed, and between each two
executions o, there must be at least one executiomBoft implies:

1. The number of times th& is executed must be greater than or equal to the
number of times thah is executednt(B) >= nt(A).
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Al'ternate Precedence (A B) is added OR

bounds of nt(A) changed OR bounds of nt(B) changed OR bounds of
st(A) for any i changed OR bounds of et(A) for any i changed OR
bounds of st(Bi) for any i changed OR bounds of et(Bi) for any i
changed - >

if (LB(nt(A)) < LB(nt(B))) {LB(nt(A)) <- LB(nt(B))}
if (UB(nt(B)) > UB(nt(A))) {UB(nt(B)) <- UB(nt(A))}
for (int i =1; i <= UB(nt(B)); i++){
Schedul i ngActivity a = Ai;
Schedul i ngActivity b = Bi;
if (LB(et(a)) > LB(st(b))) {LB(st(b)) <- LB(et(a))}// Ai -> Bi
if (UB(st(b)) < UB(et(a))) {UB(et(a)) <- UB(st(b))}// A -> Bi
}
for (int i =1; i <LB(nt(B)); i++){
int dif = UB(nt(A)) - LB(nt(B));
Schedul ingActivity a = A +dif+1;
Schedul i ngActivity b = Bi;
if (LB(et(b)) > LB(st(a))) {LB(st(a)) <- LB(et(b))}// Bi -> Ai+dif+l
if (UB(st(a)) < UB(et(b))) {UB(et(b)) <- UB(st(a))}// Bi -> Ai+dif+1
}
for (int i =2; i <= UB(nt(B)); i++){ /I force exists A between Bi-1 and Bi
int dif = UB(nt(A)) - max(i,LB(nt(B)));

Schedul i ngActivity bl = Bi-1;
Schedul i ngActivity b2 = Bi;
int j =i; // Candidate As between Bi-1 and Bi
Schedul i ngActivity aFor;
int possible = 0;
while (j <= (i + dif) & possible < 2) {
Schedul i ngActivity aPos = Aj;
[/1f Bi-1->aPos->Bi possible
if (UB(st(aPos))>=LB(et(bl)) && LB(et(aPos))<=UB(st(b2))){
possi bl e++;
aFor = aPos;
)
]+
} /1 end while j
if (possible == 1){ // force Bi-1 -> aFor -> Bi
Il Bi-1-> aFor
if (LB(et(bl))>LB(st(aFor))){LB(st(aFor)) <- LB(et(bl))}
if (UB(st(aFor))<UB(et(bl)) {UB(et(bl)) <- UB(st(aFor))}
/1 aFor -> Bi
if (LB(et(aFor))>LB(st(b2))){LB(st(b2) <- LB(et(aFor))}
if (UB(st(b2))<UB(et(aFor))){UB(et(aFor)) <- UB(st(h2))}
} Il end if
i f(possible == 0)
return Failure;
}//end for i

Figure B.8: Filtering Rule for the Alternate Precedence plate

2. Between each two executionsAfB must be executed at least once. Spe-
cifically, between thé-th and the(i 4 1)-th execution ofA, the earliest exe-
cution of B that can exist i$, and hencd3;_1 must precedd. In a similar
way, between thé-th and the(i + 1)-th execution ofB, the latest execu-
tion of A that can exist i$+ nt(B) —nt(A) — 1, and hencéy must precede
Bitnt)—nt(a)- Vi L<i<nt(A):3j 11 < j<i+nt(B) —nt(A)—1:st(Bj) >
et(A) Net(Bj) < st(Aij1).
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3. After A, B must be executedst(Byyg)) > €t(Anya))-

Al'ternate Response (A B) is added OR

bounds of nt(A) changed OR bounds of nt(B) changed OR bounds of
st(A) for any i changed OR bounds of et(Ai) for any i changed OR
bounds of st(Bi) for any i changed OR bounds of et(Bi) for any i
changed ->

if (LB(nt(B)) < LB(nt(A))) {LB(nt(B)) <- LB(nt(A))}
if (UB(nt(A)) > UB(nt(B))) {UB(n (A)) < UB(nt(B))}
for (int i =2, i <= UB(nt(A)); i++){
Schedul i ngActivity a = Ai;
Schedul i ngActivity b = Bi-1;
if (LB(et(b)) > LB(st(a))) {LB(st(a)) <- LB(et(b))}// Bi-1-> A
if (UB(st(a)) < UB(et(b))) {UB(et(b)) <- UB(st(a))}// Bi-1->A

for (int i =1; i <= LB(nt(A)); i++){
int dif = UB(nt(B)) - B(nt( ))
Schedul i ngActivity a

Schedul i ngActivity b ; Bi +dif;
if (LB(et(a)) > LB(st(b))) {LB(st(b)) <- LB(et(a))}// A -> Bi+dif
if (UB(st(b)) < UB(et(a))) {UB(et(a)) <- UB(st(b))}// A -> Bi+dif
}
for (int i =2; i <= UB(nt(A)); i++){ [/ force exists B between Ai-1 and A
int dif = UB(nt(B)) - max(i,LB(nt(A)))

Schedul i ngActivity al = Ai-1;
Schedul i ngActivity a2 = Ai;
int j =i - 1, // Candidate Bs bhetween Ai-1 and A
Schedul i ngActivity bFor;
int possible = 0;
while (j <= (i +dif - 1) && possible < 2) {
Schedul i ngActivity bPos = Bj;
[11f Ai-1->bPos->Ai possible
if (UB(st(bPos))>=LB(et(al)) && LB(et(hPos))<=UB(st(a2))){
possi bl e++;
bFor = bPos;
)
]+
} Il end while j
if (possible == 1){ // force A -1->bFor-> A
/I Ai-1-> bFor
if (LB(et(al))>LB(st(bFor))){LB(st(bFor)) <- LB(et(al))
if (UB(st(bFor))<UB(et(al)) {UB(et(al)) <- UB(st(bFor))
/'l bFor -> Al
if (LB(et(bFor))>LB(st(a2))){LB(st(a2) <- LB(et(bFor))}
if (UB(st(a2))<UB(et(bFor))){UB(et(bFor)) <- UB(st(a2))}
} Il end if
i f(possible == 0)
return Failure;
1 end for i

——

Figure B.9: Filtering Rule for the Alternate Response Tat®l

Proposition 14. If implemented properly, the worst-case time complexitthef
rule AlternateResponse, which includes all possible rsigercalls, is @n x nt3),
where n is the number of Repeated Activities of the problewhna is the upper
bound of the variable rfAct) domain. This upper bound obtains the same value
for all the ConDec-R activities.
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Proof. The AlternateResponseile can be fired, at mosh+ 2 x n x nt times.
This is due to the fact that a change in any execution of anyigc{st and et
variables ofAct) or in thent variable of an activity can fire this rule. Moreover,
the time complexity of thélternateResponsele execution i©(nt?), and hence
the worst-case time complexity of this rule@n x nt3). O

B.11 Alternate Succession(A, B)

As stated, relationalternatePrecedenc¢@, B) andAlternateRespongA, B) hold.

Proposition 15. If implemented properly, the worst-case time complexitthef
rule AlternateSuccession, which includes all possiblenrsige calls, is @n x
nt3), where n is the number of Repeated Activities of the probdem,nt is the
upper bound of the variable fAct) domain. This upper bound obtains the same
value for all the ConDec-R activities.

Proof. The AlternateSuccessiomlle can be implemented as the conjunction of
AlternatePrecendencand AlternateResponsriles. The complexity of both
rules isO(n x nt3) (see Prop.13 and14), and hence the worst-case time com-
plexity of AlternateSuccessianle isO(2 x n x nt?), equal toO(nx nt¥). [

B.12 Chain Precedence(A, B)

As statedjmmediately beforeB, A must be executed. It implies that:

1. The number of times th#tis executed must be greater than or equal to the
number of times tha is executednt(A) >= nt(B).

2. Immediately before each execution®)fA must be executed. Specifically,
before thei-th execution ofB, the earliest execution ok that can exist
isi. In a similar way, before theth execution ofB, the latest execution
of A that can exist is +nt(A) —nt(B). Vi:1<i<nt(B):3j:i<j<
i +nt(A) —nt(B) : et(Aj)=st(B;).

Proposition 16. If implemented properly, the worst-case time complexitthef
rule ChainPrecedence, which includes all possible reaarsialls, is @n x nt),
where n is the number of Repeated Activities of the probleh na is the upper
bound of the variable rfAct) domain. This upper bound obtains the same value
for all the ConDec-R activities.
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Chain Precedence (A B) is added OR
bounds of nt(A) changed OR bounds of nt(B) changed OR bounds of
et(A) for any i changed OR bounds of st(Bi) for any i changed OR
bounds of et(Bi) for any i changed ->
if (LB(nt(A)) < LB(nt(B))) {LB(nt(A)) < }
if (UB(nt(B) > UB(nt(A))) {UB(nt(B)) < ( (A))}
for (int i =1; i <= UB(nt(B)); i++){
Schedul i ngActivity a = Ai;
Schedul i ngActivity b =
(
(

—_— —

if (LB(et(a)) > LB(

Bi;
b))) {LB(st(b)) <- LB(et(a))}// A -> Bi
if (UB(st(b)) < UB( a))) {

) {UB(et(a)) < UB(st(b))}// A -> B

for (int i =1; i <= UB(nt(B)); i++){ [/ force exists A before Bi
int dif = UB(nt(A)) - max(i,LB(nt(B)));
Schedul i ngActivity b = Bi;
int j =i; // Candidate As before Bi
Schedul i ngActivity aFor;
int possible = 0;
while (j <= (i + dif) & possible < 2) {
Schedul i ngActivity aPos = Aj;
[11f aPos’'->Bi possible
if (LB(et(aPos))<=UB(st(bh)) && LB(st(b))<=UB(et(aPos)))
possi bl e++;
aFor = aPos;
}
j o+
} Il end while
if (possible ==1){ // force aFor '-> B
forcedVal ue = true;
/] aFor '-> Bi

st
et

if (LB(et(aFor))>LB(st(b))){LB(st(b) <- LB(et(aFor))}

if (UB(et(aFor))>UB(st(b))){UB(st(b) <- UB(et(aFor))}

if (LB(st(b))<LB(et(aFor))){LB(et(aFor)) <- LB(st(b))}

if (UB(st(b))<UB(et(aFor))){UB(et(aFor)) <- UB(st(b))}
} Il end if

i f(possible == 0)
return Failure;
1 end for i

Figure B.10: Filtering Rule for the Chain Precedence Tetapla

Proof. TheChainPrecedencerile can be fired, at mogsi+ 2 x n x nt times. This

is due to the fact that a change in any execution of any agiisitandet variables

of Act) or in thent variable of an activity can fire this rule. Moreover, the time
complexity of theChainPrecedencrile execution i©(nt?), and hence the worst-
case time complexity of this rule ®(n x nt3). O

B.13 Chain Response(A, B)

As statedjmmediately after A, B must be executed. It implies:

1. The number of times th& is executed must be greater than or equal to the
number of times thah is executednt(B) >= nt(A).



B.13. CHAIN RESPONSE(A, B) 153

2. Immediately after each execution Af B must be executed. Specifically,
before thei-th execution ofA, the earliest execution @ that can exist is
i. In a similar way, after thé-th execution ofA, the latest execution d3
that can existis +nt(B) —nt(A) —1. Vi: 1 <i<=nt(A):3Jj:i<j<
i +nt(B) —nt(A) —1:st(Bj)=et(A).

Chain Response (A B) is added OR

bounds of nt(A) changed OR bounds of nt(B) changed OR bounds of

et(A) for any i changed OR bounds of st(Bi) for any i changed OR

bounds of et(Bi) for any i changed ->
if (LB(nt(B)) < LB(nt(A))) {LB(nt(B) LB(nt (A))}
if (UB(nt(A)) > UB(nt(B))) {UB(nt( A B( nt }

++)

nt

—_— —

for (int i =1; i <= LB(nt(A); i
int dif = UB(nt(B)) - max(| LB(n
Schedul i ngActivity a = Ai;
Schedul i ngActivity b = Bi+dif;
if (LB(et(a)) > LB(st(b))) {LB(st(b)) <- LB(et(a))}// A -> Bi+dif
if (UB(st(b)) < UB(et(a))) {UB(et(a)) <- UB(st(b))}// A -> Bi+dif

)
)
{
(

}
for (int i 1; i <= UB(nt(A)); i++){ [/ force exists B after A
(

int dif = UB(nt(B)) - max(i,LB(nt(A)))
Schedul i ngActivity a = Ai;
int j =i - 1; // Candidate Bs after A
Schedul i ngActivity bFor;
int possible = 0;
while (j <= (i +dif - 1) & possible < 2) {
Schedul i ngActivity bPos = Bj;
[11f Ai->bPos possible
if (UB(st(bPos))>=LB(et(a)) & LB(et(bPos))<=UB(st(a))){

possi bl e++;
bFor = bPos;
}
j o+
} Il end while
if (possible == 1){ // force A'->bFor
// A "> bFor
f (LB(et(a))>LB(st(bFor))){LB(st(bFor)) <- LB(et(a))}
|f (UB(et(a))>UB(st(bFor))){UB(st(bFor)) <- UB(et(a))}
if (LB(st(bFor))<LB(et(a)) {LB(et(a)) <- LB(st(hFor))}
if (UB(st(bFor))<UB(et(a)) {UB(et(a)) <- UB(st(bFor))}
} Il end if

i f(possible == 0)
return Failure;
1 end for i

Figure B.11: Filtering Rule for the Chain Response Template

Proposition 17. If implemented properly, the worst-case time complexitthef
rule ChainResponse, which includes all possible recursalis, is Qn x nt3),
where n is the number of Repeated Activities of the problewh na is the upper
bound of the variable rfAct) domain. This upper bound obtains the same value
for all the ConDec-R activities.

Proof. TheChainResponseile can be fired, , at most+ 2 x n x nt times. This
is due to the fact that a change in any execution of any agisitandet variables
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of Act) or in thent variable of an activity can fire this rule. Moreover, the time
complexity of theChainResponseule execution i€D(nt?), and hence the worst-
case time complexity of this rule ®(n x nt3). O

B.14 Chain Succession(A, B)
As stated, relation€hainPrecedend@, B) andChainRespong@, B) hold.

Proposition 18. If implemented properly, the worst-case time complexitthef
rule ChainSuccession, which includes all possible remarsialls, is @n x nt),
where n is the number of Repeated Activities of the problewh na is the upper
bound of the variable rfAct) domain. This upper bound obtains the same value
for all the ConDec-R activities.

Proof. TheChainSuccessiomle can be implemented as the conjunctio@béin
PrecendencandChainResponsailes. The complexity of both rules 3(n x
nt3) (see Prop.16 and17), and hence the worst-case time complexityChiain
Successionule isO(2 x n x nt3), equal toO(n x nt3). O

B.15 Responded Absence(A, B) and Not CoExistence
(A, B)

As stated, ifB is executed, theA cannot be executed, and vice ver§at(A) >
0)- (nt(B) > 0)) ==

Responded Absence(A, B) is added OR
bounds of nt(A) changed OR bounds of nt(B) changed ->
If LB(nt(A)) > 0 then
nt(B) <
If LB(nt(B)
nt(A) <

-0
) > 0 then
0

Figure B.12: Filtering Rule for the Responded Absence Tatepl

The Responded Absencale (Fig. B.12) is invoked when the template is
added to the constraint model or when the domain bounds of samables are
updated.

Proposition 19. If implemented properly, the worst-case time complexitthef
rule RespondedAbsence, which includes all possible raauslls, is Gn),
where n is the number of Repeated (ConDec-R) Activitiesegbtbblem.
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Proof. TheRespondedAbsenaale can be fired, at mogt,times. This is due to
the fact that only a change in tinevariable of an activity can fire this rule. More-
over, the time complexity of thRespondedAbsencele execution is constant,
and hence the worst-case complexity of this rul®(s). O

B.16 Negation Response(A, B), Negation Precedence(A,
B) and Negation Succession(A, B)

As stated, after the execution Af B cannot be executednt(A) > 0ANt(B) >
0) = St(Bnt(B)) < et(Al).

Negati on Response(A, B) is added OR

bounds of nt(A) changed OR bounds of nt(B) changed OR bounds of
et (Al) changed OR bounds of st(BUB(nt(B))) changed ->
If LB(nt(A)) >0 & LB(nt(B)) > 0 then
If LB(st(BUB(nt(B)))) > LB(et(AL))then
LB(et(Al)) <- LB(st(BUB(nt(B))))
If UB(et(Al)) < UB(st(BUB(nt(B)))) then
)

) st
UB(st (BUB(Nnt(B)))) <- UB(et(AL)

Figure B.13: Filtering Rule for the Negation Response Tetepl

TheNegation Responsele (Fig.B.13) is invoked when the template is added
to the constraint model or when the domain bounds of somahlas are updated.

Proposition 20. If implemented properly, the worst-case time complexitthef
rule NegationResponse, which includes all possible réeeslls, is Gn), where
n is the number of Repeated (ConDec-R) Activities of thelpnob

Proof. TheNegationResponsele can be fired, at most,>3n times. This is due
to the fact that only a change in the first executienvariable ofActy) or in the
last executiongt variable ofActyacy)) or in thent variable of an activity can fire
this rule. Moreover, the time complexity of tiNegationResponsele execution
is constant, and hence the worst-case complexity of thésis®d(n). O

B.17 Negation Alternate Precedence(A, B)

As stated, between two executionsRB)fA cannot be executedf(B) > 2 = Vi :
1<i<nt(A):et(A)) <et(Bi) Vst(A) > st(Buyg))-

Proposition 21. If implemented properly, the worst-case time complexitthef
rule NegationAlternatePrecedence, which includes albgue recursive calls, is
O(n x nt?), where n is the number of Repeated Activities of the probde,nt

is the upper bound of the variable(dtct) domain. This upper bound obtains the
same value for all the ConDec-R activities.
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Negation Alternate Precedence (A B) is
added OR bounds of nt(A) changed OR bounds of nt(B) changed OR
bounds of et(Bl) changed OR bounds of st(Bnt(B)) changed OR bounds
of st(Ai) for any i changed OR bounds of et(Ai) for any i changed
->
if (LB(nt(B)) >=2) then
for (int i =1; i <= UB(nt(A)); i++){
Schedul i ngActivity a = Ai;
Schedul i ngActivity bF = BL; // bFirst
Schedul i ngActivity bL = BUB(nt(B)); // bLast
if (UB(st(a)) < LB(st(bL))) then // a can not start after bL => a nust finish before bF

if (UB(et(bF)) < UB(et(a))) then
UB(et(a)) <- UB(et(bF))
if (LB(et(a)) > UB(et(bF))) then // a can not finish before bF => a nust start after bL
if (LB(st(bL)) < LB(st(a))) then
LB(st(a)) <- LB(st(bL))

Figure B.14: Filtering Rule for the Negation Alternate Raéence Template

Proof. TheNegationAlternatePrecedenade can be fired, at most;+ 2 x nx nt
times. This is due to the fact that a change in any executiampfctivity 6t and
et variables ofAct) or in thent variable of an activity can fire this rule. Moreover,
the time complexity of thé&legationAlternatePrecedennde execution i©(nt),
and hence the worst-case time complexity of this rul@(is x nt?). O

B.18 Negation Alternate Response(A, B)

As stated, between two executionsfB cannot be executedt(A) > 2= V1 <
I <nt(B):et(Bj) <st(A1) Vst(Bi) > et(Aga))-

Negation Alternate Response (A B) is
added OR bounds of nt(A) changed OR bounds of nt(B) changed OR
bounds of et(Al) OR bounds of st(Ant(A)) changed OR bounds of
st(Bi) for any i changed OR bounds of et(Bi) for any i changed ->
if (LB(nt(A)) >=2) then
for (int i =1; i <= UB(nt(B)); i++){
Schedul i ngActivity b = Bi;
Schedul i ngActivity aF = Al; // aFirst
Schedul ingActivity aL = AUB(nt(A)); // alast
if (UB(st(b)) < LB(st(aL))) then // b can not start after aL => b nust finish before aF

(
if (UB(et(aF)) < UB(et(b))) then
UB(et (b)) <- UB(et(aF))
if (LB(et(b)) > UB(et(aF))) then // b can not finish before aF => b nust start after aL
i f (LB( t(aL)) < LB(st(b))) then
LB(st(b)) <- LB(st(aL))

Figure B.15: Filtering Rule for the Negation Alternate Raisge Template

Proposition 22. If implemented properly, the worst-case time complexitthef
rule NegationAlternateResponse, which includes all fdssecursive calls, is
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O(n x nt?), where n is the number of Repeated Activities of the probde,nt
is the upper bound of the variable(dtct) domain. This upper bound obtains the
same value for all the ConDec-R activities.

Proof. TheNegationAlternateResponade can be fired, at most,+ 2 x n x nt
times. This is due to the fact that a change in any executiampfctivity €t and
et variables ofAct) or in thent variable of an activity can fire this rule. Moreover,
the time complexity of théegationAlternateResponade execution iO(nt),
and hence the worst-case time complexity of this rul@(is x nt?). O

B.19 Negation Alternate Succession(A, B)

As stated, relationblegationAlternatePreceden@e B) andNegationAlternate
Respons@, B) hold.

Proposition 23. If implemented properly, the worst-case time complexitthef
rule NegationAlternateSuccession, which includes alkpae recursive calls, is
O(n x nt?), where n is the number of Repeated Activities of the probde,nt

is the upper bound of the variable(Atct) domain. This upper bound obtains the
same value for all the ConDec-R activities.

Proof. The NegationAlternateSuccessionle can be implemented as the con-
junction ofNegationAlternatePrecendenaedNegationAlternateResponsdes.
The complexity of both rules i®(n x nt?) (see Prop21and22), and hence the
worst-case time complexity dflegationAlternateSuccessiome is O(2 x n x
nt?), equal toO(n x nt?). O

B.20 Negation Chain Succession(A, B)

As statedB cannot be executed immediately after the executioh of : 1 <i <
nt(B): —3j: 1< j <nt(A) : et(Aj) = st(By).

Proposition 24. If implemented properly, the worst-case time complexitthef
rule NegationChainSuccession, which includes all possibtursive calls, is
O(n x nt3), where n is the number of Repeated Activities of the probéerd,
nt is the upper bound of the variable(Atct) domain. This upper bound obtains
the same value for all the ConDec-R activities.

Proof. The NegationChainSuccessioule can be fired, at most+ 2 x n x nt
times. This is due to the fact that a change in any executiampfctivity &t and
etvariables ofAct) or in thent variable of an activity can fire this rule. Moreover,
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Negati on Chain Succession (A B) is
added OR bounds of nt(A) changed OR bounds of nt(B) changed OR
et(A) for any i is bound OR st(Bi) for any i is bound ->
for (int i =1; i <= UB(nt(A)); i++){
Schedul i ngActivity a = Ai;
i f(1sBound(et(a))){
int aval = Value(et(a));
for (int j =1; j <= UB(nt(B)); j++){
Schedul i ngActivity b = Bj;
i f(Menber Of (aVal , st(b)))
RenoveVal ue(aval , st(b));
}
}
}
for (int i =1; i <= UB(nt(B)); i++){
Schedul i ngActivity b = Bi;
i f(1sBound(st(b))){
int bval = Value(st(b));
for (int j =1, j <= UB(nt(A)); j++){
Schedul i ngActivity a = A;
i f(Menber O (bval ,et(a)))
RenoveVal ue(bVal , et (a));
}
}
}

Figure B.16: Filtering Rule for the Negation Chain Sucaasdiemplate

the time complexity of theNegationChainSuccessianle execution iO(nt?),
and hence the worst-case time complexity of this rul@(is x nt3). O



Appendix C

Algorithms for Generating BPMN
Models

In order to develop the algorithm to generate the BP modets the optimized
enactment plans (cf. Alg6), certain related types are stated, as shown in Fig.
C.1 (UML diagram). It should be clarified that, at this point oktprocess, the
CSP variables are instantiated, hence all the informasidnmown @t variable for
each BP activityst variable for each scheduling activity, resource in whicbhea
scheduling activity is executed, etc). The types which appethe UML diagram
are as follows:

e OptimizedPlan: This represents the generated optimizadterent plan.
Moreover, it contains the information related to the inpudlgpem. This
type contains properties regarding a set of roles, a setpefated activi-
ties (ConDec-R activities), and a set of templates whicateethe repeated
activities.

e RepeatedAct: This represents the ConDec-R activitiesh Egoeated ac-
tivity contains information about the required role, thérmaeated duration,
the set of scheduling activities which represent the execuwf each BP
activity, and the number of times this repeated activityisoeited (property
nt).

e Role: This represents a role, and it is composed of the setswurces
available for this role.

e Resource: This represents a resource. This type contapgipies regar-

ding a list of scheduling activities which are executed iat ttresource, or-
dered by the start time.

159
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Template: This represents the high-level relations whiehgazen between
the repeated activities. In order to consider the brancbedtcaints (Sect.
3.2), two specializations are included to allow the relatioesaeen one
source and several sinks (TemplateSinks), and betweeresewerces and
one sink (TemplateSources). The methodudePredof a template up-
dates the information of the BPMN model by including the paEnce re-
lations which are implied by that template (more detailsgven later in

this section during the presentation of the algorithmsj.tke generation of
the BPMN model, the template relations are considered ctmnection
of the BPMN activities.

P&SAct: This represents each execution of a repeated Bctivhis type

contains properties regarding the start and the end tim#gedctivity, to-

gether with the resource used by the scheduling activice&seach P&SAct
is related to a specific BPMNACct, the P&SAct type provides thethod

toBPMNACctin order to obtain the related BPMNAct from a P&SAct.

BPMNModel: This represents the BPMN model that is generafEhis
model is composed of a set of BPMN activities, a set of poolsetaof
gates, and a set of connections.

BPMNACct: This represents a BPMN activity. This type consapmoperties
regarding the pool and the lane where the activity is alledaibgether with
the estimated duration and start time.

Pool: This represents a BPMN pool. Each pool is associatedsgecific
role and is composed of a set of lanes.

Lane: This represents a BPMN lane. Each lane is associatedpecific
resource.

Gate: This represents a BPMN gate. In order to considerlphnaérging
gateways, a specialization, named ParallelM, is developed

ParallelM: This represents a parallel merging gateways Type contains
properties regarding a set of inputs (BPMN activities), and output (BP-
MN activity).

Connection: This represents a precedence connection &etwe BPMN
activities,a andb.

The types which are presented in the UML diagram of F@.1 are used
for the development of the algorithms for the automatic gatihen of optimized
BPMN models from enactment plans (cf. Algs.7, 8, 9 and10). Generic types
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Algorithm 6: Construct an Optimized BP Model from an Optimized BP
Enactment Plan
input : SortedSekP&SAct> acts ordered byst
SekTemplate- t
SekRole>r
output: BPMNModelbp

1 Map<P&SAct,SekP&SAct >> pred < CreateDependenciéactst,r);
2 bp.gates«+ 0;

3 bp.pools«+ {createPoo(role) | Yrole e r};

4 bp.acts« {createBPMNAda) | Va € acts};

5 BPMNAct start <— createBPMNAGPy, Lo, 0);

bp.conns«+ {createConnectiofstart,ini) | Vini € bp.actsini.st= 0};
7 foreach psact in actdo

8 if pred(psact).size == then

9 P&SActaPred«— pred(psact.get(0);

10 bp.conns«~ bp.connsJ

| createConnectioftoBPMNActaPred),toBPMNAct psact));

11 else

12 Se BPMNAct> inputs« {toBPMNActa) | Va € pred(psact};
13 bp.gates«—

| bp.gatesJcreateParallelMinputstoBPMNACct psach );

14 BPMNAct end+« createBPMNAdtPy, Lo, 0);
15 Sek BPMNAct>
finals« {toBPMNAcfa) | Ya € P& SAct —Jb € P& SActa < pred(b)};
16 If inputs.size == 1then
17 BPMNAct final < finals.get(0);
L bp.conns« bp.connsJcreateConnectioffinal,end);

()]

19 else
20 L bp.gates« bp.gatesJ createParallelM finals, end);

21 return bp;

ities ordered by start timects a set of the templates which relate the repeated
activities,t; and a set of the considered roles,The mappred associates a set
of direct predecessors (cf. De29 on page86) for each scheduling activity (cf.
Alg. 7, explained later in this section), in order to generate tR&Bl model (line

1). Moreover, a pool associated to each role is createdthegwith the corre-
sponding lanes (line 3). In a similar way, a BPMN activity @sated to each
scheduling activity is created (line 4). The start and erndigéies of the model
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can be associated to any poBj {n Alg. 6) and to any lanel(y in Alg. 6) (line 5
and 14 respectively). In line 6, a connection between thié BRIMN activity and
each BPMN activity whose estimated start time is equal t® @reéated. Lines
7-13 establish the connections and gateways between theé\BRHivities in the
following way: if the BPMN activity has only one direct prezissor, a connec-
tion is included; if the BPMN activity has several direct geeessors, a parallel
merging gateway is included. In line 15, all the final actestare selected to be
direct predecessors of the end activity. These activitiesedated by either a con-
nection, in the case that there is only one ending activibe§ 16-18); or by a
parallel merging gateway, in the case that there are sesedahg activities (lines
19-20).

Algorithm 7. CreateDependencies
input : SortedSetP&SAct> actsordered byst
SekTemplate- temp
SekRole> roles
output: Map<P&SAct,SekP&SAct >> pred

1 foreachr in rolesdo
foreachres in r.resourceslo
List<P&SAct> actsRes— resacts
foreachiini:l..actsRes.size-do
L pred(actsRes 1) «+ actsRes

a » W N

[e]

foreachtin tempdo
L t.includePred pred);

Map<P&SAct,Sek P&SAct >> indirectPred« 0
foreachact in actsdo

10 foreachp in pred(act)do

1 pred(act) «<— pred(act) \ (pred(p) UindirectPred p));
12 indirectPred act) <

indirectPred act) U (pred(p) UindirectPred p));

~

© oo

[N

13 return pred;

Additionally, Algorithm 7 generates a map in which each scheduling activity
is a associated to a set of scheduling activities that adirigst predecessors (cf.

Def. 29 on pageB6). First, the precedences required due to the use of the same

resource are included (lines 1-5). Secondly, the precederegjuired due to the
high-level relations between the repeated activities tvlaiee stated in the tem-
plates, are included (lines 6-7). The methodudePredfor some representative
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templates is detailed in Algs8, 9 and10. Lastly, the indirect predecessors (cf.
Def. 30 on pageB6) are removed from the map in order to avoid redundant con-
nections, by taking into account that the sorteda#sis ordered byst (lines
8-12).

Algorithm 8 : includePredmethod for the branchdérecedencéemplate
input : Map<P&SAct,SekP&SAct >> pred
SekRepeatedAct sources
RepeatedAcsink
output: Map<P&SAct,SekP&SAct >> pred

1 SekP&SAct> meet+ {a; | Va € sourcesa;.et < sink.st};
, P&SActsel«+ argmina.et);

acmeet
3 pred(sinky) < pred(sink ) Usel,
4 return pred;

With respect to thencludePredmethod, some representative templates are
selected for illustration purposes (other templates caddseribed in a similar
way). In Alg. 8, the template regarding the brancheskcedencdemplate, is
shown. The location of a branched precedence template beteeyeral sources
and one sink implies that the first execution of at least ontefsources must
finished before the start of the first execution of the sink.line 1, the set of
scheduling activities which comply with the Precedencepiate (i.e, the first
executions of the sources which end before the start of tsieeikecution of the
sink) are included in the seteet At least one scheduling activity will be included
in this set since the Precedence template is satisfied, leoweway be possible
to find more than one. In order to generate a BPMN model whicomspatible
with both the optimized enactment plan and the ConDec-Rifspaton, as is the
purpose of our approach, any scheduling activity of tharssttcan be selected
to be the predecessor of the sink in the BPMN model. One stingdactivity
of the setmeetis then selected to be the predecessor of the sink. Spelgifical
the scheduling activity which presents more slack is sete¢line 2) in order to
construct a robust BPMN model. In line 3, the selected presar is included
in the map, and is associated to the predecessors of thexeait@n of the sink.
The fact that an activitf can start after another activityhas finished (ES, default
option), is stated by including in the setpred of B (line 3) of Alg. 9.

The branchedlternatePrecedendemplate between several sources and one
sink implies that before the execution of the sink, at least of the sources must
be executed, and between each two executions of the sinkasit dbne of the
sources must be executed. As discussed, there exist twant@ifor the same
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Algorithm 9: includePredmethod for the branchedlternatePrecedence
Template
input : Map<P&SAct,SekP&SAct >> pred
SekRepeatedAct sources
RepeatedAcsink
output: Map<P&SAct,SekP&SAct >> pred

SekP&SAct> meet«+ {a; | Va € sourcesa;.et < sink;.st};
P&SActsel«+ argmina.et);

acmeet
pred(sink;) <— pred(sink;) Usel
foreachiin 2..sink.ntdo
SekP&SAct> meet« {a; | Ya € sourcesvj € 1..a.nt,sink_s.et <
aj.stAaj.et < sink.st};

P&SActsel« argmax(a.st—sink_j.et) + (sink.st—a.et));
6 acmeet

7 pred(sel) + pred(sel) Usink_1;
8 pred(sink) < pred(sink) Usel,

=

a A~ W N

9 return pred,

temporal relation, which are represented by adding SS ot #® and of the name

of the template. In thé@lternatePrecedendemplate, two temporal relations must
be indicated: first, what "sink before source” means, andmsaly, what "source
before sink” means. Therefore, the branched tempMtiernatePrecedenceES-
ES(default option) specifies that "sink before source” medwas theend time of

the sink must be less than or equal to #tart time of the source, and "source
before sink” means that thend time of the source must be less than or equal to
the start time of the sink. ThancludePredmethod for the branched template
AlternatePrecedenceES-ES shown in Alg. 9. For lines 1-3, the idea is the
same as that in Alg8. Moreover, between each two successive executions of
the sink,sink_1 andsink, one scheduling activity must be executed. Several
scheduling activities related to the sources can meet tmditon (line 5). As
before, the scheduling activity which presents more slackelected (line 6) to be
the predecessor @ink (line 8), and at the same tingnk_; is selected as the
predecessor of the selected scheduling activity.

In a similar way, the branched templa#ternatePrecedenceSS-Efecifies
that "sink before source” means that tstart time of the sink must be less than
or equal to thestart time of the source, and "source before sink” means that the
end time of the source must be less than or equal tostiagt time of the sink.
The includePredmethod for the branched templaidternatePrecedenceSS- ES
is shown in Alg. 10. This algorithm is identical to Alg.9, except for line 7.
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Algorithm  10: includePred method for the branched
AlternatePrecedenceSS-E&mplate
input : Map<P&SAct,SekP&SAct >> pred
SekRepeatedAct sources
RepeatedAcsink
output: Map<P&SAct,SekP&SAct >> pred

SekP&SAct> meet«+ {a; | Va € sourcesa;.et < sink;.st};
P&SActsel«+ argmina.et);

acmeet
pred(sink;) <— pred(sink;) Usel
foreachiin 2..sink.ntdo
SekP&SAct> meet« {a; | Va € sourcesVj € 1..a.nt,sink_1.st <
aj.stAaj.et < sink.st};

P&SActsel« argmax(a.st—sink_j.et) + (sink.st—a.et));
6 acmeet

7 pred(sel) «<— pred(sel) Upred(sink_1);
8 | pred(sink) < pred(sink)Usel

=

a A~ W N

9 return pred,

As mentioned earlier, the fact that an activBycan start after another activity
has finished (ES, default option), is stated by includkm the setpred of B.
Additionally, the fact that an activiti3 can only start after another activifyhas
started, label SS, is stated by including the gged(A) in the setpred of B, as
can be seenin line 7 of AldLO.

The complexity analysis of all the algorithms previouslgci&ed is included
inC.L

C.1 Complexity Analysis

This section presents the complexity analysis of the algams previously de-
scribed.

Proposition 25. If implemented properly, the worst-case time complexi&igo-
rithm 8 is O(n), where n is the number of Repeated Activities of the problem.

Proof. The worst-case time complexity of line 1@n), since #ources< n. The
worst-case time complexity of line 2 is al€d(n), since #neet< n. The time
complexity of line 3 is constant. Therefore, the worst-ctise complexity of
Algorithm 8is O(n) + O(n) +©(1), equal toO(n). O
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Proposition 26. If implemented properly, the worst-case time complexitglof
gorithms9 and 10is O(n x nt), where n is the number of Repeated Activities of
the problem, and nt is the maximum number of times that a tedeactivity is
executed.

Proof. The worst-case time complexity of line 1@&n), since #ources< n. The
worst-case time complexity of line 2 is al€d(n), since #neet< n. The time
complexity of line 3 is constant. The worst-case time comipjeof lines 4-8 is
O(n x nt) since lines 5-7 (with complexitP(n) from the proof of Proposition
25) are executed at most times. Therefore, the worst-case time complexity of
Algorithms9 and10is O(n) +O(n) + ©(1) + O(n x nt) equal toO(n x nt). O

Proposition 27. If implemented properly, the worst-case time complexi#dgb-
rithm 7is O(t x n x nt+npg’), where n is the number of Repeated Activities of the
problem, nt is the maximum number of times that a repeatediigas executed,

t is the number of templates that appear in the definition efdtoblem, and nps

is the number of scheduling activities in the optimized plan

Proof. The time complexity of line 1-5 i®(nps), since each scheduling activity
is considered exactly once (each activity uses a specificires of a specific role).
The worst-case time complexity of lines 6-70¢t x n x nt), since the worst-case
time complexity of the methothcludePredis O(n x nt) (Proposition26), and
this method is invokedl times. The worst-case time complexity of lines 9-12 is
O(npsg), since for each scheduling activity, its predecessors @tmps are
considered. Therefore, the worst-case time complexity IgbAthm 7 is O(t x

nx nt+nps). O

Proposition 28. If implemented properly, the worst-case time complexi&igo-
rithm 6is O(t x n x nt4-nps’), where n is the number of Repeated Activities of the
problem, nt is the maximum number of times that a repeataeditgat executed,

t is the number of templates that appear in the definition efdtoblem, and nps

is the number of scheduling activities in the optimized plan

Proof. The worst-case time complexity of line 1@t x n x nt+nps’), by Propo-
sition 27. The worst-case time complexity of line 3@¢n), since #ole < n. The
time complexity of line 4 i99(npg. The worst-case time complexity of lines 6
and 15 isO(nps). The time complexity of lines 7-13 i®(nps). Therefore, the
worst-case time complexity of Algorith@iis O(t x n x nt+ nps). O






Appendix D

Al Techniques for Solving the
Multi-mode Repair Planning
Problem

Al-based techniques for solving the multi-mode repair plag problem are pre-
sented, specifically: (1) a constraint-based approachAfgbendixD.1), and (2)
a PDDL specification (cf. AppendiR.2).

D.1 Constraint-based Approach

In this section, the constraint-based approach for soltlegmulti-mode repair
planning problem is presented (cB4rba et al.20099). According to the con-
sidered problems (cf. Sec6.3), the time and resource constraints, typical from
scheduling, would be modified to conditional constrainksg into account that
tasks (and subsystems) may not appear in the solution. Mdbeadeas are
taken from Del Valle et al, 2010, but the assumptions considered in this work
will result in modifying most constraints and in adding adieapart from the op-
timization of the duration, the minimization of the totalstas pursued, resulting
in a multi-objective optimization problem, and multi-motdesks are considered
(cf. (Barba et al.20093).

D.1.1 Variables of the CSP

Four kinds of CSP variables have been defined: selectionyres, time and cost
variables.

Selection variables For each And node, two boolean variables represent if the
connection and disconnection tasks are selected for thi@ols(T) ands(T’)

169
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respectively. Furthermore, for each Or node, two booleaiabkes represent if
the subsyster appears in the connection and disconnection process&sand
S(S) respectively.

Resource variables For each And nodeI(T) andM(T’) show the resources
used, anc f(T) andC f(T’) are the necessary configuration on them for the con-
nection and disconnection tasks respectively. These saue data of the pro-
blem. On the other hand, the resource where a subsystemamedbtafter the
corresponding disconnection and connection task, aresepted by the varia-
blesn (S) andm(S) respectively, that are variables of the CSP.

Time variables. For each And node, the durations of the associated tasks
Dur(T) andDur(T’) are established. Due to the auxiliary operatidqg;(M,Cf,
Cf’) denotes the time needed for changing the configuration ofebeurceM
fromCf toCf’, andAmol S M,M’) denotes the time needed for transporting the
subsystens from resourceM to resourceM’. Finally, a component to be re-
paired is associated to a temporal defgy,s(C), corresponding to the reparation
or substitution of the faulty component. These values ata aflethe problem.

On the other hand, for each And node, the CSP variables defatde time
are: its starting times;(T) andt;(T’) and ending timed; (T) andt¢(T’). For each
Or node, the times when it is obtained after connectiggS), and disconnection,
tor(S)-

Cost variablesFor each And node, it is considered: its connection and dis-
connection costCost(T;) andCost(T) respectively. Regarding to the auxiliary
operationsCostn:(M,C f,Cf’) denotes the cost of changing the configuration of
the resourcé/l from Cf to Cf’, andCostn ol S M,M’) denotes the cost of trans-
porting the subsysters from resourceM to resourceM’. Furthermore, a com-
ponentC to be repaired is associated to a 00ssps{C), corresponding to the
reparation or substitution of the faulty component.

On the other hand, for each And node, the selection of theegponding
task T may be associated some additional costs, as explained tn Bet.2
first, the variablecostno(Ti) represents the possible costs which are associated
to the movement of subsystemsndgT ), if this resource is different from the
one where the subsystem were previously obtained; and digcdhe variable
costn(T;) represents the possible costs of change of configuration|Ti has
been previously used with a different one. These variabiesirsked to the And
nodes because the costs are due to the selection of thepmmrdsg task.

Finally, a variable that represents the total cost of a ptast.a, has been
used in order to minimize this objective function. Therefoa multi-objective
optimization is pursued, encompassing both objectivetfans, time and cost.
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Figure D.1: The extended simplified repair And/Or graph witations (5) and (6) bet-
ween tasks

D.1.2 Constraints of the CSP

Taking the variables of the proposed CSP model into accafinSect.D.1.1), a
classification about the types of constraints can be dohectsmn, resource, time
and cost constraints. These constraints are detailedles$pland some examples
related to the graph of Fid.1 are given.
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Selection Constraintscollect the relations between the boolean variables that
represent if the tasks are selected for the solution anceiktibsystems appears
in the repair process. A special case is for the completeesysind for the
faulty component, which will be always part of the solutiee,s (ABCDE) =
S(ABCDE) = (D) = s(D) =true.

Related to relations of type (1) (cf. Se6t3.1), constraints which relate the se-
lection of disconnection tasksS and connection tasks with the selection of sub-
systems are included:(S) < X ORpcsyces) (S(Ti')) ands(S) < X ORyesucqs) (S(Ti))
(examples' (ABCDE) < (XOR(S(T;),S(T5),s(T3)))-

Related to relations of type (3) (cf. Seét3.]), the obligatory selection of the
two Or nodes if the And node is selected is considetd!) = S(S) AS(S)
ands(T) = s(S1) As(S) (examples(T]) = S (ABCD) AS'(E)).

Related to relations of type (4) (cf. Se6t3.1), constraints which relate the se-
lection of disconnection taskS and connection tasks with the selection of sub-
systems are included!(S) <> XORp/c preq(s) (S(T')) ands(S) < X ORycpreq(s) (S(Ti))
(examples(ACD) < XOR(S(T2),S(T3),S(T4))).

Resource Constraintsconsider the relations between the resources used in
the connection and disconnection tasks, and the resoutveieihe subsystems
are obtained after them.

Related to relations of type (1) (cf. Sec6.3.1), the resourcan where a
subsystem is generated after a connection task is the oesased by this task:
S(T}) = m(S) = M(T;) (examples(Tzo) = M(AD) = M(Tio)).

Related to relations of type (3) (cf. Sec6.3.1), the resourcen’ where a
subsystem is generated after a disconnection task is thercesused by this task:
S(T/) = m(S1) = m(Sp) = M(T/) (examples(Tg) = m/(A) = (D) = M(Tg)).

Time Constraints collect the relations between the start and the end times of
the tasks, and the time when the subsystems are obtaingdllyniyz(ABCDE) =
0.

Related to relations of type (1) (cf. Sed.3.]), these constraints establish
the disconnection timet$,; and connection timepr of Or nodes related to the
start times of the disconnection tasks or the end times ottmmection tasks:
S(T) = i(TY) > the(S) +Amod S (), M(T/)) ands(T) = t¢(T)) = tor(S) (ex-
amples(T]) = ti(T{) > tor(ABCDE) + Amo(ABCDE m' (ABCDE), M(T/))).

Related to relations of type (2) (cf. Se6t3.1), these constraints consider the
end time of the tasks related to the start time and its durat&{ T) = tf(T/) =
ti(T,) + Dur(T;) ands(T;) = t¢(Ti) =ti(T;) + Dur(T;) (examples(T{) = t¢(T{) =
ti(T{) + Dur(T))).

Related to relations (3) (cf. Sec6.3.]), constraints which relate the equal-
ity constraints between the disconnection times of the @est},; and the end
time of a disconnection task T’ which is placed above therhéxdriginal And/Or
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graph, together with the precedence between the connedttierof the Or nodes
torand the start times of the connection tasks T (And nodeshaheded:s(T/) =
tH(T) = tor(S1) = tor(S2)-

Furthermore, the possible delays due to the transportafisnbsystems bet-
ween different resources are conside®d;) = ti(T;) > tor(S1) +Amo(S1, M(S),
M(T) ands(T;) = t(T)) > tor(Sz) + Amod S2. M(S2),M(Ti)) (examples(T{y) =
tt(Tio) = tor(A) = tor(D)).

Related to relations of type (5) (cf. Sed.3.]), constraints which relate a
taskTi and its closest predecessor td$kusing the same resourag taking into
account the possible change of configuration are considesgd) As(Tj)) =
§(T)) > t(Ti) + Ac(M.CF(T) CH(T))) (example(s(T{) A S(Tfp)) = ti(Tyo) >
t(T)) + Aem(M2, CH(T}), CH(Tfy)))-

Moreover, since the solution may contain non-reverse tasksh disconnec-
tion task must be related to each closest successor comméatk that uses the
same resource. Furthermore, when both tasks use the sarfigucation, the
resulting constraint is superfluous and can be eliminated.

For each two task§ andT; requiring the same resouragg with no precedence
constraint among them and which may belong to the same rplaair the cons-
traints of type (6) (cf. Sec6.3.1) express the two possible orders of execution of
the tasks:(s(Ti) As(Tj)) = (ti(Ti) > t¢(Tj) +Aene(M,CH(T;),CH(Ti)) v ti(Tj) >
tt(Ti) +Acnt(M,CH(Ti),CH(T;))) (example(s(Tg) AS(T11)) = ti(Tg) > tf(T11) +
Acnt(M2,Cf(T11), Cf(Tg)) V ti(T11) > ts(Tg) + Acht (M2, CF(Tg),Cf(T11))).

For theOr leaf nodes (including those that do not include the faultynpo-
nent)t;r andtor are equals, except for the faulty component, in which theydel
corresponding to the reparation is considered.

Cost Constraints In the repair process of a component in a complete system,
the cost of a plan can be established by the aggregated sssisiaed to the
execution of the selected tasks. The total cost of seleetiagkT; involves:

e the execution cost of the tasRpst(T;) (related to relation (2))

¢ the cost associated to the possible movement of one or tvaystdms from
one resource to anoth@QStno(Ti):

— in disconnection task§/, it is necessary to take into account the pos-
sible movement of the subsystem related to the Or nodes above
in the original And/Or graph, related to relation (LSkolT/) =
Costnol S M (S),M(T))

— In connection taskgj, it is necessary to take into account the pos-
sible movement of the two subsystems related to Or nodesviielo
in the original And/Or graph, related to relation (pSkolTi) =
Costnol(S1, M(S1), M(Ti)) +Costrod S, M(S), M(Ti))
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Table D.1: Cost Constraints

Type Constraint
(1) S(T]) = coStol(T) =
COStno ABCDE, m (ABCDE), M(T)))
(1) ..
1) S(T{p) = COSto( T1p) =
CoStoW AD, NT(AD),M(T{p))
3) S(T1) = coSho(T1) =

COSho(ABCD, m(ABCD),M(Ty))+
Costnol(E,M(E),M(Ty))

(3)
) S(T11) = COSkno( T11) =

COoStnov(B,M(B), M(T11))+

Costnol E,M(E),M(T11))

(5).(6) | s(T{y) = costni(T;y) = Costn(M

Cf(argma)ﬁ'ae{T’ Tll}{Tf (Ta) ‘ S

tt(Ta) <ti(T{p)}),Cf(Tio))

(Tio);
(Ta) A

(5),(6)
(5),(6) | s(Tg) = costni(Tg) = Costn(M(Tg),

Cf(argma)ﬁ'ae{Tl’o,Tn}{Tf (Ta) [ S(Ta)A
ti(Ta) <ti(Ts)}),Cf(Ts))

¢ the possible cost associated to a change of configuratith(®ir), costn(Ti).

If M(T;) has been used before by another task with a different comafigur
tion, it is necessary to change it. An additional complexityhe conside-
red problems is that the cost of the change of configuratipeiés on the
sequence of tasks which are executed using each resouttégane the
precedent taskexecuted om(T;) should be considered, being necessary to
analyze two groups of tasks: set of possible immediate pe=$®rs off;
using the same resource (precedent tasks with Relatigrafi))set of tasks
linked toT; by the relation (6), which is explained in SeEr.1.2

Taking this into accountostn(Ti) = Costn(M(Ti),C f(PM(T;)),Cf(Ti)),
wherePM(T) is the precedent task executedrofi;), needs to be met. If
T; is executed the first one on its resource, thestn(T;) = O.

On the other hand, the total cost of a plan can be defined as:

costotal = Y 1. S(Ti) (Cost(Ti) + costnolTi) + costne(Ti)).

In TableD.1, some cost constraints of the And/Or graph of the Figl are

shown.
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Table D.2: Predicates for the repair planning problem

Predicate Description

(is-built-connection ?s - subsystem) The subsystem has been obtained in the
connection process and it has not been
used yet for another operation.

(is-built-disconnection ?s - subsystem)The subsystem has been obtained in
the disconnection process and it has not
been used yet for another operation.

(at ?s - subsystem ?I - location) The subsystersis in locationl.

(has-config ?r - resource ?c - configu-The resource hasc configuration.

ration)

(task-connection ?sl ?s2 ?s - subsyShere exists a connection task that is

tem ?r - resource ?c - configuration) executed in resouraewith c configura-
tion and it connects1ands2to obtain
S.

(task-disconnection ?s ?sl ?s2 - subFhere exists a disconnection task that is

system ?r - resource ?c¢ - configurationexecuted irr with ¢ configuration and
it disconnectsto obtainslands2

(fault ?s - subsystem) It is the faulty component.
(leaf ?s - subsystem) It is a leaf in the And/Or graph.
(free ?r - resource) The resource is free.

Notice that the combinatorial character of the problem estduthe XOR cons-
traints of types (1) and (4) and the disjunctive constramfitype (6). These types
of constraints correspond, respectively, to the seleaioalternative tasks and
to the use of shared resources by them that are not relatedgtihmprecedence
constraints.

D.2 PDDL Specification

In this section, a PDDL 2.2 specification for solving the muolbde repair plan-
ning problem is proposed (cf.Barba et al. 20091)). As stated before, PDDL
specifications include two separated files: a domain file fedjgates and actions;
and a problem file for objects, initial state and goal speatifor.

The definition of the domain for a PDDL specification contalifferent items
(cf. Sect.2.2.2:

Predicates: Several predicates has been considered in the currentepmobl
(TableD.2). The aim of defining separated predicatebuilt-connectiorandis-
built-disconnections to facilitate the search working of the planner.



176 APPENDIX D. Al TECHNIQUES

Table D.3: Functions for the repair planning problem

Function Description

(cht ?r - resource ?cl ?c2 - configura-Required time for changefrom c1 to
tion) c2

(cost-cht ?r - resource ?cl ?c2 - configRequired cost for change the resource
uration) fromcltoc2

(mov ?s - subsystem ?I1 ?I2 - location) Required time for moving subsystesn
from locationll to I12.

(cost-mov ?s - subsystem ?I1 ?I2 - locaRequired cost for moving subsystesn

tion) from locationll to 12.

(length-connection ?sl ?s2 ?s - subsyfkequired time for connecting subsys-

tem ?r - resource ?conf - configuration)temsslands2to obtains.

(cost-connection ?s1 ?s2 ?s - subsysteRequired cost for connecting subsys-
?r - resource ?conf - configuration) temsslands2to obtains.
(length-disconnection ?s ?sl1 ?s2 - subRequired time for disconnecting the
system ?r - resource ?conf - configurasubsystens to obtainslands2

tion)

(cost-disconnection ?s ?s1 ?s2 - subsy®Required cost for disconnecting the
tem ?r - resource ?conf - configuration) subsystens to obtainslands2

(repair ?s - subsystem) Required time for repairing the subsys-
tems.

(cost-repair ?s - subsystem) Required cost for repairing the subsys-
tems.

(accumulated-cost ?r - resource) This fluent is the cost accumulated to

each resource at each time. Itis used to
define the objective functions related to
cost.

Functions (Fluents): They are used in actions preconditions or effects and
their values are given in the problem file (TaBle3).

(Durative) Actions/Operators: The execution of a durative action has asso-
ciated a duration. (FigD.2 andD.3). Theconnectioraction acts on subsystems
slands2to obtains, using the resourcewith configurationconf, with duration
given by the functiohength-connectionThe cost of this action is added to the flu-
entaccumulated-costf r. Similarly, thedisconnectioraction is defined (it does
not appear in the figure). The repair action repairs the s1bBys on resource,
with duration given by the functiorepair. The cost of this action is added to the
fluentaccumulated-cogif r. In the disconnection process, when a subsystem that
does not contain the faulty component is obtained, it is epasated anymore,
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so it disappears of the disconnection process to join to dmmection process
(disconnection-to-connectiaction). This action does not correspond to any ac-
tual activity, but it is proposed to facilitate the searctrkinog of the planner. The
moveaction moves the subsystesfrom locationll to 12, with duration given by
the functionmov. The cost of this action is added to the fluastumulated-cost
of r2. Finally, thechange-configuratioaction change the configurationofrom
cltoc2 The cost of this action is added to the fluentumulated-cosif r.

(:durative-acti on CONNECTI ON
cparameters (?sl ?s2 ?s - subsystem?r - resource ?c - configuration)
cduration (= ?duration (length-connection ?sl ?s2 ?s ?r ?c))
;condition
(and (at start (task-connection ?sl ?s2 ?s ?r ?c))
at start (free ?r))
at start (has-config ?r ?c))
at start (at ?sl ?r))
at start (at ?s2 ?r))
at start (is-built-connection ?s1))
at start (is-built-connection ?s2)))

o~~~ —~ —~

effect
(and (at start (not (free ?r)))
at start (not (at ?sl ?r)))
at start (not (at ?s2 ?r)))
at start (not (is-built-connection ?sl1)))
at start (not (is-built-connection ?s2)))
at end (free ?r))
at end (at ?s ?r))
at end (is-built-connection ?s))
(at end (increase (accumul ated-cost ?r)(cost-connection ?sl ?s2 ?s ?r ?7c)))))
(:durative-action REPAIR
cparameters (?conp - subsystem ?r - resource)
cduration (= ?duration (repair ?conp))
ccondition
(and (at start (fault ?conp))
(at start (is-built-disconnection ?conmp))
(at start (at ?conp ?r)))
ceffect
(and (at start (not (is-built-disconnection ?conp)))
(at end (is-built-connection ?conp))
(at start (not (at ?conp ?r)))
(at end (at ?conp ?r))
(at start (not (fault ?conp)))
(at end (increase (accumul ated-cost ?r) (cost-repair ?comp)))))
(:action DI SCONNECTI ON- TO- CONNECTI ON
cparameters (?s - subassenbly)
:precondition (and (leaf ?s)
(i s-built-disconnection ?s))
ceffect (and (not (is-built-disconnection ?s))
(i s-built-connection ?s))))

—~ e~~~ o~~~

Figure D.2: PDDL specification for theonnection repair and disconnection-to-
connectiomactions.

The PDDL 2.2 problem defines the next items (cf. SBQ.2):
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(:durative-action MOVE
cparaneters (?s - subsystem?rl - resource ?r2 - resource)
cduration (= ?duration (mov ?s ?rl ?r2))
ccondition (at start (at ?s ?rl))
ceffect (and (at start (not (at ?s ?rl)))
(at end (at ?s ?r2))
(at end (increase (accumul ated-cost ?r2) (cost-mov ?s ?rl ?r2)))))
(:durative-action CHANGE- CONFI GURATI ON
cparaneters (?r - resource ?cl ?c2 - configuration)
cduration (= ?duration (cht ?r ?cl ?c2))
ccondition (and (at start (has-config ?r ?cl))
(at start (free ?r)))
and (at start (not (free ?r)))
end (free ?r))
start (not (has-config ?r ?cl)))
end (has-config ?r ?c2))
end (increase (accumul ated-cost ?r) (cost-cht ?r ?cl ?c2)))))

ceffect

(
(
(
(
(

at
at
at
at

Figure D.3: PDDL specification for thrmoveandchange-configuratiomctions.

(define (problemgrafo) (:domain repair)
(:objects ML M2 - resource
C0 C1 - configuration
ABCDE ABCD ACD AC AD BE A B C D E - subsystem
INIT_LCC - war ehouse)
vinit
at ABCDE I NI T_LOC) (i s-built-disconnection ABCDE) (fault D)
free M) (free M) (has-config ML C0) (has-config M2 C0) (leaf A) ...
t ask-di sconnection ABCDE ABCD E ML Cl)
(1 engt h-di sconnection ABCDE ABCD E ML C1) 10)
(cost-disconnection ABCDE ABCD E ML Cl) 124) ..
(cht ML Q0 C1) 0) (= (cost-cht ML CO Cl) 0) (= (cht ML C3 Cl) 4)
(cost-cht ML C1 C3) 36) ... (= (nov AD INIT_LOC ML) 0)
(cost-nov AD INNT_LOC ML) 0) (= (mov AD ML M2) 1)
(cost-nov AD ML M2) 15)...
:goal (is-built-connection ABCDE))
cmetric minimze (+ (* (total-time) 10) (+ (accumul ated-cost M)
(accumul at ed-cost M2))))

(
(
(
(
(
(
(
(
(
(
(
(

Figure D.4: PDDL Problem specification of FiD. 1.

Objects: For the problem of Fig.D.1, the objects can be seen in FiB.4.
Initially, the system can be in anywhere, that it is représeérby the location
INIT_LOC, and the resources can have any configuration, that it iesepted by
Co.

Initial state: Some of them related to the problem of Fig.1 can be seen in
Fig. D.4.

Goal specification: In the repair problem, the objective is to obtain the com-
plete system in the connection process ().

Objective function: In business process environments, several objective func-
tions can be defined depending on the problem to solve. Inufrertt proposal,
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some objective functions have been selected to be minimredof them appears

in Fig. D.4.
In this section, a PDDL 2.2 specification for solving a sped#&S problem,
the multi-mode repair planning problem, has been explairghilar P&S pro-

blems can be solved in a related way.






Bibliography

Aguilar-Savén, R., 2004. Business process modelling:ideewand framework.
International Journal of Production Economics 90 (2), 1299.

Allen, J., 1983. Maintaining knowledge about temporalrivéds. In: Proc. Com-
munications of the ACM. pp. 832-843.

Alves, F. S. R., Guimares, K. F., Fernandes, M. A., 2008 giratng planning and
scheduling based on genetic algorithms to an workflow sysienProc. CEC.
pp. 3766-3775.

Awad, A., Goré, R., Thomson, J., Weidlich, M., 2011. An di&ve approach for
business process template synthesis from compliance mid€2roc. Caise. pp.
406-421.

Bae, J., Bae, H., Kang, S., Kim, Y., 2004. Automatic controivorkflow pro-
cesses using eca rules. IEEE Transactions on Knowledge aacHdgineering
16 (8), 1010-1023.

Bao, F., Chintabathina, S., Morales, A., Rushton, N., WatBo, Zhang, Y., 2011.
A temporally expressive planner based on answer set progiagnwith cons-
traints: Preliminary design. In: Proc. LPNMR. pp. 398-414.

Baptiste, P., Le Pape, C., Nuijten, W., 1999. Satisfiabiésts and time-bound ad-
justments for cumulative scheduling problems. Annals oé@pons Research
92, 305 - 333.

Barba, I., Del Valle, C., 2010. Planning and Scheduling ofiBass Processes in
Run-Time: A Repair Planning Example. In: Proc. ISD. Sprimge. 75—-88.

Barba, I., Del Valle, C., 2011a. A Constraint-based Applhoe Planning and
Scheduling Repeated Activities. In: Proc. COPLAS. pp. 256

Barba, I., Del Valle, C., 2011b. A Planning and Schedulingspective for De-
signing Business Processes from Declarative Specification Proc. Icaart.
Vol. 1. pp. 562-569.

181



182 BIBLIOGRAPHY

Barba, I., Del Valle, C., Borrego, D., 2009a. A Constraiaséd Model for Multi-
objective Repair Planning. In: Proc. ETFA. pp. 234-241,reot 5347038.

Barba, I., Del Valle, C., Borrego, D., 2009b. PDDL Specifigatfor Multi-
objective Repair Planning. In: Proc. CAEPIA 2009 WorkshaepRianning,
Scheduling and Constraint Satisfaction. pp. 21-33.

Barba, I., Weber, B., Del Valle, C., 2011. Supporting thei@ped Execution of
Business Processes through Recommendations. In: ProcSBRiger LNCS
(In press).

Barijis, J., Verbraeck, A., 2010. The relevance of modelind simulation in en-
terprise and organizational study. In: Proc. EOMAS. pp.2Z6—

Bartak, R., Cepek, O., 2008. Incremental filtering aldons for precedence and
dependency constraints. International Journal on Ardifibitelligence Tools
17 (1), 205-221.

Bartak, R., Cepek, O., 2010. Incremental propagatiorsrigea precedence graph
with optional activities and time windows. Transactionstef Institute of Mea-
surement and Control 32 (1), 73-96.

Bartak, R., O., C., 2007. Temporal networks with altenegi complexity and
model. In: Proc. FLAIRS. pp. 641-646.

Beck, J., Fox, M., 1998. A generic framework for constralimected search and
scheduling. Al Magazine 19 (4), 101 — 130.

Beck, J., Fox, M., 2000. Constraint-directed techniquesébeduling alternative
activities. International Journal on Artificial Intelligee 121, 211-250.

Bellman, R., 1957. Dynamic Programming. Princeton UnitgRress, Princeton,
NJ.

Berry, P., Drabble, B., 2000. Swim: An ai-based system fganizational mana-
gement. In: The 2nd NASA Intl. WS on Planning and SchedulmgSpace.
NASA.

Blazewic, J., Pesh, E., Sterna, M., 2000. The disjunctiaplgmachine repre-
sentation of the job shop scheduling problem. Europeamabaf Operational
Research 127 (2), 317-331.

Blum, A., Furst, M., 1997. Fast planning through planninggr analysis. Artifi-
cial Intelligence 90 (1-2), 281-300.



BIBLIOGRAPHY 183

BPEL, 2007. Web Services Business Process Execution Lgegier-
sion 2.0: OASIS Standarchttp://docs. oasi s- open. or g/ wshpel /2. 0/
wshpel -v2. 0. ht m , [Online; accessed 09-November-2011].

BPMN, 2011. Business Process Model and Notation (BPMN)sider 2.0.
http://ww. ong. or g/ spec/ BPMV 2. 0/, [Online; accessed 09-November-
2011].

Brandimarte, P., 1993. Routing and scheduling in a flexible ghop by tabu
search. Annals of Operations Research 41 (3), 157 — 183.

Brucker, P., Knust, S., 2006. Complex Scheduling (GOR-ieatibns). Springer-
Verlag New York, Inc., Secaucus, NJ, USA.

Calton, T., 1999. Advancing design-for-assembly. the gexreeration in assembly
planning. In: IEEE International Symposium on Assembly &ask Planning.
pp. 57 — 62.

Caron, F., Vanthienen, J., 2011. An exploratory approaghndoess lifecycle tran-
sitions from a paradigm-based perspective. In: Proc. BPMBEEMMSAD.
pp. 178-185.

Chankong, V., Haimes, Y., 1983. Multiobjective Decision W&y Theory and
Methodology. Elsevier.

Chaturvedi, A., Hutchinson, G., Nazareth, D., 1993. Suppgrcomplex real-
time decision making through machine learning. Decisiopfut Systems
10 (2), 213-233.

Chen, Y., Hsu, C., Wah, B., 2006. Temporal planning usinggeabpartitioning
and resolution in sgplan. Journal of Artificial IntelligenResearch 26, 323—
369.

Chesani, F., Lamma, E., Mello, P., Montali, M., Riguzzi,$torari, S., 2009. Ex-
ploiting inductive logic programming techniques for dealaze process min-
ing. In: Proc. ToPNoC. pp. 278-295.

Clarke Jr., E., Grumberg, O., Peled, D., 1999. Model CherKiite MIT Press.

Coello, C., 2006. Evolutionary multi-objective optimiiat: A historical view of
the field. IEEE Computational Intelligence Magazine 1 (B}-26.

Davenport, T. H., 1993. Process innovation: reengineevimds through informa-
tion technology. Harvard Business School Press.


http://docs.oasis-open.org/wsbpel/2.0/wsbpel-v2.0.html
http://docs.oasis-open.org/wsbpel/2.0/wsbpel-v2.0.html
http://www.omg.org/spec/BPMN/2.0/

184 BIBLIOGRAPHY

De Castro, V., Marcos, E., 2009. Towards a service-oriemea- based approach
to the alignment of business processes with it systems: tiherbusiness model
to a web service composition model. International Jourh&@aoperative In-
formation Systems 18 (2), 225 — 260.

Deb, K., 2008. Introduction to evolutionary multiobje@iwptimization. 5252
LNCS, 59-96.

Dechter, R., 2003. Constraint Processing. Morgan Kaufnkarlishers.

Del Valle, C., Marquez, A., Barba, I., 2010. A CSP model fimgle non-
reversible and parallel repair plans. Journal of Inteliigdanufacturing 21 (1),
165-174.

Demeyer, R., Van Assche, M., Langevine, L., Vanhoof, W., Meclarative
workflows to efficiently manage flexible and advanced busimescesses. In:
Proc. PPDP. pp. 209-218.

Dourish, P., Holmes, J., MacLean, A., Margvardsen, P., AwsA., 1996.
Freeflow: Mediating between representation and action irkflav systems.
In: Proc. CSCW. pp. 190-198.

Drabble, B., Tate, A., 1994. The use of optimistic and pesgiaresource profiles
to inform search in an activity based planner. In: Proc. AlRfS 243-248.

Drexl, A., Gruenewald, J., 1993. Nonpreemptive multi-mocksource-
constrained project scheduling. IIE Transactions (la&iof Industrial Engi-
neers) 25 (5), 74-81.

Dumas, M., van der Aalst, W., ter Hofstede, A. (Eds.), 2006cPss-Aware Infor-
mation Systems: Bridging People and Software through Beo@echnology.
Wiley-Interscience, Hoboken, NJ.

Dynadec, 2011. Comet Downloadshttp://dynadec.com support/
downl oads/, [Online; accessed 09-November-2011].

Ehrgott, M., 2005. Multicriteria Optimization. SpringeeBin.

Ehrgott, M., Ruzika, S., 2008. Improvedconstraint method for multiobjective
programming. Journal of Optimization Theory and Applioas 138 (3), 375—
396.

Elgammal, A., Turetken, O., Van Den Heuvel, W., Papazoghuy, 2011. On
the formal specification of regulatory compliance: A congbize analysis. In:
Proc. ICSOC Workshops. pp. 27-38.


http://dynadec.com/support/downloads/
http://dynadec.com/support/downloads/

BIBLIOGRAPHY 185

Ellis, C., Nutt, G., 1993. Modeling and enactment of workfleygtems. In: Proc.
PETRI NETS. Springer Berlin / Heidelberg, pp. 1-16.

Erol, K., Hendler, J., Nau, D., 1994. HTN planning: Comptgx@nd expressivity.
In: Proc. of 20th AAAI Conference. pp. 1123-1128.

Fahland, D., Lubke, D., Mendling, J., Reijers, H., Weber \Beidlich, M., Zugal,
S., 2009. Declarative versus imperative process modeadimguages: The issue
of understandability. In: Proc. BPMDS 2009 and EMMSAD 200p. 353—
366.

Fahland, D., Mendling, J., Reijers, H., Weber, B., Weidlidh, Zugal, S., 2010.
Declarative versus imperative process modeling langudgesissue of main-
tainability. In: Proc. BPM Workshops. pp. 477-488.

Feo, T., Resende, M., 1989. A probabilistic heuristic fooanputationally diffi-
cult set covering problem. Operations Research Letterg-8/ 5.

Feo, T., Resende, M., 1995. Greedy randomized adaptivetspeocedures. Jour-
nal of Global Optimization 6, 109-133.

Fernandes, R., Lange, F., Burchett, R., Happ, H., Wirgau1883. Large scale
reactive power planning. IEEE transactions on power appsiand systems
PAS-102 (5), 1083-1088.

Ferreira, H., Ferreira, D., 2006. An integrated life cydeworkflow management
based on learning and planning. International Journal @ip@mative Informa-
tion Systems 15 (4), 485 — 505.

Fikes, R., Nilsson, N., 1971. Strips: A new approach to ti@iegtion of theorem
proving to problem solving. Artificial Intelligence 2, 18208.

Fonseca, C., Fleming, P., 1995. An overview of evolutioragprithms in multi-
objective optimization. Evolutionary Computation 3 (1)}18.

Friedrich, G., Fugini, M., Mussi, E., Pernici, B., Tagni,,@010. Exception Han-
dling for Repair in Service-Based Processes. |IEEE Traimsacbn Software
Engineering 36 (2), 198-215.

Frost, D., Dechter, R., 1994. Dead-end driven learningPlruc. of the National
Conference on Artificial Intelligence. pp. 294-300.

Gabriel, G., Grandcolas, S., 2009. Searching optimal jgdyalens: A filtering
and decomposition approach. pp. 576-580.



186 BIBLIOGRAPHY

Gantt, H., 1913. Work, wages, and profits. Engineering Mangeo.

Garey, M. R., Johnson, D. S., 1979. Computers and Intrdityal?\ Guide to the
Theory of NP-Completeness. New York, NY, USA: W. H. Freema@&

Garrido, A., Arangu, M., Onaindia, E., 2009. A constrairdgnamming formula-
tion for planning: From plan scheduling to plan generatwurnal of Schedu-
ling 12 (3), 227-256.

Garrido, A., Onaindia, E., Sapena, O., 2008. Planning ahédding in an e-
learning environment. a constraint-programming-baseuageh. Engineering
Applications of Artificial Intelligence 21 (5), 733-743.

Georgakopoulos, D., Hornick, M., Sheth, A., 1995. An Ovewiof Workflow
Management: From Process Modeling to Workflow Automatidralstructure.
Distributed and Parallel Databases 3, 119-153.

Gerevini, A., Long, D., 2006. Preferences and soft consisan pdd|3. In: ICAPS
2006 Ws on Preferences and Soft Constraints in PlanninglGop 53.

Ghallab, M., et al., 1998. Pddl - the planning domain debmiianguage. Tech.
rep., CVC TR-98-003/DCS TR-1165.

Ghallab, M., Nau, D., Traverso, P., 2004. Automated Plagnirheory and Prac-
tice. Morgan Kaufmann, Amsterdam.

Glance, N., Pagani, D., Pareschi, R., 1996. Generalisetkpsostructure gram-
mars (GPSG) for flexible representations of work. In: Préss(Ed.), Proc.
CSCW. pp. 190-198.

Glover, F., 1989. Tabu search part i. Orsa Journal on Comguti(3), 190—-206.

Goedertier, S., Vanthienen, J., 2009. An overview of detiee process modeling
principles and languages. In: Proc. ABIS. pp. 51 — 58.

Goldberg, D., 1989. Genetic Algorithms in Search, Optimaaand Machine
Learning. Addison Wesley, Reading.

Goldmann, S., Munch, J., Holz, H., 2000. Distributed PsscBlanning Support
with MILOS. International Journal of Software Engineeriagd Knowledge
Engineering 10 (4), 511-525.

Goldwasser, M. H., Motwani, R., 1999. Complexity measumsassembly se-
guences. International Journal of Computational GeonaatdyApplications 9,
371 -418.



BIBLIOGRAPHY 187

Gomes, C., Van Hoeve, W., Selman, B., 2006. Constraint progring for dis-
tributed planning and scheduling. Vol. SS-06-04. pp. 158-1

Gonzalez-Ferrer, A., Fernandez-Olivares, J., Castillo2009. JABBAH: A Java
Application Framework for the Translation Between BusgBsocess Models
and HTN. In: Proc. ICKEPS. pp. 28-37.

Ha, B., Bae, J., Park, Y., Kang, S., 2006. Development ofggs@&xecution rules
for workload balancing on agents. Data & Knowledge Engimees6 (1), 64—
84.

Haimes, Y., Lasdon, L., Wismer, D., 1971. On a bicriterioralation of the pro-
blems of integrated system identification and system og#tion. IEEE Trans-
actions on Systems, Man, and Cybernetics 1, 296—-297.

Haisjackl, C., Weber, B., 2010. User Assistance During &sedExecution - An
Experimental Evaluation of Recommendation Strategies?tac. BPI.

Hallé, S., Villemaire, R., 2008. Runtime monitoring of rmage-based workflows
with data. In: EDOC. IEEE Computer Society, pp. 63—72.

Hammond, K., 1990. Case-based planning: A framework farplag from expe-
rience. Cognitive Science 14 (3), 385-443.

Hoffmann, J., Edelkamp, S., 2005. The deterministic parpof: an overview.
Journal of Artificial Intelligence Research 24 (1), 519-579

Hoffmann, J., Weber, I., Kraft, F., 2010. SAP speaks PDDL Aroc. AAAL. pp.
1096-1101.

Homem de Mello, L., Sanderson, A., 1990. And/or graph repregion of as-
sembly plans. IEEE Transactions on Robotics and Automé&ija)) 188—189.

Homem de Mello, L., Sanderson, A., 1991. A correct and cote@&gorithm for
the generation of mechanical assembly sequences. IEEEdataons Robotic
& Automation 27 (2), 228 — 240.

ILOG, 2011. IBM ILOG CPLEX CP Optimizerhttp://www 01.1bm conl
sof tware/integration/optimzation/cplex-cp-optimzer/, [Online;
accessed 09-November-2011].

Jarvis, P., et al., 2000. Applying intelligent workflow mgeanent in the chemi-
cals industries. In: The workflow handbook 2001, Publisimegsisociation with
the Workflow Management Coalition (WfMC). L. Fisher (Ed.).


http://www-01.ibm.com/software/integration/optimization/cplex-cp-optimizer/
http://www-01.ibm.com/software/integration/optimization/cplex-cp-optimizer/

188 BIBLIOGRAPHY

Joeris, G., 2000. Decentralized and flexible workflow enactirbased on task
coordination agents. In: Springer-Verlag (Ed.), Procs€app. 41-62.

Joshi, S., Kersting, K., Khardon, R., 2011. Decision-te#éiorplanning with gen-
eralized first-order decision diagrams. Artificial Intgénce 175 (18), 2198—
2222.

Kim, LY., D. W. O., 2006. Adaptive weighted sum method for ltiabjective
optimization: A new method for pareto front generationugtural and Multi-
disciplinary Optimization 31 (2), 105-116.

Kirkpatrick, S., Gelatt, C., Vecchi, M., 1983. Optimizatiby simulated anneal-
ing. Science 220 (4598), 671-680.

Koehler, J., 1998. Planning under resource constraint®roc. ECAI. pp. 489—
493.

Koski, J., 1985. Defectiveness of weighting method in naulérion optimiza-
tion of structures. Communications in Numerical Methodsmgineering 1 (6),
333-337.

La Rosa, M., Dumas, M., Uba, R., Dijkman, R., 2010. Mergingibass process
models. pp. 96-113.

Laborie, P., Ghallab, M., 1995. Planning with sharable wes® constraints. In:
Proc. IJCAI. pp. 1643-1649.

Laborie, P., Rogerie, J., Shaw, P., Vilim, P., 2009. Reagpmvith Condi-
tional Time-Intervals. Part 1l: An Algebraical Model for Beurces. In: Proc.
FLAIRS.

Lambert, A., 1997. Optimal disassembly of complex produaternational Jour-
nal of Production Research 35, 2509 — 2523.

Lambert, A., 1999. Optimal disassembly sequence genarédiocombined ma-
terial recycling and part reus. In: IEEE International Syisipm on Assembly
and Task Planning. pp. 146 — 151.

Lambert, A., 2003. Disassembly sequencing: a survey.ratemal Journal of
Production Research 41 (16), 3721-3759.

Lamma, E., Mello, P., Montali, M., Riguzzi, F., Storari, 3Q07. Inducing decla-
rative logic-based models from labeled traces. In: ProdBgp. 344—-359.



BIBLIOGRAPHY 189

Larrosa, J., 2000. Boosting search with variable elimoratin: Proc. CP. pp.
291-305.

Larrosa, J., Meseguer, P., 2003. Algoritmos para satigfate restricciones. In-
teligencia Artificial: Revista Iberoamericana de Intefige Artificial 20, 31—
42.

Le Pape, C., Couronne, P., Vergamini, D., Gosselin, V., 199he-versus-
capacity compromises in project scheduling. In: Proc. 8I&n pp. 498-502.

Lecoutre, C., Vion, J., 2008. Enforcing arc consistencyg$iitwise operations.
Constraint Programming Letters 2, 21-35.

Lekavy, M., Navrat, P., 2007. Expressivity of STRIPS-Liéed HTN-Like Plan-
ning. In: Proc. KES-AMSTA. pp. 121-130.

Li, W., Zhang, C., 1995. Design for disassembly analysisefiovironmentally
conscious design and manufacturing. In: ASME Internatitfechanical En-
gineering Congress. pp. 969 — 976.

Liu, Y., Jiang, Y., 2006. Lp-tpop: Integrating planning ascheduling through
constraint programming. In: Proc. PRICAIL. pp. 844-848.

Liu, Y., Muller, S., Xu, K., 2007. A static compliance-cheeg framework for
business process models. IBM Systems Journal 46 (2), 325—-36

Lombardi, M., Milano, M., 2010. Constraint based schedutmdeal with uncer-
tain durations and self-timed execution. In: Proc. CP. 33-397.

Lu, R., Sadiq, S., Padmanabhan, V., Governatori, G., 20@thdJa temporal
constraint network for business process execution. Intralisn Computer So-
ciety, I. (Ed.), Proc. ADC. pp. 157-166.

Ly, L., Rinderle, S., P., D., 2008. Integration and verificatof semantic cons-
traints in adaptive process management systems. Data & kédge Engineer-
ing 64 (1), 3 -23.

Mackworth, A., 1977. Consistency in networks of relatiofdificial Intelligence
8 (1), 99-118.

Marrella, A., Mecella, M., 2011. Continuous Planning fol\#xag Business Pro-
cess Adaptivity. In: Proc. BPMDS and EMMSAD. pp. 118-132.

Miettinen, K., 1999. Nonlinear Multiobjective Optimizati. Kluwer Academic
Dordrecht.



190 BIBLIOGRAPHY

Mitchell, M., 1998. An Introduction to Genetic AlgorithmilT Press.

Monette, J., Deville, Y., Van Hentenryck, P., 2009. Justiime scheduling with
constraint programming. pp. 241-248.

Montali, M., 2009. Specification and Verification of Decliava Open Interac-
tion Models: a Logic-Based Approach. Ph.D. thesis, Depantnof Electron-
ics, Computer Science and Telecommunications Engineelimiversity of
Bologna.

Mouhoub, M., Sadaoui, S., Sukpan, A., 2003. Chronologiaaktracking versus
formal methods for solving CSPs. In: Proc. of the InternaidConference on
Atrtificial Intelligence 1C-Al 2003. pp. 270-275.

Moura, A., De Souza, C., Cire, A., Lopes, T., 2008. Heursséind constraint pro-
gramming hybridizations for a real pipeline planning andestuling problem.
pp. 455-462.

Nareyek, A., Freuder, E., Fourer, R., Giunchiglia, E., Gudah, R., Kautz, H.,
Rintanen, J., Tate, A., 2005. Constraints and ai plannlBBH Intelligent Sys-
tems 20 (2), 62 — 72.

Nau, D., Au, T., llghami, O., Kuter, U., Murdock, J., Wu, D.aMan, F., 2003.
Shop2: An htn planning system. Journal of Artificial Intgince Research 20,
379-404.

Nuijten, W., Aarts, E., 1996. Sequencing with earlinesstandiness penalties: a
review. European Journal of Operational Research 90 (8);-2Z84.

Ouyang, C., van der Aalst, W., Dumas, M., ter Hofstede, A.080
Translating BPMN to BPELhttp://citeseerx.ist.psu.edu/vi ewdoc/
downl oad?doi =10. 1. 1. 79. 3072&r ep=r eplé&t ype=pdf, [Online; accessed
09-November-2011].

Owen, M., Raj, J., 2003. BPMN and Business Process Managemeoduc-
tion to the New Business Process Modeling Standardp: / / www. ong. or g/
bpmm/ Document s/ 6AD5D16960. BPMN_and_BPM pdf , [Online; accessed 09-
November-2011].

Ozbayrak, M., Bell, R., 2003. A knowledge-based decisioppsut system for
the management of parts and tools in FMS. Decision SuppateBys 35 (4),
487-515.

Penberthy, J., Weld, D., 1994. Temporal planning with cardus change. In:
Proc. AAAI. pp. 1010-1015.


http://citeseerx.ist.psu.edu/viewdoc/download?doi=10.1.1.79.3072&rep=rep1&type=pdf
http://citeseerx.ist.psu.edu/viewdoc/download?doi=10.1.1.79.3072&rep=rep1&type=pdf
http://www.omg.org/bpmn/Documents/6AD5D16960.BPMN_and_BPM.pdf
http://www.omg.org/bpmn/Documents/6AD5D16960.BPMN_and_BPM.pdf

BIBLIOGRAPHY 191

Pesic, M., 2008. Constraint-Based Workflow ManagementeByst Shifting
Control to Users. Ph.D. thesis, Eindhoven University of hfedogy, Eind-
hoven.

Pesic, M., Schonenberg, M., Sidorova, N., van der Aalst,2807. Constraint-
Based Workflow Models: Change Made Easy. In: OTM Conferetep.
77-94.

Pesic, M., van der Aalst, W., 2006. A declarative approacHléxible business
processes management. In: Proc. BPM Workshops. pp. 169-180

Pichler, P., Weber, B., Zugal, S., Pinggera, J., MendlingRé&ijers, H., 2011.
Imperative versus Declarative Process Modeling Languades Empirical
Investigation. In: Proc. ER-BPM (accepted). [Online; hifqugal.info/wp-
content/uploads/2011/07/bpm 2011.pdf; accessed 8-September-2011].

Pinedo, M., 2008. Scheduling - Theory, Algorithms, and &ys. Springer.

Pisinger, D., Ropke, S., 2010. Large neighborhood seantérriational Series in
Operations Research & Management Science 146 (13), 399-420

PLANET, 2003. Network home page: European network of eroek in
ai planning.http://planet.dfki.de/index.htm, [Online; accessed 09-
November-2011].

Prosser, P., 1993. An empirical study of phase transitionsimary constraint
satisfaction problems. Atrtificial Intelligence 81, 81-109

R-Moreno, M., Borrajo, D., Cesta, A., Oddi, A., 2007. Intagng planning and
scheduling in workflow domains. Expert Systems with Appgimas 33 (2),
389-406.

Reijers, H., 2003. Design and Control of Workflow Proces§&gsinger-Verlag
Berlin, Heidelberg.

Reijers, H., van der Aalst, W., 1999. Short-term simulatitanidging the gap
between operational control and strategic decision makmgProc. IASTED
Conference on Modeling and Simulation. p. 417421.

Rhee, S., Cho, N., Bae, H., 2008. Increasing the efficiendyusiness processes
using a theory of constraints. Information Systems Frositie—13.

Rhee, S., Cho, N., Bae, H., 2010. Increasing the efficiendyusiness processes
using a theory of constraints. Information Systems Frositl (4), 443—-455.


http://planet.dfki.de/index.html

192 BIBLIOGRAPHY

Rossi, F., van Beek, P., Walsh, T. (Eds.), 2006. Handbooloos€aint Program-
ming. Elsevier.

Rozinat, A., Wynn, M., van der Aalst, W., ter Hofstede, A.d¢e, C., 2009.
Workflow simulation for operational decision support. D&t&nowledge En-
gineering 68 (9), 834-850.

Russell, N., van der Aalst, W., ter Hofstede, A., 2006. WarkfException Pat-
terns. In: Proc. Caise. pp. 288-302.

Russell, N., van der Aalst, W., ter Hofstede, A., Edmond,2DQ5. Workflow re-
source patterns: Identification, representation and tgmpart. In: Proc. Caise.
pp. 216-232.

Rychkova, I., Regev, G., Wegmann, A., 2008a. High-leveigieand analysis
of business processes: The advantages of declarativdisggans. In: Proc.
RCIS. pp. 99-110.

Rychkova, I., Regev, G., Wegmann, A., 2008b. Using dedlarapecifications in
business process design. International Journal of Comfatence and Appli-
cations 5 (3b), 45 — 68.

Sabin, D., Freuder, E., 1994. Contradicting convectionadam in constraint
satisfaction. In: Proc. ECAI. pp. 125-129.

Sadiq, S. W., Orlowska, M. E., Sadiqg, W., 2005. Specificatiod validation of
process constraints for flexible workflows. Information ®yss 30 (5), 349-
378.

Salido, M., 2010. Introduction to planning, scheduling andstraint satisfaction.
Journal of Intelligent Manufacturing 21 (1), 1-4.

Schonenberg, H., Weber, B., van Dongen, B., van der Aals0@8. Supporting
flexible processes through recommendations based onyhistoiProc. BPM.
pp. 51-66.

Smith, D., Frank, J., Jonsson, A., 2000. Bridging the gaween planning and
scheduling. Knowledge Engineering Review 15(1), 47-83.

Smith, D., Weld, D., 1999. Temporal planning with mutualleseon reasoning.
In: Proc. IJCAL. pp. 139-144.

Son, J., Kim, M., 2001. Improving the performance of timesioained workflow
processing. Journal of Systems and Software 58 (3), 211-219



BIBLIOGRAPHY 193

Thompson, G., Goodale, J., 2006. Variable employee prodiycin workforce
scheduling. European Journal of Operational Research2)781{6—390.

Timpe, C., 2002. Solving planning and scheduling problentls @ombined inte-
ger and constraint programming. OR Spectrum 24 (4), 431-448

Tjoa, S., Jakoubi, S., Goluch, S., Kitzler, G., 2010. Plagrdynamic activity and
resource allocations using a risk-aware business procasagement approach.
In: Proc. ARES. pp. 268-274.

Tsai, C., Huang, K., Wang, F., Chen, C., 2010. A distributexyar architecture
supporting dynamic resource provisioning for BPM-oriehteorkflow mana-
gement systems. Journal of Systems and Software 83 (8)-1552.

Tu, P., Son, T., Pontelli, E., 2007. CPP: A constraint logiagpamming based
planner with preferences. In: Proc. LPNMR. pp. 290-296.

van der Aalst, W., 2003. Patterns and XPDL: A critical Evéla of the XML
Process Definition Language. In: QUT Technical report FR-A003-06. pp.
1-30.

van der Aalst, W., Jablonski, S., 2000. Dealing with workfldwange: identifica-
tion of issues and solutions. International Journal of Cot@pSystems Science
and Engineering 15 (5), 267-276.

van der Aalst, W., Pesic, M., 2006a. DecSerFlow: TowardsudyTDeclarative
Service Flow Language. In: LNCS 4184. pp. 1-23.

van der Aalst, W., Pesic, M., 2006b. Specifying, discovgrand monitoring ser-
vice flows: Making web services process-aware. In: Techriregport BPM-
06-09, BPMcenter.org.

van der Aalst, W., Pesic, M., Schonenberg, H., 2009. Detl@ravorkflows: Bal-
ancing between flexibility and support. Computer Sciencesdarch and De-
velopment 23 (2), 99-113.

van der Aalst, W., Schonenberg, M., Song, M., 2011. Timeiptieth based on
process mining. Information Systems 36 (2), 450-475.

van der Aalst, W., ter Hofstede, A., Weske, M., 2003. Bussrfa®cess Manage-
ment: A Survey. In: Proc. BPM. pp. 1-12.

van der Aalst, W., van Hee, K., 2002. Workflow Management: MsedMethods,
and Systems. MIT Press.



194 BIBLIOGRAPHY

van Dongen, B., 2007. Process Mining and Verification. PthBsis, Eindhoven
University of Technology, Eindhoven.

van Dongen, B., van der Aalst, W., 2005. A Meta Model for Pesddlining Data.
In: Proc. Caise, 17th Edition. pp. 309-320.

van Hentenryck, P., 1999. The OPL Optimization Programnhiaigguage. MIT
Press.

Vanderfeesten, I., Reijers, H., van der Aalst, W., 2008dBcb based workflow
support: A recommendation service for dynamic workflow exien. In: Tech-
nical Report BPM-08-03, BPMcenter.org.

Vidal, V., Geffner, H., 2006. Branching and pruning: An opél temporal pocl
planner based on constraint programming. Artificial Ingelhce 170 (3), 298—
335.

Vossen, T., Ball, M., Lotem, A., Nau, D., 1999. On the use téger programming
models in ai planning. The Knowledge Engineering Review1)5 (

Wainer, J., Bezerra, F., Barthelmess, P., 2004. Tucupix#feeworkflow system
based on overridable constraints. In: Proc. SAC. pp. 498-50

Wainer, J., De Lima Bezerra, F., 2003. Constraint-basedbflexvorkflows. In:
Proc. CRIWG. pp. 151-158.

Weld, D., 1994. Introduction to least commitment planniAgMagazine 15 (4),
27-61.

Weske, M., 2007. Business Process Management: Conceptispdide Technol-
ogy. Springer.

Westergaard, M., 2011. Access/cpn 2.0: A high-level iatszfto coloured petri
net models. In: Proc. PETRI NETS. pp. 328-337.

White, S., et al., 2004. Business Process Modeling Notg&#MN), Working
draft, Version 1.0.

Wolfman, S., Weld, D., 1999. Combining linear programmimgl aatisfiability
solving for resource planning. The Knowledge Engineeriegi@wv 15 (1).

Younes, H., Simmons, R., 2003. VHPOP: Versatile heurisditial order planner.
Journal of Artificial Intelligence Research 20, 405—-430.

Zadeh, L., 1963. Optimality and non-scalar-valued pertoroe criteria. IEEE
Transactions on Automatic Control 8, 59—60.



BIBLIOGRAPHY 195

Zhao, J., Stohr, E., 1999. Temporal workflow management ilaimmchandling
system. SIGSOFT: Software Engineering Notes 24 (2), 185-19

Zisman, M., 1977. Representation, Specification and Autmmaf Office Pro-
cedures. Ph.D. thesis, Wharton School.



	List of Figures
	List of Tables
	Introduction
	Generalities
	Motivation and Contributions
	Structure
	Publications
	Research Projects

	Background
	Business Process Management
	BPM Life Cycle
	Process Modelling

	Planning & Scheduling
	Scheduling
	Planning
	Integrating P&S

	Constraint Programming
	Constraint Satisfaction Problems
	Solving the CSP
	Constraint Programming for Planning and Scheduling

	AI Planning and Scheduling for BPM
	P&S for the Process Design & Analysis Phase
	P&S for the Process Enactment Phase


	From Constraint-based Specifications to Optimized BP Enactment Plans
	Introduction
	Motivation
	Contribution

	ConDec-R
	Extending ConDec with Estimates and Resource Availabilities
	Extending ConDec with Parallel Execution of Activities

	From ConDec-R to Optimized Enactment Plans
	Translating the ConDec-R Model as a CSP Model
	Global Constraints and Filtering Rules
	Solving the COP

	Empirical Evaluation
	Experimental Design
	Experimental Results and Data Analysis

	Related Work

	User Recommendations for the Optimized Execution of BPs
	Introduction
	Motivation
	Contribution

	Method for Generating Recommendations
	Generating Recommendations on Possible Next Execution Steps

	A Running Example
	Build-time Phase
	Run-time Phase

	Empirical Evaluation
	Search Algorithms
	Experimental Design
	Experimental Results and Data Analysis

	Discussion and Limitations
	Related Work

	From Optimized BP Enactment Plans to Optimized BP Models
	Introduction
	Motivation
	Contribution

	From Optimized Enactment Plans to Optimized Business Process Models
	A Running Example
	The Travel Agency Problem
	ConDec-R Specification for the Travel Agency Problem
	Optimized Enactment Plan and Optimized BP Model for the Travel Agency Problem
	Dynamic Programming for Combining Solutions of the Travel Agency Problem

	Empirical Evaluation
	Experimental Design
	Experimental Results and Data Analysis

	Discussion and Limitations
	Related Work

	Planning and Scheduling of Business Processes in Run-Time
	Introduction
	Motivation
	Contribution

	Framework for the Enactment of BPs Involving P&S Decisions
	A Case of Study
	The Multi-mode Repair Planning Problem
	BPMN Model for the Multi-mode Repair Planning Problem

	Empirical Evaluation
	Experimental Design
	Experimental Results and Data Analysis

	Related Work

	Conclusions
	Future Work
	Appendices
	ConDec-R Templates
	Filtering Rules for ConDec-R Templates
	Existence(A, N)
	Absence(A, N)
	Exactly(A, N)
	Responded Existence(A, B)
	CoExistence(A, B)
	Precedence(A, B)
	Response(A, B)
	Succession(A, B)
	Alternate Precedence(A, B)
	Alternate Response(A, B)
	Alternate Succession(A, B)
	Chain Precedence(A, B)
	Chain Response(A, B)
	Chain Succession(A, B)
	Responded Absence(A, B) and Not CoExistence (A, B)
	Negation Response, Precedence, Succession
	Negation Alternate Precedence(A, B)
	Negation Alternate Response(A, B)
	Negation Alternate Succession(A, B)
	Negation Chain Succession(A, B)

	Algorithms for Generating BPMN Models
	Complexity Analysis

	AI Techniques for Solving the Multi-mode Repair Planning Problem
	Constraint-based Approach
	Variables of the CSP
	Constraints of the CSP

	PDDL Specification

	Bibliography

