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Abstract

If you can’t explain it to a six year old, you don’t understand it yourself.

Albert Einstein

T
he semiconductor industry poses challenging problems for Com-
puter Integrated Manufacturing (CIM) teams. New requirements
are constantly arising, development is addressed by multiple, small
groups, and documentation is often poor. Applications must be

developed quickly, be robust and reliable, and minimize the amount of
resources used (CPU, memory, disk space, and network traffic).

Devices for the automotive and medical industries must perform with a
very low defect rate. Electrical tests and visual inspections are applied to de-
tect defective devices and avoid shipping them to customers, yet devices with
latent defects are sent originating a Customer Quality Incident (CQI). Out-
lier detection algorithms are a key component in screening latent defects and
decreasing number of CQIs.

Additionally, in semiconductor manufacturing, it is imperative to maxi-
mize equipment utilization, especially to survive a down economic cycle.
Tuning maintenance, decreasing setup changes and idle time are key fac-
tors, although the first step is to measure equipment utilization to determine
the dimension of the actions to implement and to be able to quantify the
effect of such actions.

An architecture and framework have been created to tackle these prob-
lems and have been used to develop three applications that run in production
in the probe and final test areas in Freescale Semiconductor Inc. in five fac-
tories in Asia, Europe and North America. Freescale is a global leader
in embedded processing solutions for the automotive, consumer, in-
dustrial and networking markets. Freescale manufactures microprocessors,
microcontrollers, sensors, and analog integrated circuits.
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The following goals have been achieved:

Development time has been reduced considerably and the three applica-
tions are easy to maintain and upgrade. CPU, memory and network traffic
have been reduced significantly. Moreover, the framework learning curve is
small and developer efficiency has increased at least 25%.

Application 1 controls hundreds of testers in three test floors in Asia and
North America. It has increased quality by providing a unified user interface
as tester controller and incurred considerable savings by avoiding buy-
ing very expensive software while allowing complete customization for
manufacturing requirements.

Application 2 systematically combines wafer visual and electric defects
and applies outlier detection algorithms to decrease the number of Cus-
tomer Quality Incidents (CQIs). This application has processed data for over
10 million wafers to date. It implements several outlier detection algorithms
published in the technical literature, novel variations of those and new algo-
rithms to increase defect detection performance. Experimental results on
289,080 dice on 495 wafers were analyzed to determine efficiency and effec-
tiveness of these algorithms. The enhancements implemented and the new
algorithms have significantly increased performance. Also, as part of this re-
search, the SEMI E142 standard for wafer map data transfer has been
developed in collaboration with other semiconductor companies.

Finally, application 3 combines equipment data (probers and testers)
and Manufacturing Execution System (MES) events in real time to reflect
the state of each tester at any moment. It implements a powerful equip-
ment state model based on the SEMI E10 and SEMI E58 standards. Hundreds
of probers and testers send equipment events in real-time to this appli-
cation. The average number of events received daily is 250K across all
the factories. This application allows engineers to quickly spot equipment
whose performance is degrading. In addition, the detailed data collected al-
lows performing data mining to identify causes for utilization losses. This
has contributed to equipment productive time increase in two final test facto-
ries in Freescale Semiconductor Inc. 7.5% and 6.2% respectively during the 10
months following the deployment.



Resumen

Si no lo puedes explicar a un niño de seis años,

entonces no lo entiendes ni tú mismo.

Albert Einstein

L
a industria de semiconductores presenta arduos problemas en el
campo de Manufactura Controlada por Ordenador (CIM en in-
glés). Nuevos requisitos surgen constantemente, el desarrollo de
aplicaciones de software se aborda en múltiples grupos y la docu-

mentación suele ser deficiente. Las aplicaciones se tienen que desarrollar
rápidamente, deben ser robustas y fiables, y reducir al mínimo la cantidad de
recursos utilizados (CPU, memoria, espacio en disco y tráfico de red).

Dispositivos para la industria del automóvil y médica deben tener una ta-
sa de defectos muy baja. Pruebas eléctricas e inspecciones visuales se aplican
para detectar dispositivos defectuosos y sin embargo, algunos dispositivos
fallan después de ser enviados al cliente. Algoritmos de detección de valo-
res atípicos son un componente clave en la detección de defectos latentes y en
la disminución del número de dispositivos defectuosos enviados al cliente.

Asimismo, en la fabricación de semiconductores es imperativo optimizar
la utilización de la maquinaria de producción, especialmente para sobrevi-
vir un ciclo económico de contracción. El mantenimiento, la disminución de
cambios en la configuración y del tiempo en espera son factores clave. Sin
embargo, el primer paso consiste en cuantificar la utilización de la maquina-
ria para determinar la dimensión de las acciones a implementar y para medir
el efecto de tales acciones.

En esta tesis, hemos creado una arquitectura y un marco de software pa-
ra hacer frente a estos problemas y los hemos utilizado para desarrollar tres

xv
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aplicaciones que se ejecutan en las áreas de pruebas eléctricas y pruebas fina-
les en Freescale Semiconductor Inc. en cinco fábricas en Asia, Europa y
América del Norte. Freescale es un líder mundial en aplicaciones de procesa-
miento empotrado para los mercados de automoción, consumo, industrial y
de redes. Freescale fabrica microprocesadores, micro-controladores, sensores
y circuitos digitales integrados.

Se han alcanzado los siguientes objetivos:

El tiempo de desarrollo de aplicaciones se ha reducido considerablemen-
te y las aplicaciones son fáciles de mantener y actualizar. El uso de CPU,
memoria y tráfico de la red se han reducido significativamente. La cur-
va de aprendizaje es pequeña y la eficiencia del programador ha aumentado
al menos un 25 %.

La aplicación 1 controla cientos de equipos en tres plantas de pruebas fi-
nales en Asia y América del Norte. Esta aplicación ha contribuido al aumento
de la calidad, proporcionando una interfaz de usuario unificado y ha supues-
to un ahorro considerable al evitar la compra de software muy costoso,
permitiendo al mismo tiempo una adaptación complete a los requisitos de
manufactura.

La aplicación 2 combina sistemáticamente defectos visuales y resulta-
dos de pruebas eléctricas y aplica algoritmos de detección de valores atípicos
para reducir el número de dispositivos que fallan después de ser envia-
dos al cliente. Esta aplicación ha procesado datos de más de 10 millones de
obleas (wafers en inglés) hasta la fecha. Esta aplicación implementa varios al-
goritmos de detección de valores atípicos publicados en la literatura técnica,
variantes novedosas de aquellos y nuevos algoritmos para aumentar el rendi-
miento de la detección de defectos. Los resultados experimentales de 289,080
circuitos en 495 obleas se han analizado para determinar la eficiencia y la efi-
cacia de estos algoritmos. Las mejoras implementadas en estos algoritmos y
los nuevos algoritmos han aumentado considerablemente el rendimiento. Así
mismo, como parte de esta tesis, se ha desarrollado el estándar SEMI E142 pa-
ra la transferencia de mapas de datos de oblea en colaboración con otras
compañías de semiconductores.

Finalmente, la aplicación 3 combina datos de los controladores de maqui-
naria de prueba y eventos del Sistema de Ejecución de Manufactura (MES en
inglés) en tiempo real para reflejar el estado de cada máquina en cualquier
instante. Se ha implementado un modelo de estado basado en los estánda-
res SEMI E10 y SEMI E58. Cientos de máquinas envían eventos en tiempo
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real a esta aplicación. El número medio de eventos recibidos diariamen-
te es 250K. Esta aplicación permite a los ingenieros detectar rápidamente
equipos cuyo rendimiento se está degradando. Además, los datos recopila-
dos permiten realizar un análisis para identificar las causas de las pérdidas de
utilización. Esto ha contribuido a aumentar el tiempo productivo en dos fá-
bricas en Freescale Semiconductor Inc. un 7,5 % y 6,2 %, respectivamente,
durante los 10 meses posteriores a la implementación.
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Chapter1

Introduction

The first rule of any technology used in a business is that automation

applied to an efficient operation will magnify the efficiency.

The second is that automation applied to an inefficient operation

will magnify the inefficiency.

Bill Gates

O
ur goal in this dissertation is to present the results achieved au-
tomating and improving manufacturing processes in the probe
and final test areas in the semiconductor industry, specifically
in Freescale Semiconductor Inc.

3
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1.1 Introduction

In this dissertation, we present a software architecture and framework
that have been utilized to create three software applications that run in all the
probe and final test floors in Freescale Semiconductor Inc. These three appli-
cations successfully and efficiently have increased automation and have
significantly enhanced manufacturing processes, specifically in the fields of
latent defects detection and equipment utilization improvement.

This chapter is organized as follows: section 1.2 present the hypothe-
sis that has motivated this work and the thesis. Section 1.3 summarizes the
contributions and lastly, section 1.4 describes the structure of this dissertation.

1.2 Research rationale

In this section we present the hypothesis that has motivated our research
work in the context of Computer Integrated Manufacturing in Semiconductor
Industry, and state our thesis, which we prove in the rest of the dissertation.

1.2.1 Hypothesis

There is a tremendous need in middle size semiconductor companies to
quickly implement customized software applications to automate manu-
facturing processes [20]. In addition, in the field of wafer testing, it is
paramount to detect as many defective devices as possible while maintain-
ing high yield [41]. Moreover, increasing the productivity of the machines
used for testing is economically indispensable [19].

Commercial applications are available to cover some of these spaces but
they lack some of the requirements. Additionally, the cost associated to the
product, the integration in the manufacturing process and the customization
make them often economically prohibitive.

Internal development teams are multiple and small groups (normally less
than five members) and new requirements are constantly arising. Conse-
quently, quick prototyping is highly desirable as the complexity of these
applications makes requirements gathering and validation a difficult task. In
addition, software applications must be developed quickly and should be
easily maintainable and upgradable, yet robust and efficient.
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Traditional lack of design documentation makes enhancing any exist-
ing application an enormous challenge. Also, there is the need to train new
developers to become productive in a short amount of time.

Moreover, the application landscape is heterogeneous, where legacy ap-
plications coexist with newly developed ones and there is an endemic
lack of standardization. There are multiple software enablers, operating sys-
tems, and database versions rendering systems upgrade and maintenance a
difficult task.

In addition, applications should minimize usage of hardware and net-
work resources and run on multiple operating systems due to the need
to decrease costs in manufacturing. Applications must be robust and reli-
able, and minimize the amount of resources used (CPU, memory, disk space,
and network traffic). Specially when, very often, the client and server side of
the same application are running on opposite sides of the world. Minimizing
resource usage increases the competitiveness of the company.

From a quality point of view, devices for the automotive and medical in-
dustries must perform with a very low defect rate. Electrical tests and visual
inspections are applied to detect potential failures and yet defective devices
are shipped to customers originating Customer Quality Incidents (CQIs).

There is a need to systematically combine visual inspections, electri-
cal probe results to more effectively and efficiently filter out defective devices
[51, 77]. Statistical outlier detection methods also play a fundamental role in
identifying devices that have a high probability to fail [7, 35, 37, 78].

Another challenge is that the processes that produce and consume these
defects use different data formats. It became obvious during this research
that there is a strong demand for a data format standardization in this area.

Additionally, addressing all these quality problems must be performed in
such a way that is seamlessly integrated in the manufacturing process,
minimizing disruptions and maximizing automation [77].

From a financial perspective, semiconductor manufacturing follows a
cyclical business model in which demand varies considerably. Thus, the need
to increase equipment utilization is imperative, especially to survive a down
cycle [19]. Probe and final test equipment (testers) represent a vast por-
tion of the cost of final manufacturing operations in the semiconductor
industry. Maximizing their utilization is critical to increasing profit margin.

In order to increase utilization, it is essential to be able to measure equip-
ment utilization accurately [13], in a standard manner across manufacturing



6 Chapter 1. Introduction

floors, and including enough detail, so that losses can be clearly identified,
specially the conditions and factors that cause them. Although, companies
normally have different equipment tracking applications across factories with
overlapping functionality, making factory to factory equipment utilization
comparisons not possible.

Equipment losses can be addressed with proactive and reactive mainte-
nance to drive utilization up [12, 13, 29, 31, 68]. Too little maintenance and
testers will experience down time more often. More maintenance than neces-
sary will waste valuable engineering resources and equipment time [31]. The
reasons for idle time need to be identified and addressed as well.

Although, due to the multitude of factors that contribute to losses, actions
implemented to correct them may not have the anticipated effects. A care-
ful analysis of utilization trend is also necessary to quantify the effect of such
actions.

1.2.2 Thesis

It is feasible and cost effective to create a domain specific framework and
architecture [17] that allows to generate software quickly [22, 36], provid-
ing a uniform user interface, encapsulating functionality, and promoting code
reuse. This framework should be simple, with a small learning curve to allow
developers to become productive in a small amount of time and to increase
maintainability. Moreover, a common framework and architecture can be de-
bugged once and reused multiple times, providing a very robust foundation.
This framework and architecture would standardize software development,
simplifying application maintenance and upgrades.

The Model Driven Architecture (MDA) approach could provide auto-
matic code generation [36, 80] and quick prototyping. This approach would
enforce the creation of design documents, increasing the level of documenta-
tion which is normally poor and would contribute to the maintainability of
the applications developed.

Also, this framework and architecture could be designed is such a way
that the amount of resources used (CPU, memory, disk space, and net-
work traffic) would be minimized. By compressing any data sent between
client and server and any information stored in the database, disk space and
network traffic would be minimized. CPU and memory usage could be de-
creased by implementing and reusing libraries with common functionality
needed in the probe and final test areas. These libraries would be optimized
once and reused multiple times.
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Creating such framework and reusing it to develop several applica-
tions would make them very cost effective, surpassing commercial solutions
that have a prohibitive cost and require extensive effort integrating and
customizing them to suit the specific needs of the factories.

In the defect detection field, visual inspections [51] and electrical probe re-
sults can be systematically combined to screen out defects more effectively
and efficiently. Additionally, statistical outlier detection methods could be
implemented to decrease the number of devices with latent defects shipped
to customers [35, 41, 55, 58, 59, 60, 61, 79]. Some of these methods can be en-
hanced significantly by analyzing past CQIs to determine which tests that
have a higher correlation to CQIs.

At the same time, by leveraging the mentioned framework and architec-
ture, an application can be developed to address these quality problems
while being seamlessly integrated in the manufacturing process, minimizing
disruptions and maximizing automation.

Additionally, to avoid having to process information in many different
data formats, a standard for wafer map data transfer could be created.

To increase equipment utilization, the first step is to measure it in a consis-
tent and standard manner across factories. A common application should be
used to collect equipment utilization data to accomplish that goal. More-
over, combining equipment data and Manufacturing Execution System (MES)
data is critical to provide a realistic state of the shop floor [28].

Moreover, the data records stored should contain enough detail so that
utilization losses can be traced to the ultimate cause. These losses can be ad-
dressed with proactive and reactive maintenance to drive utilization up [29,
68].

Finally, information should to be kept for long periods of time (one year or
more) so that the effect of corrective measures can be determined by examin-
ing the utilization trend over time. To avoid storing huge amounts of data, a
summary process could be implemented to keep detailed information for the
immediate past weeks and decrease the amount of detail as the data ages.

1.3 Summary of contributions

To prove our thesis, an architecture and framework have been cre-
ated and leveraged to develop three software applications (SC2, EWM, and
TTT) to address the problems listed in section 1.2.
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Figure 1.1: Timeline of our contributions

The following sections elaborate the results presented in this dissertation.
Figure 1.1 shows chronologically the contributions with articles sent to con-
ferences and journals [43, 44, 45, 46, 47, 48, 49, 82], presentations in Freescale
internal symposiums (Technical Enrichment Matrix, Test Methodology and
Efficiency Symposium), development of the SEMI E142 standard [75], and
production releases in Freescale of SC2, EWM, TTT, and the cited framework.

1.3.1 Architecture and framework with Model Driven

Architecture approach

This framework and architecture have been used successfully to develop
three applications that run in production in all the probe and final test ar-
eas in Freescale Semiconductor Inc., in five factories in Asia, Europe and
North America.
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Figure 1.2: Probe applications

Figure 1.2 shows the landscape of applications in the probe area. The
blocks in blue represent commercial applications, the ones in green have been
entirely developed using this framework and architecture and the ones in red
will be developed in the near future using the same framework. Similarly, fig-
ure 1.3 displays the main applications in the final test area with the systems
developed using this framework and architecture highlighted in green.

There are commercial solutions that cover part of this spectrum but fail to
consistently combine all defects in a robust, reliable manner and integrate
seamlessly in the existing manufacturing process.

• The first application developed is known as Station Controller 2 (SC2).
It controls hundreds of testers in three test floors in Asia and North
America. It has increased quality by providing a unified user interface
as tester controller and incurred considerable savings by avoiding buy-
ing very expensive software while allowing complete customization for
manufacturing requirements.
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• The second application is called Electronic Wafer Mapping (EWM). This
application systematically combines wafer visual and electric defects
and applies outlier detection algorithms to decrease the number of la-
tent defects sent to customers known as Customer Quality Incidents
(CQIs). This application has been successfully deployed to five facto-
ries in Asia, Europe, and North America and has processed data
for over ten million wafers to date. This application implements sev-
eral outlier detection algorithms published in the technical literatures,
novel enhancements of those and new algorithms to increase defect
detection performance which has been proven experimentally with
production data.

• The third application is named Tool Time Tracker (TTT). It correlates
equipment data (probers and testers) and Manufacturing Execution
System (MES) events in real time to reflect the true state of each tester at
any moment. This application runs in three probe floors and three fi-
nal test floors in Freescale, located in Asia, Europe, and North America.
Hundreds of probers and testers send equipment events in real-time to
this application (the average number of events received daily is 250K).
This application allows engineers to quickly identify equipment whose
performance is degrading and to perform data mining with the infor-
mation collected to identify the causes of utilization losses. This has
contributed to an increase in equipment productive time in two fi-
nal test factories in Freescale Semiconductor Inc. of 7.5% and 6.2%
respectively, during the 10 months following the deployment.

In addition, the following goals have been achieved:

• Quick prototyping and development. Using a Model Driven Architec-
ture (MDA) approach, a fully functional application is automatically
generated. The model is composed of UML [81] class diagrams and
XML screens definitions. A simple engine translates this model into
source code to generate most of the code for these applications for the
probe and final test areas in Freescale Semiconductor Inc. The generated
code is multi-layered and complies with the domain specific framework
mentioned earlier, thus increasing maintainability. Logic can easily be
added to the code generated without having to implement data display
and persistence functions. Consequently, development time has been
reduced considerably. The three applications described in this disserta-
tion were redeveloped using this architecture and framework. Table 3.1
compares the number of lines of code for the model and view portions
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Figure 1.3: Final test applications

of applications 1 and 2 before using this framework and after: a 69% and
40% reduction in lines of code written. Application 3 implemented more
requirements than its predecessor so the comparison is not meaningful.

• High maintainability and upgradability. The clean organization that the
framework enforces makes maintaining and upgrading these applica-
tions a simple task. Figure 1.1 shows all the major releases that have
been deployed over several years while maintaining a very low number
of defects in the code and an uptime above 99.99%.

• Small learning curve. This framework is very conducive towards the
agile development methodology after the first release and very easy to
use, with a small learning curve. Junior developers are able to lever-
age this framework in less than 40 hours of training and developer
efficiency is estimated to have increased at least 25%.

• Small footprint (CPU, memory, disk space, database, and network
traffic). As detailed in section 3.7, these three applications use little re-
sources. Traffic and transmission times are reduced 93% for medium
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size objects and 48% for extra large ones. One of these applications has
an average number of client requests of 30,000 per day and the aver-
age data transferred between server and client is just 125 Mbytes each
day after compression.

• Increased documentation. By using a Model Driven Architecture (MDA)
approach to generate the source code, application documentation has
improved.

• Cost efficient. All tools and enablers used are open source. The Inte-
grated Development Environment (IDE), all support libraries and the
programming language are open source, contributing to the savings for
these three applications.

• Leverage existing hardware resources. Since the programming language
used is Java, the applications (client and server sides) are platform
independent. The code runs on Unix, Windows and Macintosh.

1.3.2 Electronic wafer mapping and outlier detection

algorithms in probe

A holistic approach has been developed for defect detection and CQI re-
duction by combining visual and electrical defects plus statistical outlier
detection methods. Visual inspections highlight some latent defects that elec-
trical probe cannot screen out [51]. Additionally, outlier detection methods
are proven to further reduce the number of devices with latent defects [35, 41,
55, 58, 59, 60, 61, 79].

A software application called Electronic Wafer Mapping (EWM) has
been created to cover this space and is completely and seamlessly inte-
grated in the Freescale probe manufacturing area, running on all the probe
floors in five factories in Asia, Europe, and North America. In addition, EWM
can be easily set up and tailored for the needs of each device.

Several algorithms described in the technical literature have been im-
plemented: SBL, BMY, GDBC, SPAT, DPAT, AEC DPAT and NNR. Novel
modifications to these outlier detection algorithms and new methods have
been developed and implemented which significantly have increased the
efficiency and effectiveness of these methods, decreasing the number of CQIs.

The percentage of wafers running these algorithms is very high, signifi-
cantly contributing to device quality: Part Average Testing (PAT) algorithms
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are applied to 48% of the wafers, Spatial algorithms (GDBC) to 71%, SBL and
BMY to 66%, and visual inspections to 20% (17% automated, 3% manual). Not
all devices need to run these outlier detection algorithms. Devices for non-
critical applications do not require them. Most devices run SBL and GDBC,
and the ones for critical applications run DPAT and have visual inspections.

Algorithm processing time is less than 20 seconds per wafer for the most
complex algorithm and about 2 seconds on average. These short processing
times minimize CPU usage, keeping hardware cost low.

A novel variation of GDBC and a new spatial algorithm have been created
which have increased the performance of this algorithm significantly:

• GDBC with specific bins(GDBC SB). This modification only consid-
ers bad dice the ones that have failed due to specific causes (bins). This
list of causes is determined by analyzing past CQIs and calculat-
ing the probably that a given defect cause (bin number) has an adjacent
CQI. All the known CQIs should be included in this analysis. In the
absence CQIs, the classic GDBC algorithm is used.

• Bad Bin in a Bad Cluster (BBBC). This algorithm identifies clusters of
bad dice and then marks all good dice surrounding the cluster as bad.
The rationale behind this method is the fact that certain clusters of
defects have a high correlation to latent defects in neighboring dice.

Several modifications of the DPAT algorithm have been developed as well:

• DPAT with specific tests (DPAT ST). Traditionally, most tests performed
are included in DPAT. Although, not all tests have a strong correla-
tion to latent defects. Consequently, using all tests indiscriminately
renders difficult to identify future CQIs. One of the enhancements de-
signed in this thesis only includes tests that have a correlation with past
CQIs which increases DPAT’s performance significantly. All known
CQIs should be considered. In the absence of CQIs, a list of tests
defined by the division is used.

• Robust DPAT (R DPAT). This enhancement uses robust statistics to bet-
ter estimate sample data dispersion. It also transforms non-normal data
to normal to factor in skewness. These two procedures increase the
method’s performance.
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• Multi-site DPAT. Most often, test results are collected by several probe
heads and, often, these probe heads are not calibrated correctly and
record results that are shifted with respect to one another. Outlier detec-
tion is more effective and efficient if test results are divided by probe
site.

An analysis has been conducted on 289,080 dice on 495 wafers with
205,671 good dice, 83,409 defective dice, and 26 CQIs to determine the effi-
ciency and effectiveness of these algorithms which reveals the significant
increase in performance of the new modifications and methods as detailed in
section 4.8. Such studies are extremely rare in the technical literature.

Additionally, the SEMI E142 standard [75] for wafer map data trans-
fer was elaborated in collaboration with other semiconductor companies and
leveraged in this research which has significantly decreased application de-
velopment time. Freescale was one of the first companies to implement this
standard and many other companies are using it today: Infineon, NXP
(former Phillips), STMicroelectronics, TSMC and many more.

Besides the quality benefits of outlier detection algorithms, the following
benefits have been realized as well:

• Algorithms can be easily set up in EWM and tailored to the needs of
each device. According to the device’s application, outlier detection will
be more or less aggressive.

• One of the traditional outlier detection algorithms is Static Part Average
Testing (SPAT). This algorithm is normally executed inside the test pro-
gram. The performance of this algorithm is poor, but it is run to avoid
shipping parts outside the specification limits. The limits for SPAT need
to be updated every six months to adjust to changing conditions and the
test program needs to be re-qualified which is time consuming. This al-
gorithm can be executed in EWM, thus the test program revalidation
step is avoided. In addition, SPAT limits in EWM can be easily re-
laxed to allow more efficient algorithms (DPAT, NNR) to be the front
line of outlier detection.

• There is a complete control over algorithms and roadmap. New al-
gorithms can be easily and quickly implemented, developing an
advantage over competitors with a similar product.
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• Defective devices are normally marked with ink after the fabrica-
tion process to indicate they must be discarded. An alternative is
called inkless assembly in which an electronic file contains the loca-
tion of defective devices on the wafer. EWM supports inkless assembly
by implementing the SEMI E142 format [75] for wafer map data trans-
fer. Savings are incurred by not having to ink wafers to mark faulty dice
before sending them to assembly.

• Deployment of this application to all probe floors in Freescale was car-
ried out in conjunction with process standardization across all probe
floors, decreasing variation (and development time) and, consequently,
increasing quality. Requirements from all sites were collected through-
out several years and prioritized to implement first the ones that had
the greatest impact.

• EWM has also increased automation by integrating into the unit probe
operation, interfacing with the Manufacturing Execution System (MES)
for lot split, merge, hold, release, and automatic die count updates
and with the Enterprise Resource Planning (ERP) system for auto-
matic wafer map transfer to assembly. By increasing automation, labor
costs have been reduced.

• Finally, hardware resources used by EWM are optimized. Database
footprint for wafer maps and recipes stored is minimized. This is
achieved by compressing wafer map information before storing it in the
database. This compression schema is also used when transferring
information for display to the user interface, decreasing network traffic.

1.3.3 Equipment utilization tracking and improvement in

probe and final test

A software application called Tool Time Tracker (TTT) has been devel-
oped entirely to address the equipment utilization improvement points listed
in section 1.2 and has been successfully deployed in Freescale to three
probe floors and three final test floors in Asia and North America. Hun-
dreds of probers and testers send equipment events in real time to TTT. On
average, the number of events received daily is 250K across all the floors.

TTT correlates equipment utilization data and Manufacturing Execu-
tion Systems (MES) events in real time to reflect the true state of each
tester at any moment. It has successfully become a single source for equip-
ment performance data that implements a simple, yet powerful, equipment
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state model based on the SEMI E10 standard [74] while recording detailed
information about utilization losses according to the SEMI E58 standard [76].

A key contribution introduced in this dissertation is the concept of con-
text which is an extension of the equipment state and includes sub-state,
device, lot, operator, test program, probe card ID, load-board, etc. This al-
lows intricate data mining that makes possible to discover specific factor(s)
contributing to equipment utilization losses. Any numerical variable (de-
vices processed, yield, test time, alarms, etc.) can be graphed versus any
context variable and analyzed that way.

Additionally, data records are summarized by merging the ones with the
same context. By using this schema, information can be kept for months
while minimizing the amount to database space needed. This functionality
sets TTT apart from other commercially available software.

TTT allows accurate factory to factory comparison of tester performance
and losses. Moreover, a real time status display of testers and real time
reports are available in TTT, allowing maintenance engineers to react imme-
diately to deteriorating conditions. Historical performance reports are also
available to analyze the impact of corrective measures implemented.

Additionally, TTT is aware of equipment and resources usage, notifying
engineers about preventive maintenance when usage reaches the maximum
allowed.

Finally, the equipment data collected is also used for accurate capacity
planning.

As a result, productive time has increased partly due to the leverage of
TTT. During the 10 months following TTT deployment, equipment produc-
tive time has increased by 7.5% and 6.2% respectively in two final test
Freescale factories as detailed in section 5.7

1.4 Structure of this dissertation

This dissertation is organized as follows:

Chapter 1 is the introduction to this dissertation.

Chapter 2 provides an insight into semiconductor manufacturing and
Freescale Semiconductor Inc.



1.4. Structure of this dissertation 17

Chapter 3 describes a framework, architecture and a Model Driven Architec-
ture (MDA) approach for code generation used to implement three
applications with very demanding requirements. Additionally, an ap-
plication to control testers named SC2 is presented as an example of this
approach.

Chapter 4 introduces a holistic approach to defect reduction by combining
visual and electrical defects plus statistical outlier detection methods.
Novel modifications to existing algorithms and new ones are intro-
duced which increase performance. Additionally, an analysis has been
conducted on production data to prove it. Finally, a software applica-
tion named EWM that was developed at Freescale Semiconductor Inc.
to materialize these concepts is presented in detail.

Chapter 5 describes a global application (TTT) developed at Freescale to
track and increase equipment utilization.

Chapter 6 concludes this dissertation highlighting the main accomplishments
and future work.
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Chapter2

SemiconductorIndustry

Technology has advanced more in the last thirty years than in the previous

two thousand. The exponential increase in advancement will only continue

Niels Bohr

S
emiconductor manufacturing is divided into four steps: wafer fab-
rication, probe, assembly, and final test. The first step is wafer
fabrication, in which integrated circuits (ICs) are fabricated layer
by layer on silicon wafers. The next step is probe where electri-

cal tests are performed on each IC on the wafer to determine whether or not
they are defective. Assembly follows next, in which non-defective ICs are en-
closed into a package. And finally, in final test, the packaged ICs go through
an additional series of tests to filter any possible defects added during the
packaging operation.

19
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Figure 2.1: Silicon ingots and wafers

2.1 Introduction

Semiconductor manufacturing transforms silicon wafers into integrated
circuits. Starting with wafers of pure, crystallized silicon (figure 2.1), the
processes described here build up a succession of layers of materials and ge-
ometries to produce thousands of electronic devices at microscopic sizes,
which together function as integrated circuits (ICs). These processes require
incredible precision and control.

Semiconductor manufacturing is divided into four major steps: wafer fab-
rication, probe, assembly, and final test. This chapter is organized as follows:
Section 2.2 describes the wafer fabrication process. Sections 2.3, 2.4, and
2.5 address probe, assembly, and final test respectively. Finally, section 2.6
provides information about Freescale Semiconductor Inc.
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2.2 Wafer manufacturing

Integrated Circuit (IC) designs are developed with Computer-Aided De-
sign (CAD) systems. Designs are tested by simulation, and perfected on
computer systems before they are actually built.

ICs contain billions of components: transistors, resistors, and capaci-
tors which are built on multiple layers, one on top of another. A glass photo
mask is developed for each layer of the circuit which will be used during
photolithography (detailed later).

Silicon is the basic material of ICs. Turning silicon into ICs requires nu-
merous steps and a lot of precision. The first step is to create the silicon
wafers themselves. Then multiple layers are built on the wafers to cre-
ate the ICs, know as wafer fabrication process [8]. Finally, a visual inspection
is performed to detect particle contamination.

2.3 Crystal growth and wafer slicing

The first step is the formation of a large silicon crystal (see [8] for in-
depth description). The silicon starts as granular powder that is melted.
Then, a crystallized seed is dipped into molten silicon and then removed
slowly as it rotates (Czochralski method). The result is a pure silicon cylinder
called ingot. The diameter is either six (150 mm) or eight inches (200 mm).

Then, the silicon ingot is sliced into very thin wafers, which is done with a
diamond saw. Each wafer is given a flat edge that will be used to orient the
wafer correctly during later procedures. Finally, the wafers are polished until
they are smooth and have the right thickness.

2.4 Wafer fabrication process

Semiconductor devices are fabricated in clean rooms to avoid particle con-
tamination that will damage the devices. Class 1 clean rooms are typical
environments which restrict to no more than 1 particle of dust in a cu-
bic foot of air. The air inside a clean room is filtered continuously, and
operators wear special gowns and masks to keep the air particle-free.

Each single wafer will go through multiple steps to achieve the com-
plex layers of conductor, semiconductor, and insulating material needed.
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These steps are repeated dozens of times (once for each mask required by the
circuit) to create the various layers necessary to build the circuitry.

The first layers deposited on the wafer create all the components and the
last layers connect these components. The following sections describe these
steps.

2.4.1 Photolithography

In this step, wafers are coated with photoresist which is a light-sensitive
substance. Then, a mask is used to expose portions of the wafer. This mask is
carefully aligned and ultraviolet light is applied. This light passes through
the transparent sections of the mask and chemically modifies the photore-
sist on those areas. Lastly, a developer solution is applied to the entire wafer
to remove the exposed photoresist. The non-exposed photoresist is left on the
wafer which will not react to etchants used in successive steps.

2.4.2 Etching

The etching process follows photolithography to remove unwanted mate-
rial from the wafer. This process removes oxide not protected by photoresist.
This leaves a pattern on the wafer in the exact design of the mask. There are
two main methods of etching, wet etching (using acids) and dry etching
(using gas).

2.4.3 Implant

The next step in the process consists on implanting ions (known as
dopants) onto areas of the wafer that are not covered by the photore-
sist. These dopants are implanted just below the surface of the top layer and
will modify the electrical characteristics of these selected areas which encour-
age or discourage the flow of electrical current. Typical dopants are: boron,
arsenic, and phosphorous. After this step, wafers are heated in a process
called annealing to reduce any possible damage incurred by implant.

2.4.4 Diffusion

Diffusion is performed in furnaces where an oxidation process occurs.
Areas of the wafer not covered by the photoresist will be oxidized.
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Figure 2.2: Wafer with integrated circuits

2.4.5 Visual inspections

The final step in wafer manufacturing is a visual inspection where wafers
are placed under a microspore and automatically scanned for particle
contamination and structural defects.

2.5 Probe

At this point, all individual integrated circuits (also known as dice) are still
on the wafer (figure 2.2). During this step, these dice are tested for functional
defects by applying special test patterns to them and reading the results.

Depending on the application for the device, testing is more or less
aggressive. Devices for critical applications in the automotive and medical in-
dustries must comply with extremely low defect rates. Devices for those
markets are tested more rigorously to ensure a small number of latent defects.

These electrical tests are conveyed on a piece of equipment called prober
(figure 2.3). A set of microscopic contacts or probes called probe card is posi-
tioned while the wafer is moved to make electrical contact with the probe
heads (figure 2.4). The software that determines what tests to apply and
records the results is referred to as test program.
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Figure 2.3: Probers

Figure 2.4: Prober heads

There are two steps in probe: class probe and unit probe. In class probe, an
entire reticle of dice is tested. In unit probe, individual dice are tested instead.

When a die (or array of dice) have been electrically tested, the prober
moves to the next die (or array) and the next test is performed. The wafer
prober is usually responsible for loading and unloading the wafers from their
carrier (or cassette) and is equipped with automatic pattern recognition op-
tics capable of aligning the wafer with sufficient accuracy to ensure correct
registration between the contact pads on the wafer and the tips of the probes.

The results of these tests are measurements like voltage, current, time de-
lay, etc. and are real numbers. These results are interpreted by the test
program and if any of the measurements are outside the specification lim-
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its, the die is considered defective. A bin number (integer) is assigned to the
die to indicate if it passed (1) or if it failed (number between 2 and 255 where
each number indicates a different failure cause).

The proportion of dice on the wafer that have passed all the tests is
referred to as wafer yield.

In addition to these electrical tests, standard outlier detection algorithms
are applied to devices for critical applications to further screen defective
devices as requested by clients in those demanding markets.

Finally, non passing dice will be typically marked with a small dot of ink
in the middle of the die (referred to as inking) before the next manufacturing
step.

Alternatively, the information of passing/non-passing dice is stored in an
electronic file, named wafer map. In this case, the process is referred to as ink-
less assembly. This map categorizes the passing and non-passing dice by
making use of bins (1 for passing, 2 through 255 for failing). This wafer map
is then sent to the assembly process which only picks up the passing dice by
selecting the bin number for good dice.

2.6 Assembly

At this manufacturing step, a diamond saw cuts the wafer into individual
dice. The ones marked as defective during the probe step are discarded.

Then, the die bonding process takes place which connects the pads on the
chip to the frames with gold wires to create the electrical path between the
chip and the package legs.

Finally, dice are encapsulated into plastic packages. Molten plastic is
pressed around each die to form its individual package (figure 2.5).

2.7 Final test

Finally, additional tests are performed which push chips to their ex-
treme limits of performance to ensure a high quality, reliable die and to assist
engineering with product and process improvements.

During this final step in the manufacturing process, each chip is tested at
various conditions to make sure the chip is still performing according to spec-
ifications. These conditions include cold, room and hot temperatures and for
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Figure 2.5: Packaged integrated circuit

some devices a rigorous test called burn-in where the chips are placed in
ovens at high temperature while electrical tests are applied to ensure reliabil-
ity. Tests are performed by equipment known as testers. A device called
handler picks up devices to be tested, feeds them to the tester and discards
the ones deemed as defective.

Finally, chips are inspected, sealed, labeled, and shipped to customers.

2.8 Freescale Semiconductor Inc.

Freescale Semiconductor Inc. is a global leader in embedded processing
solutions for the automotive, consumer, industrial and networking mar-
kets [18]. Freescale manufactures microprocessors, microcontrollers, sensors,
and analog integrated circuits (figure 2.6).

Freescale was one of the first semiconductor companies in the world,
starting as a division of Motorola in Phoenix, Arizona in 1949 [50]. Later, it
became the Semiconductor Products Sector of Motorola. And finally, it span
off as an independent company in 2004.

Freescale has a headcount of over 18,000 employees and revenues of $4.57
billion USD in 2011. The headquarters are in Austin, Texas [18]. Design, re-
search and development, manufacturing and sales operations are present in
more than 20 countries (figure 2.7).

The company has a long history of technology innovation and has devel-
oped some of the most world changing inventions while embracing the
sustainable use of the earth’s resources, and executing with impeccable ethics.
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Figure 2.6: Freescale as global leader in embedded processing solutions

Figure 2.7: Freescale presence around the world
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Additionally, Freescale is fully committed to the highest levels of product
quality, manufacturing excellence and flawless new products.

There are about 17 billion semiconductor chips in use around the world
manufactured by this company. In addition, the company offers software and
development tools to support product development [50].

The following is a list of key milestones in Motorola and Freescale [18]:

1949: the Motorola semiconductor development group was created and the
first semiconductor plant was built in Arizona.

1955: Motorola commercialized the world first high-power transistor for car
radios.

1969: a Motorola radio transponder aboard the Apollo 11 sent the first words
from the moon to Earth in July 1969.

1974: Motorola manufactured its first microprocessor, the MC6800 8-bit
model used in automotive and computing applications

1979: Motorola and its automotive customers developed the world’s first
microprocessor-based engine control.

1984: Motorola introduced the MC68020, the world’s first true 32-bit micro-
processor. It contained 200,000 transistors and powered devices such as
Apple Macintosh computers, and Sun 3 workstations.

1989: Motorola pioneered the communications processor market by deliver-
ing the industry’s first multi-protocol microprocessor — the precursor
to the market-leading PowerQUICC line.

1990: General Motors§chose Freescale’s SMARTMOS technology to create
the first automotive smart power IC for a brake antilock system.

1991: Motorola demonstrated the world’s first global system for mobile
communications (GSM).

1995: the PowerQUICC communications processor was introduced as a
revolutionary device for networking and telecommunications.

1996: Motorola was one of few suppliers to deliver the first micro-electro
mechanical systems (MEMS) inertial sensors for automotive airbags.
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2002: Motorola microprocessors were designed into the world’s first
tubing-free wireless insulin pump for diabetes patients.

2003: the micro-electro-mechanical sensor (MEMS) is one of the first pressure
sensors to address the U.S. TREAD act requirement for tire pressure
monitoring.

2005: the first 90 nm multi-core digital signal processor (DSP) for networking
is released.

2008: Freescale debuts the world’s most powerful automotive microcontroller
for efficient engine design based on Power Architecture§technology, de-
signed to deliver 10 times the performance of typical engine controllers
time while reducing system cost by nearly 30 percent.

2008: Freescale’s motion-sensing accelerometer enables the interactivity of
Guitar Hero§series of video games.

2008: Freescale introduces the QorIQ series of communications platforms —
the evolution of the industry-leading PowerQUICC line.

2010: Freescale is a leading supplier of semiconductors for the global auto-
motive industry and it is estimated that 7 out of 10 mobile phone calls
are carried by Freescale silicon.

2010: Freescale launches Xtrinsic, the first smart sensor in the market for
smart phones and medical devices.

2010: Freescale is #1 in powering the world’s e-readers, including market
leaders Amazon KindleTM and Sony eReaderTM.

2011: Freescale introduces industry’s first multimode wireless base station
processor family that scales from small to large cells.



30 Chapter 2. Semiconductor Industry



Part II

OurApproach





Chapter3

ArchitectureandFrame-
workforProbeandFinalTestand

TesterController Implementation

Simplicity is the ultimate sophistication.

Leonardo da Vinci

C
omputer Integrated Manufacturing (CIM) in the semiconductor
industry faces a plethora of challenges. Companies must adapt
continuously to the changing economic environment while provid-
ing new products and solutions, consequently new requirements

are constantly being added to CIM applications. Development is normally
tackled by multiple, small groups without sharing a common architecture.

Software documentation is frequently poor. Prototyping, development as
well as upgrading existing applications must be done in a short time. More-
over, applications must be robust and efficient to minimize CPU, memory,
disk space, and network costs, increasing the competitiveness of the company.

To address all these problems, a framework and architecture have been
created to quickly develop shop floor applications for the semiconductor in-
dustry. A Model Driven Architecture (MDA) is also utilized to automatically
generate portions of the code.

Finally, an application to control testers named Station Controller 2 (SC2)
is presented as an example of this approach.

33



34 Chapter 3. Architecture and Framework for Probe and Final Test and
Tester Controller Implementation

3.1 Introduction

The semiconductor industry faces specific demands due to the cyclical
nature of the business. It is also critical to adapt to changing markets and cus-
tomers’ needs. In addition to the heterogeneous environment where legacy
applications coexist with newly developed ones and lack of standardization,
new requirements are constantly surfacing.

Software applications must be developed quickly and should be easily
maintainable and upgradable, yet robust and efficient. Traditional lack of de-
sign documentation makes enhancing any existing application an enormous
challenge.

Another problem found in computer integrated manufacturing in the
semiconductor industry is the need to train new developers to become pro-
ductive in a short amount of time. Development teams are normally less than
five members.

Quick prototyping is also highly desirable as the complexity of these ap-
plications makes requirements gathering and validation a difficult task. In
addition, applications should minimize usage of hardware and network re-
sources and run on multiple operating systems due to the need to decrease
costs in manufacturing.

To address all these challenges, a framework and architecture have been
created to quickly develop shop floor applications for the semiconductor
industry.

This architecture and framework have successfully been used to develop
three software applications in the probe and final test areas in Freescale Semi-
conductor Inc. These applications operate in five factories in Asia, Europe
and North America. Application 1 controls hundreds of testers. Application 2
has processed data for millions of wafers to date and application 3 re-
ceives about 250K messages daily from application 1 and prober controllers.
Additionally, these applications have an uptime of more than 99.99%.

Application 1 is known as Station Controller 2 (SC2). SC2 is an advanced
operator interface that controls both, the tester and handler hardware in fi-
nal test and it is presented in this chapter as an example of the utilization of
this framework, architecture and MDA approach.

This chapter is organized as follows: Section 3.2 describes the related
work. Section 3.3 introduces the architecture and framework. Section 3.4
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presents one of the applications developed with this approach named Station
Controller 2 (SC2) and how the architecture and framework have been mate-
rialized. In section 3.5, the Model Driven Architecture paradigm that has
been used is presented. Section 3.6 describes a failover schema for added
robustness and finally, section 3.7 discusses the main results achieved.

3.2 Related work

Most of the problems mentioned earlier are also found in CIM in other in-
dustries besides semiconductors. In the last decade multiple approaches have
been published.

Years ago, we proposed an engine called RapidCIM [43, 82] to gen-
erate software automatically to control and coordinate a manufacturing
system, which substantially reduces the cost of developing and integrating
such systems. The benefit of keeping definition and implementation sep-
arate is evident [34]. By defining a model, the application functionality
can be reviewed and perfected before any code is written. This also in-
creases the quality of the generated code. In addition, it is conducive towards
automatic code generation, decreasing development time.

More recently, Marcos et al. [36] proposed a model driven approach for
designing industrial control systems based on different views of the sys-
tem. To do so, they define a description language with information about the
different domain views and relationships. Moreover, Estevez et al. [15] sug-
gest the usage of a markup language (XML) for factory automation at the
different strata of the process which allows specifying applications from dif-
ferent views. Whereas markup languages lack the visual advantages of UML
[81] as modeling tool.

To bypass that disadvantage, Jim [27] proposes to generate source code
from structural and behavioral models, focusing on the transformation from
the Platform Specific Model (PSM) to source code. Although, it is diffi-
cult to capture semantics with UML [81] and it is impractical to fully model
the behavior of a system with UML [81].

As the size and complexity of applications in industry has augmented
over the last years, a more modular approach is needed. To address this point,
Hargassner et al. [22] describe how they have developed a middleware based
on OSGi for connecting real-time control software with process visualization
applications. The authors propose to divide industrial applications software
in three layers. The bottom layer encapsulates the real-time control software,
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the middle layer provides interfaces to databases and file systems and the top
layer is the process visualization which feeds data to remote clients. Never-
theless, this solution is very generic and creates a huge executable (44 Mb). A
simplified and specialized framework for the probe and final test areas would
decrease executable size, reducing memory and disk usage. Moreover, this
simplification would make it easier to learn and leverage, with efficient CPU
usage and minimizing network traffic as key factors in its design.

Finally, with the goal of reducing maintainability, Frantz et al. [17] pro-
pose a domain specific language and a set of tools to develop solutions within
the context of Model Driven Engineering. Nonetheless, this framework is
geared towards enterprise integration using a messaging system that does
not fit the specific requirements for the probe and final test areas in Freescale.

In summary, a new, specific framework is required in order to fulfill the
strict demands of the semiconductor manufacturing.

In this chapter, we present a domain specific framework and architec-
ture for the probe and final test areas in the semiconductor industry and we
propose combining UML [81] diagrams with XML screens definitions to auto-
matically generate most of the source code for applications that are fully
compliant with that framework and architecture.

3.3 Architecture and framework

An architecture and framework have been specifically created for probe
and final test areas in the semiconductor industry. The goals are:

• Quick prototyping and development.

• High maintainability and upgradability.

• Applications must be robust and efficient: small footprint (CPU,
memory, disk space, database, and network traffic).

• Simple, with small learning curve.

• Support complex and interactive Graphical User Interface (GUI).

• Low cost development environment and enablers.

• Platform independent to allow reusing existing hardware.

• Promote application documentation, especially design documents.
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3.3.1 Java as development language

Java is one of the most popular languages for enterprise application de-
velopment [65]. There is a vibrant community of developers behind this
language, it is open source and it runs on most of the widely used operat-
ing systems: Windows, Macintosh and most Unix systems which fulfills the
platform independent requirement for this architecture and framework.

Java is simple yet powerful. The object oriented features make Java
code easy to maintain and upgrade contributing to the framework high
maintainability objective.

Additionally, Java combines the best features of interpreted and com-
piled languages. It can be easily debugged and profiled while the latest Java
compilers generate machine code that is highly efficient.

Moreover, Java allows building very complex and interactive user inter-
faces, fulfilling that demand in the probe and final test areas where huge
amounts of data need to be displayed in a fast and intuitive way. Solutions
based on client HTML rendering do not meet this requirement.

3.3.2 Eclipse as IDE

Eclipse [14] was chosen as the Integrated Development Environment
(IDE) for all the applications described in this dissertation. Eclipse (Fig-
ure 3.1) has been used for modeling, designing, coding, testing, profiling and
team collaboration (repository).

The enormous support behind Eclipse, its Model Development Tools
(MDT) module used for the Model Driven Architecture (MDA) approach, its
wide use in the Java community plus the open source concept and the long
list of available plug-ins make it a clear choice, fulfilling the requirement of
having a low cost development environment.

3.3.3 Client/Server architecture

Distribution of information is paramount in a global company. Applica-
tions must be readily accessible anywhere in the world while minimizing
downtime. The client/server architecture is the best suited to accomplish this
goal.
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Figure 3.1: Eclipse as IDE

Figure 3.2: Model View Controller division
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Figure 3.3: Client/Server interface

In this framework, both, client and server sides are developed in Java. The
server runs in Apache Tomcat [5]. The client side is executed using Java Web
Start (JWS) [64] as shown in figure 3.2. Consequently, client and server sides
can run on any operating system that supports Java.

This architecture is POJO centered. POJO stands for Plain Old Java Object.
Each entity is implemented as a POJO and only contains the attributes re-
lated to the entity and no logic. All the logic is kept separate from the entities
definition.

The communication between the client and server is performed transfer-
ring these POJOs. The client sends a request to the server over a TCP/IP
socket by serializing and compressing a POJO with the data needed to per-
form the request. The server decompresses and deserializes the object and
executes the desired operation. The result of the operation is another POJO
that is in turn serialized and compressed and sent back to the client (figure
3.3).

This schema provides a simple and very efficient interface between server
and client. Entities are seamlessly transferred between client and server with
a simple method invocation provided by the framework support libraries.
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Additionally, the compression approach minimizes the network traf-
fic which is a critical factor since often the client and the server are running on
opposite sides of the world and the amount of data to be transferred is con-
siderable and should be available at the client side in less than 10 seconds,
preferably in less than 5 seconds. Thus, the requirement to minimize network
traffic is fulfilled.

Moreover, the server side of the application runs on high availabil-
ity servers that are constantly monitored. The client portion runs locally on
the user’s computer, mostly formatting and displaying the information re-
quested while decentralizing some of the processing, contributing to the
reliability requirement.

3.3.4 Model View Controller framework

The framework follows the Model View Controller (MVC) division thus
increasing maintainability (figures 3.2). The model and controller portions
run on the server side on Apache Tomcat [5].

The model portion implements the application logic which executes re-
quests from the client side retrieving, storing, deleting and updating entities
in the database. It also transforms the entities according to those requests and
runs background processes as well. Entities are defined in the model portion
but kept separate from the logic.

The controller runs on the server as well and it is the interface between the
client and server as depicted on figure 3.2 The controller receives requests
from the client (containing an entity), invokes the corresponding logic in the
model module on that entity and passes the resulting entity back to the client.

The view module (figure 3.2) runs on the client side using Java Web Start
(JWS) [64]. Additionally, this framework provides a support library that im-
plements many functions needed by the model, view and controller portions.
Most of the widgets needed by the view are included in this library: forms,
tables, trees, wafer map data displays, charts, histograms, etc.

Finally, the application entities (POJOs) are defined in the model por-
tion and the same definitions are included in the view part. This way, model,
view and controller share the same entities on the client and server sides.

3.3.5 Support libraries

Support libraries have been developed to encapsulate and reuse the com-
mon functionally that is needed for the client and server side operations [17]
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in the probe and final test areas. A few open source libraries are also used.
This approach standardizes the look and feel of the user interface for these
applications, decreasing user training time.

By using these libraries to support the most common functions, applica-
tion development time is also greatly reduced. The libraries are optimized as
well to decrease client footprint, allowing fast installation and upgrade.

Moreover, most of the screens for these applications are coded as textual
definitions avoiding the need to write code. The client side library trans-
forms the screen textual definitions into forms, tables, trees, grids, and
calendars during execution. The client side library also provides charts,
histograms, wafer display, and other utilities.

Another function provided by the support libraries is to encapsulate and
compress the communication between client and server, minimizing network
traffic.

In addition, open source libraries have been used to perform data storage,
user authentication, and XML marshaling.

3.3.5.1 Apache OJB

Apache OJB [3] is an object relational bridge which provides data persis-
tence and encapsulates the complexity of retrieving, updating, storing and
deleting records in the database. This library takes a configuration file that
links each entity to a table in the database and each entity attribute to the cor-
responding column in the table. A simple call to the OJB library will store or
update a Java object in the database. Queries are performed by calling an OJB
method with the conditions for the query. This method returns the informa-
tion as Java entities (POJOs). Similarly, a call to the OJB library is used to
delete Java objects from the database. There is no need to write code to create
SQL statements or transform the SQL results into Java objects. Development
time has been reduced significantly by using this library for data persistence.

In addition, Oracle JDBC library [62] is used as a driver for the Ora-
cle database. Database drivers can be easily replaced to interface with other
database systems besides Oracle.

3.3.5.2 ExoLab Castor

ExoLab Castor [16] is a library used for XML marshalling and unmar-
shalling. Similar to Apache OJB [3], Castor takes a configuration file that
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maps every attribute in the entities to the corresponding attribute in an
XML document. With a simple call to the marshal and unmarshalling meth-
ods in the Castor library, POJOs are easily converted to an XML document
and vice versa.

Applications often need to exchange information in XML format. This li-
brary greatly reduces the amount of code needed to parse and generate XML
documents.

3.3.5.3 Miscellaneous libraries

A few more open source libraries are included in this framework.

• Oracle JavaMail [66] is used to send emails with notifications and
attachments.

• Java Excel API [26] to create Excel documents with tabular data.

• Oracle Java JNDI [63] is a useful library that allows user authentication
with the company LDAP server.

3.3.6 XML screens definitions

Most of the screens and menus for the applications presented in this dis-
sertation are specified as textual definitions in XML format. Forms, tables,
trees, grids, and menus are generated during execution time from these de-
scriptions. The XML definition for a screen makes a reference to the entity
that will be used to hold the data items for that screen. It also specifies the at-
tributes that will be displayed, field length, whether each item is required or
not, a list of allowed values for the attributes, and a set of actions avail-
able from each screen. Introspection is used to access and manipulate POJO
attributes, according to the XML screen definitions.

The following standard actions are automatically implemented by the
support libraries for the client and server sides. No coding is required to
perform these actions:

• Save. Save form data in the database.

• Cancel. Aborts operation.

• Add. From the table view, it creates a blank form to enter data for the
entity.
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• Delete. From the table view, it deletes the record selected.

• Export. From the table view, it exports all the records to Excel.

• Help. It opens another window with the help corresponding to that
screen.

• From the table view, double-clicking on a record will invoke the update
function which displays a form with the data items to be modified.

3.4 Station Controller 2

As mentioned in chapter 1, three applications have been developed us-
ing this architecture and framework. Station Controller 2 (SC2) is one of these
applications. SC2 is an advanced operator interface that controls the op-
eration of both the tester and handler hardware in final test. SC2 main
functionality is listed below:

• SC2 setups the tester by loading the test program.

• SC2 also sets up the handler. If supported, a handler recipe is loaded
otherwise the temperature and other items are set.

• It configures sort bin trays and bin categories.

• It monitors lot yield, site delta yield, and consecutive failure limits and
it will disable problematic sites. It also monitors handler recipe or tem-
perature settings. And it will set them again if they have been changed
in the middle of a lot.

• Additionally, if testing at cold temperature for a long period of time,
SC2 will auto thaw the handler if previous lot was testing at cold and
next lot is being tested at room temperature.

SC2 also provides centralized configuration for tester and handler settings:

• Tester and handler setups are stored in a database.

• Setups can be edited or viewed from any computer within the Freescale
network.
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• A history of tester setups is kept, including what was changed and by
whom. This allows traceability and rolling back to a previous release if
needed.

• Setups can be exported to an XML file and sent to other factories for
uploading to their SC2 database.

• Additionally, SC2 implements a production control feature that only
allows loading approved tester setups.

Other SC2 features:

• SC2 is a Java based application that can run on any tester that supports
Java. Moreover, automatic upgrades are performed seamless using Java
WebStart. There is no downtime required.

• The core of the SC2 application and the tester control software are de-
coupled which provides a reduction in development time and testing
for adding a new tester type.

• SC2 sends EPR++ events to TTT with detailed utilization data as
described in chapter 5.

• SC2 has reduced operator training since all testers use the same
operator interface.

• SC2 integrates with the Manufacturing Execution System (MES) to
download lot attributes and processing parameters. Additionally, at the
end of lot, a record of the setups that were used is uploaded to the MES
system for traceability.

• SC2 easily supports new handler types by adding drivers for them.
These drivers are decoupled and isolated from the main logic.

3.4.1 SC2 architecture, framework and MVC division

The architecture and framework described in section 3.3 were used to de-
velop SC2. The client/server architecture and the Model Controller View
(MVC) division can be appreciated on figure 3.4. There is a Java packages for
each one of the model, view and controller portions. Additionally, the appli-
cation entities are implemented as POJOs in the entity package under the
model. This entity package is also shared by the view portion.
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Figure 3.4: Station Controller 2 MVC division

The support libraries developed for this framework and the open source
libraries used are accessible to all the components of this application.

An example of the client/server communication is depicted on figure 3.5.
The first three lines are part of the client side (view portion) and the rest cor-
responds to the controller on the server side. For instance, to retrieve all the
handler setups whose input/output type is GPIB, only those few lines of
code are needed.

The client instantiates a HandlerSetup object and its attribute ioType is set
to the string GPIB. Then the client sends a request to the server side passing
the reason for the request (getHandlerSetups.do) and the object just created.
The client blocks until the server sends the results or the request times out.

The server side overrides the process method in the controller to carry out
all the different requests. The framework passes the action (getHandlerSe-
tups in this case) and the object (handlerSetup object created by the client) to
the process method. In this example, the search method is invoked on the in-
put entity and the result is sent back to the client. The framework takes care
of all the client/server communication, database query and error handling.
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Figure 3.5: Client/Server communication

In a previous version of SC2 without this framework, hundreds of lines of
code had to be implemented to perform this functionality.

3.4.2 SC2 XML screens definitions

As described in section 3.3.6, most of the screens can be defined as tex-
tual descriptions in XML. SC2 is no exception. For instance, figure 3.6 shows
the textual definitions and the few lines of code needed to create the ta-
ble and form used to perform create, read, update, and delete (CRUD)
operations on handler setups.

The table and form generated by these definitions are shown on figures
3.7 and 3.8 respectively. The first line of code on figure 3.6 creates an instance
of HandlerSetups with extends the class Table provided by the framework.
The parameter “HandlerSetups” in the constructor indicates the screen defi-
nition for that table which has the class that holds the data items for each
record in the table (HandlerSetup), the attributes to display (name, create-
Date, and user) and the list of actions for the pop-up menu (Add, Delete,
Copy, Paste, Download, and Upload) as seen on figure 3.7. The framework
invokes the add method when the Add option is selected from the pop-
up menu and invokes the edit method when a record is double-clicked on
the table. Add and edit methods have been overridden to display a form
with an empty HandlerSetup object (add) or the HandlerSetup object se-
lected (edit). The parameter “HandlerSetup” passed to the Form constructor
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Figure 3.6: Handler setup screens textual definitions

indicates the screen definition for that form. This definition (figure 3.6) con-
tains the fields to display, the length for each field, the list of possible values
for some of the fields and the actions for that form as seen on figure 3.8.

The framework automatically creates the screens with the table and form
as seen on figures 3.7 and 3.8. Additionally, all the following functions are au-
tomatically implemented by the framework without the need to write extra
code: retrieving all the HandlerSetup objects from the database and display-
ing them, showing the pop-up menu, executing the add and edit functions
when selected from the pop-up menu, saving in the database the new data
added or updated when the button Save is clicked, and deleting selected
records from the table.

With this approach, screens can be quickly and easily generated with tex-
tual descriptions and minimum code, contributing to the requirements of
quick prototyping and development as well as high maintainability and
upgradability.
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Figure 3.7: Handler setups table

3.5 Model Driven Architecture approach

Continuing the research on RapidCIM [43, 82] to automatically gener-
ate software to control a manufacturing system, we have devised a Model
Driven Architecture (MDA) approach that has successfully been used to
decrease development time and generate design documents, increasing ap-
plication maintainability [17, 27]. Models are written as a UML [81] class
diagram, representing the entities that make up the application, their at-
tributes and their relationships plus XML screens definitions for forms, tables
and menus that will be used to maintain those entities.

Figure 3.9 shows a small part of the Platform Independent Model (PIM)
for SC2. This model is composed of the class diagram (TesterSetup, Handler-
Setup and User classes) and the screen definitions for those classes. The
Obeo Acceleo [54] generation engine is used to transform the PIM into
the Platform Specific Model (PSM) as figure 3.10 depicts. Acceleo [54] im-
plements the OMG’s model-to-text specification [57] and it is part of the
Eclipse Model Development Tools (MDT) project. As mentioned in sec-
tion 3.3.2, Eclipse was chosen as the Integrated Development Environment
(IDE). Using Acceleo is preferred to commercial solutions such as IBM Rhap-
sody or open source such as Topcased due to the simplicity of the Eclipse
MDT tools and to avoid a steep learning curve.

The model (class diagrams plus XML text definitions) is fed to the
code generation engine (Acceleo) plus templates that define how to gener-
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Figure 3.8: Handler setup form

ate the code. The result is Java code plus the database schema needed to store
the entities defined in the class diagram

These templates [38] are written in MOF Model to Text Transforma-
tion Language (MOFM2T) [57]. They were created to generate code according
to the architecture and framework defined in section 3.3. The templates are
used by the code generation engine (Acceleo) to extract the information
from the UML class diagram and the XML screens definitions and gener-
ate Java code plus configuration files and the database schema. Figure 3.11
shows an example of these templates, in particular the one used to gener-
ate the Java entities. The template loops through the classes in the class
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Figure 3.9: Platform Independent Model

Figure 3.10: PIM to PSM transformation
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Figure 3.11: Entity template

Figure 3.12: Database template

model, generating a Java class (POJO) for each one with the attributes de-
fined in each class. Similarly, Figure 3.12 shows the template used to generate
the database Data Definition Language (DDL) artifacts.

The output of this code generator is a simple, fully functional application
that implements the basic functionality for entity maintenance, persistence,
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Figure 3.13: PSM and framework

marshalling, and client/server communication for the entities specified in the
UML class diagram, according to the XML screens definitions. Additional
logic can easily be added to this skeleton to implement the specific func-
tionality required by the application. This code fully complies with the
architecture and framework defined in section 3.3.

Figure 3.13 shows the Platform Specific Model (PSM) or code gener-
ated. The blocks in red are automatically generated from the model. The ones
in green are the support libraries. The blocks in blue must be coded. As figure
3.13 shows, most of the controller and view portions are automatically gener-
ated. Entities are also automatically generated from each class in the class
diagram.

Finally, the XML screen definitions are included with the code gener-
ated. The support libraries are also added to the code and will transforms the
XML screens definitions into forms, tables, trees, grids, and calendars dur-
ing execution time. The client side support library also provides charts,
histograms, wafer display, and other utilities decreasing significantly the
amount of code that needs to be written.
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Figure 3.14: Failover architecture

3.6 Failover

The three applications generated with this framework are critical for man-
ufacturing and must be running at all times. To avoid downtime a redundant
system has been put in place as shown in figure 3.14.

The applications are setup on a computer cluster to provide failover capa-
bility in case of hardware failure. They run on the primary server. In case of
hardware failure the secondary server takes over.

Similarly, the database is an Oracle cluster database which is mirrored. In
case of hardware malfunction, the secondary server takes over without
disruption to the system.

3.7 Results

The architecture and framework described in this chapter have been used
to develop three applications running in production in the probe and fi-
nal test areas in five factories in Freescale Semiconductor Inc. in Asia, Europe
and North America:

• Application 1 (SC2) controls hundreds of testers.
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• Application 2 (EWM) has processed data for over 10 millions of wafers
to date and

• Application 3 (TTT) receives about 250K messages daily from
application 1 and prober controllers.

• Although this library is tailored for probe and final test, it can be reused
or easily extended to work in other semiconductor areas and other in-
dustries. In fact, this framework and architecture are currently being
used for a new application in development in Freescale Semiconduc-
tor Inc. This application is a scheduler for the fabrication area [42,32]
and it is expected to be deployed to three factories in North America by
the end of 2013

The following goals have been achieved:

• Quick prototyping and development. With the MDA approach, a basic,
fully functional application is automatically generated from the model
(UML class diagram plus XML screens definitions). Logic can eas-
ily be added to the code generated without having to implement data
display and persistence functions. Thus, development time has been
reduced considerably.

• The three applications mentioned in this chapter were redeveloped us-
ing this architecture and framework. Table 3.1 compares the number of
lines of code for the model and view portions of applications 1 and 2 be-
fore using this framework and after: a 69% and 40% reduction in lines
of code written. Application 3 implemented more requirements than its
predecessor so the comparison is not meaningful. The Apache Struts
framework [4] was initially used to build application 2. Struts typi-
cally relies on JSP [67] and HTML [23] formatted response for the client
side. As requirements for data transfer and visualization became more
complex, the limitations of the HTML [23] client became apparent.

• High maintainability and upgradability. The clean organization that the
framework enforces makes maintaining these applications a simple
task. In addition, this framework is very conducive towards the ag-
ile development methodology. Developer efficiency is estimated to have
increased at least 25%. Additionally, keeping model and implementa-
tion separate forced to review the model entirely before any code was
written which has increased the quality and reliability of the final
application.
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App1 before
Framework

App1 with
Framework

App2 before
Framework

App2 with
Framework

View LOC 29,271 3,754 6,305 2,633

Model LOC 17,406 10,564 8,026 5,947

Table 3.1: Applications statistics before and after using framework (LOC =
Lines of Code)

• Small application footprint (CPU, memory, disk space, database, and
network traffic). Table 3.2 shows statistics about the three applica-
tions implemented. This table lists the lines of code for each application,
number of classes, screens, menus, and executable sizes. Moreover, the
compression schema minimizes the database space needed and the net-
work traffic. Table 3.3 displays the average data transfer sizes before
and after this framework for small, medium, large and extra large ob-
jects sent between client and server. These figures can be extrapolated to
database space used as well. Traffic and transmission times are re-
duced 93% for medium objects and 48% for extra large ones. Average
data transferred between server and clients for one of these applica-
tions is 125 Mbytes each day (compressed) and the average number of
requests is 30,000 per day.

• Increased application documentation. It is achieved by the use of class
diagrams and XML screens descriptions in the PIM.

• Small learning curve. The framework is very easy to use. Junior devel-
opers are able to leverage this framework in less than 40 hours of
training.

• Low cost development environment and enablers. All tools used are
open source.

• Platform independent. The code generated is Java which runs on UNIX,
Windows and Macintosh, allowing leveraging existing hardware.
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Application 1 Application 2 Application 3

Controller LOC 56 86 122

View LOC 3,754 2,633 1,270

Model LOC 10,564 5,947 2,592

Entities LOC 1,186 1,098 71

Classes 96 46 24

Screens 87 52 35

Menus 29 20 8

Executable size 16.4 Mb 8.2 Mb 6.2 Mb

Table 3.2: Applications statistics (LOC = Lines of Code)

Before Framework With Framework

Small object 6,618 2,100

Medium object 35,935 2,611

Large object 1,023,297 294,710

Extra large object 5,740,890 2,968,775

Table 3.3: Average network traffic in bytes before and with framework
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ElectronicWaferMappingandZero
DefectAlgorithmsinUnitProbe

Quality means doing it right when no one is looking.

Henry Ford

E
lectronic devices for automotive and other critical applications must
perform with an extremely low defect rate. Traditional unit probe
test programs check each device individually and visual inspec-
tions can detect defects that electrical testing cannot. Statistical

outlier detection algorithms can be applied to these individual results to iden-
tify devices that have high probability of failing. All defects (electrical, visual
and outliers) can be combined systematically to more efficiently decrease
number of Customer Quality Incidents (CQIs).

Outlier detection algorithms are a key component in screening latent de-
fects and decreasing number of CQIs. New algorithms and enhancements to
existing ones have been created during this research to improve the perfor-
mance of latent defect detection. Additionally, experimental results were
analyzed to determine efficiency and effectiveness of these algorithms.

57
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4.1 Introduction
Achieving a low defect rate for semiconductor devices for the auto-

motive and other critical applications is paramount. After the fabrication
process, wafers are subject to extensive electrical (probe) and visual testing to
screen out devices that do not meet the specifications. After probe, de-
vices are sawn from the wafer, packaged (also known as assembly) and tested
again (final test) to further filter out failing devices. Yet some devices contain
latent defects that will manifest later in their life and will originate a Cus-
tomer Quality Incident (CQI). This chapter describes the implementation of a
software application in Freescale Semiconductor Inc. that systematically com-
bines wafer maps from visual inspections, electrical probe results and applies
outlier detection algorithms to decrease the number of CQIs. This applica-
tion is known as Electronic Wafer Mapping (EWM) and is based on the
architecture and framework presented in chapter 3.

EWM has been running in all the Freescale probe factories for sev-
eral years and it is fully integrated into the manufacturing process. It collects
wafer maps with visual inspection defects, probe hard bin and parametric test
results. Visual inspections will detect some latent defects that electrical prob-
ing cannot. EWM also applies statistical outlier detection algorithms to those
results to identify abnormal dice (outliers which have a high probability of
failing). These algorithms are: SBL, BMY, GDBC, SPAT, DPAT, AEC DPAT and
NNR. Also, four novel variations of these algorithms and one new algorithm
have been created and implemented which have significantly increased their
performance. In addition, a study was conducted with production data to de-
termine and compare the efficiency and effectiveness of all these algorithms
in identifying CQIs. This type of studies is very rare in the technical literature.

After probe, EWM combines all the defects (visual, electrical and statisti-
cal outlier defects) into a single wafer map with good and bad dice to specify
which devices need to be discarded during assembly. As part of this re-
search, the SEMI E142 industry specification [75] for wafer map data transfer
was elaborated in collaboration with other semiconductor industries which
has significantly decreased application development time. Freescale was one
of the first companies to implement this standard and many other companies
are using it today.

There exist commercial applications that address some of these areas
but do not consistently and robustly combine all defects. Moreover, adapt-
ing these applications to integrate into the existing manufacturing process is
very costly.
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Figure 4.1: Freescale’s quality initiatives

Throughout several years, requirements in this area were collected from
all probe floors and prioritized to address the most important ones first. Ad-
ditionally, alongside the deployment of EWM, processes across all probe
floors were standardized as much as possible, which minimized variation
and development time. As a consequence, quality improved since variability
and quality are inversely related.

The work described in this chapter is part of the global initiatives imple-
mented in Freescale to ensure that the number of defective devices shipped to
customers is as low as possible. These initiatives have been implemented
during the design and manufacturing phases. As depicted on figure 4.1, the
research presented in this chapter covers the Advanced Outlier Screening
initiative, contributing to the corporate wide Zero Defect efforts.

This chapter is organized as follows: section 4.2 reviews the related work,
section 4.3 addresses existing outlier detection methods. Section 4.4 intro-
duces new enhancements to these existing methods. Section 4.5 describes the
EWM functionality, including automation and integration with current man-
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ufacturing processes. Section 4.6 addresses development of the SEMI E142
specification for substrate mapping [75]. Section 4.7 details the user interface
for this application. Finally, section 4.8 details the achieved results.

4.2 Related work

Automotive electrical modules must perform below 10 Defects per Mil-
lion (DPM) [41]. Since each module comprises hundreds of components, each
one must have a DPM below 1 which is virtually zero defects.

A key factor for achieving zero defects is outlier detection methods. Ac-
cording to Migl [41], these methods have varying degrees of efficiency but
can significantly improve quality. The benefit varies by device, technology
and implementation method.

Other authors (Mann [35], Marinissen et al. [37]) have surveyed different
techniques applied to decreasing device defects. Most of these test meth-
ods improve device quality and reliability at a yield loss. Ultimately, they
attempt to optimize the balance between yield and product quality.

Defects tend to cluster as Ooi et al. [60, 61] show. They propose an ap-
proach based on a die-level neighborhood predictive model to successfully
screen latent defects. Their solution combines data mining with a defect-
cluster extraction schema. They have observed from production data that
failing dice with traceable causes tend to form clusters at the wafer level or
hot spots at the wafer-lot level. For semiconductor wafers, defect clusters ap-
pear as areas of random defect patterns at the wafer level that are the result of
random perturbations in the manufacturing process (particle related). Lo-
cal defect patterns at the wafer-lot level are mostly located at a specific
location and are process related.

Similarly, Barnett et al. [6] arrived at the conclusion that some defects on
wafers are not randomly distributed, but tend to cluster, based on burn-
in data from 77,000 microprocessors manufactured at IBM. Also, latent
defects (CQIs) are normally found to cluster with killer defects detected dur-
ing probe. A later paper from the same authors [7] analyzed the same set of
data results and introduced a yield–reliability model based on the fact that
defects on a wafer have a tendency to cluster. This study also shows that con-
clusion can be utilized to group devices into sets of different reliability based
on how many of their neighbors failed. Dice that pass all the probe tests but
belong to a region with many defective dice have a higher probability of la-
tent defects. Similarly, Ooi et al. [58] show a strong correlation between
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probe data and device reliability. In another paper, Ooi et al. [59] investi-
gate the use of defect characteristic models as yield models to screen latent
defects for wafers with defect clusters. They propose and utilize a yield min-
ing framework that guides manufacturers in determining if their device has a
spatial relationship between the probe defects and latent defects.

Riordan et al. [69] present a die-level, predictive defect model. This model
is shown to be twice as efficient in identifying unreliable material as tradi-
tional wafer or lot level methods. Their model includes die location yield and
die local yield. Optimum nearest neighbor effect is at most two die in each di-
rection (24 nearest neighbors) regardless of die size. Also, they prove that die
location yield is useful if the fabrication process introduces a defect in a
particular position on the wafer.

Likewise, Sing et al. [78] present experimental results showing that by
using information about defect clusters, testing costs can be reduced by sep-
arating high quality dice that have a lower likelihood of failing future
tests.

Anderson [1] proposes the Negative Binomial distribution to model yield
distribution. The clustering parameter needs to be defined and he recom-
mends a value of 2 where 1 represents a high degree of clustering to infinity
which represents no clustering at all.

A different family of outlier detection methods is Part Averaging Test-
ing (PAT). These are mostly applied to automotive devices that need to be
qualified and tested to meet very demanding requirements. These specifica-
tions are described in the Automotive Electronics Council standard AEC
Q-100 [56].

Ohletz et al. [55, 56] discuss two methods included in the AEC Q-100 spec-
ifications which are DPAT and Statistical Bin Analysis (SBA) which comprises
the statistical evaluation of failed bins. Similarly, Solanki et al. [79] apply
DPAT in testing Inertial Micro-Electro Mechanical System (MEMS) devices
which are used as sensors. They claim that fabrication variations and de-
fects can be caught using DPAT. These parts are referred to as outliers and it is
thought that, even though they passed the test program specification limits,
they represent a portion of the population that usually will fail in the future.

Manufacturers must use innovative statistical methods to comply with
zero-defect product quality requirements. Marinissen et al. [37] address test
methodologies that target those requirements. Outlier detection, part average
testing, and neighborhood screening are a few examples of those statisti-
cal methods. It is accepted that if all devices are tested the same way, dice
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from low-yield wafers, and low-yield regions within wafers, will likely be de-
fective devices. Also, they show that the Nearest Neighbor Residual (NNR)
method is an effective predictor of device failures [37], specially when testing
the supply current (Idd) in the quiescent state (Iddq).

In addition to these statistical methods, semiconductor manufacturing of-
ten employs visual inspection during the wafer fabrication process in order to
control particle contamination and structural defects. Mullenix et al [51] de-
veloped a formula to estimate the effect of various types of defects on the
wafer yield.

Shanka et al. [77] built an online system that performed complete vi-
sual inspections of 8-inch wafers. The system had to screen flaws as small
as 1µm that are unacceptable in the manufacturing process. Defective re-
gions were identified automatically with the aid of a scanning microscope or
manually by operators visually inspecting wafers and marking defective re-
gions. Although manual detection may not be thorough and may ignore
certain defects while incurring personnel costs.

Chang et al. [10] propose a self-organizing neural network to perform un-
supervised visual defect detection. They showed that the proposed method
successfully identifies defective regions efficiently using manufacturing data.
Other authors propose using linear regression as described by Roehr et al.
[70] and Schuermyer, et al. [71]. They select pairs of tests, calculate a linear
regression and discard devices that are far from the regression line.

This chapter describes a holistic approach to defect detection and CQI
reduction by systematically combining visual and electrical defects plus sta-
tistical outlier detection methods. Visual inspections identify some latent
defects that electrical probe cannot screen out. A software application (EWM)
has been created to cover this space and is completely integrated in the
Freescale probe manufacturing area, running on all the probe floors. This ap-
plication was built using the framework, architecture and MDA approach
described in chapter 3.

Some novel modifications to these outlier detection algorithms and a new
algorithm have been developed and implemented. Additionally, an analysis
has been conducted on 289,080 dices with 26 CQIs to determine the effi-
ciency and effectiveness of these algorithms which reveals the significant
increase in performance of the new modifications. Such studies are ex-
tremely rare in the technical literature. Finally, the SEMI E142 standard [75]
for wafer map data transfer was elaborated in collaboration with other
semiconductor companies and leveraged in this research.
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There are commercial solutions that cover part of this spectrum but fail to
consistently combine all defects in a robust, reliable manner and integrate
seamlessly in the existing manufacturing process.

4.3 Classic outlier detection methods

Several outlier detection methods described in the technical literature
have been implemented in EWM. They identify dice that seem abnormal by
using statistical methods. The dice are marked as defective and not picked
during assembly. Processing time is less than 20 seconds per wafer for the
most complex algorithm and about 2 seconds on average.

These algorithms can be divided into three categories:

• Statistical bin limits: This category comprises Statistical Bin Limits (SBL)
and Below Minimum Yield (BMY).

• Geographical defects: Good Die in a Bad Cluster (GDBC)

• Part average defects: Static Part Averaging Testing (SPAT), Dynamic
Part Averaging Testing (DPAT), Automotive Electronics Council Dy-
namic Part Averaging Testing (AEC DPAT), and Nearest Neighbor
Residual (NNR).

Some of these methods are in general more effective and efficient than
others. A method is more efficient if it identifies fewer good devices as bad.
An algorithm is more effective if more bad dice are marked as bad.

Figure 4.2 depicts the efficiency and effectiveness of these methods
according to the technical literature. SBL and BMY are low efficiency and ef-
fectiveness algorithms. GDBC is more efficient. PAT algorithms (SPAT, DPAT)
increase in both, efficiency and effectiveness, in that order. Finally NNR is the
most effective and efficient of all the algorithms.

The enhancements to these algorithms described in section 4.4 increase
the performance of these classic methods.

These classic algorithms are described in detail below:
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Figure 4.2: Statistical outlier detection algorithms

4.3.1 SBL, BMY

SBL stands for Statistical Bin Limits. Wafers that have a percentage of bins
higher than the historical limit should be put on hold for analysis to de-
termine if this unusually high percentage is acceptable. These limits are
calculated from historical data [25] outside of EWM and are entered in EWM.
EWM automatically puts a lot on hold in the Manufacturing Executing Sys-
tem (MES) if limits are exceeded. An engineer will analyze the wafer and
determine if it can continue testing or if it needs to be scrapped.

BMY stands for Below Minimum Yield. It is similar to SBL. In this
case, a lot is put on hold if any wafer has a yield lower than the histori-
cal yield (plus a buffer). The historical yield per wafer is calculated for
each device outside of EWM and a buffer is added [25]. This yield is en-
tered for each device. EWM automatically puts a lot on hold in the MES if the
yield for a wafer is below the minimum entered.

The parameters for these two algorithms are:

• List of bin codes and upper percentage limits. The entire lot will be put
on hold if any of these upper limits is violated.
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4.3.2 GDBC

GDBC stands for Good Die in a Bad Cluster. Electric test results mark dice
as good (all tests were passed) or bad (one or more test failed). This algorithm
marks a good die as bad when it is surrounded by many bad dice.

The parameter for this algorithm is a threshold that indicates the percent-
age of bad neighbors needed to mark a good die as defective. If the device is
for a critical application, this parameter will be set lower (more aggressive
setting).

The rationale behind this method is that defects are normally clustered: a
good dice surrounded by many defective ones has a high probability to con-
tain latent defects. The higher the percentage of defective neighbors, the
higher the probability the device will fail in the future [7].

A GDBC example is shown on figure 4.3 with 87.5% threshold, mean-
ing that a good die is marked as defective if 87.5% of its immediate neighbors
or more are defective. Good dice are represented in green and bad in yel-
low. The GDBC algorithm identified 5 dice (in red) as bad dice which were
almost completely surrounded by bad dice.

4.3.3 SPAT, DPAT, AEC DPAT, NNR

Parametric test results need to be collected for each die to be able to run
SPAT, DPAT, AEC DPAT, and NNR. Hundreds of tests are typically executed.

SPAT stands for Static Part Average Testing. For each parametric test, a
lower an upper limits are determined to screen out dice that have a test
result outside these specification limits. A series of electrical tests are per-
formed and fed to EWM which will determine if the test result for each die is
within the limits for that test. Any die with one or more test results outside
the test limits is marked as defective.

The parameters for SPAT are a list of tests and associated lower and upper
limits.

DPAT stands for Dynamic Part Average Testing. Unlike SPAT, limits are
calculated for each wafer and test dynamically. Outliers are determined ac-
cording to equation 4.1 that is applied to each test individually, where the
mean and standard deviation are computed for the values for that test on the
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Figure 4.3: GDBC example

entire wafer (excluding results for defective devices), and k (sigma multi-
plier) is the parameter given for each test. Values outside the limits are
considered outliers. The k multiplier is normally set to 6 (outliers are consid-
ered if outside 6 times the standard deviation from the mean). The smaller
parameter k is, the smaller the upper and lower limits and the more dice that
will be marked as defective.

Upper Limit = mean + k× std deviation

Lower Limit = mean − k× std deviation
(4.1)

Figure 4.4 shows an example of a parametric test for a wafer. Each die has
a value assigned which is a real number and it is the result of the electrical
test for that die. There are hundreds of test performed on a wafer.

The rationale behind DPAT is that test results too far away from the mean
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Figure 4.4: DPAT example

are suspicious. The further away from the mean, the higher the probability of
that die to fail in the future [55, 56].

The parameters for DPAT are a list of tests and associated sigma multiplier
(k).

Another version of DPAT that has been implemented in EWM is known as
AEC DPAT which stands for Automotive Electronics Council Dynamic Part
Average Test [56]. For each test, upper and lower limits are calculated includ-
ing all the values for non-defective dice for a wafer as shown on equation 4.2,
where p1 and p99 are the 1st and 99th percentiles.

Upper Limit = median + k× (p99 - median) × 0.43

Lower Limit = median − k× (median - p1) × 0.43
(4.2)

This algorithm is in general more robust than DPAT since it discards pos-
sible outliers from the dispersion calculation and includes certain correction
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for skewness in the distribution, increasing the efficiency. By avoiding the
first and 99th percentiles, possible outliers are discarded from the limits cal-
culation increasing statistical robustness. And by using a lower and upper
limit, distribution asymmetry is factored in.

The parameters for AEC DPAT are a list of tests and associated sigma mul-
tiplier (k). As mentioned above, the k multiplier is used to be more or less
aggressive with the test in particular.

Another algorithm implemented is Nearest Neighbor Residual (NNR)
[83]. The average test result of a die neighborhood (expected value) is sub-
tracted from the die test result (measured value) as shown on figure 4.5
and equation 4.3. That residual is a real number and is then used to ap-
ply DPAT. This algorithm is effective when test results follow a gradient on
the wafer as depicted on figure 4.4. Results at the top of the wafer are greater
(red color) than results at the bottom (blue). The darker the red, the fur-
ther to the right of the mean and the darker the blue, the further to the left of
the mean. This algorithm highlights values that are significantly above or be-
low the average values of their neighborhood. Engineers analyze test results
and apply NNR to tests that display that type of gradient instead of the
classic DPAT algorithm.

Residualj = Measuredj − Expectedj

Expectedj =

∑
j �=i wiXi∑
j �=i wi

wi = exp
[
−
(dieXi − dieXj)

2 + (dieYi − dieYj)
2

2λ2

]
(4.3)

The parameters for NNR are:

• Lambda (λ), determines the number of adjacent dice to be included in
the neighborhood value calculation as shown on equation 4.3. The
higher λ is, the more dice will be included in the neighborhood. Typical
λ values are in the 1.5 to 2.0 range.

• List of tests and associated sigma multiplier as defined in DPAT.
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Figure 4.5: Nearest Neighbour Residual

4.4 New outlier detection methods

4.4.1 GDBC SB

A novel variation of GDBC named GDBC SB (Good Die in a Bad Cluster
with Specific Bins) has been created which only considers bad bins a spe-
cific set of defective bins. The parameters for this new algorithm are the
threshold of bad neighbors and the list of bins that are consider defec-
tive. The rationale behind this method is that some defects (defined by the
bin number) are more likely than others to affect adjacent dice.

The list of defective bins included in this algorithm are determined by an-
alyzing past CQIs and calculating the probably that a given bin number has
an adjacent CQI. Bins with the highest probability will be included in the
list. All the known CQIs should be included in this analysis. In the ab-
sence of CQIs, all defective bins are included which defaults to the classic
GDBC method. The performance of this method increases significantly with
respect to the classic GDBC as detailed in section 4.8.
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4.4.2 BBBC

BBBC stands for Bad Bin in a Bad Cluster. This algorithm identifies clus-
ters of bad dice and then marks all good dice surrounding the cluster as bad.
The rationale behind this method is the fact that certain clusters of de-
fects have a high correlation to latent defects in neighboring dice. Similar to
GDBC SB, the set of bins that make up the clusters are chosen based on past
CQIs. If there are no CQIs, defect causes (bin numbers) that are suspected to
spread to neighboring dice are used.

A BBBC example is displayed on figure 4.6. Good dice are represented in
green and bad in yellow. Clusters of bins 25 and 41 are identified first (or-
ange color). Only bins 25 and 41 that are surrounded by enough bins 25 or 41
are considered part of a cluster. Then, all good dice surrounding the cluster
are marked as bad (red color). The parameters for this algorithm are:

• List of bins that will be considered to form a cluster. In the example
above, bins 25 and 41 only are used to determine clusters of bad dice.

• Threshold that indicates the percentage of bad neighbors that any of
those bins need to have in order to form part of a cluster.

• Minimum Cluster. If specified, only clusters that have the minimum
number of dice specified by this parameter will be considered. If not
specified, the minimum cluster size is one.

4.4.3 DPAT ST

DPAT ST stands for Dynamic Part Average Testing with Specific Tests. In
the classic DPAT algorithm, using tests with no correlation to CQIs deterio-
rates the efficiency of this method. A novel variation of this method has
been developed which only includes tests that have a strong correlation
with past CQIs. All known CQIs should be considered. In order to deter-
mine which tests will be used, device engineers utilize EWM by running the
CQI and test correlation reports described in section 4.7.6. In the absence of
CQIs, a list of key tests recommended by the division is used. The perfor-
mance of DPAT improves considerably with this enhancement as shown in
section 4.8. The reason behind this improvement is that some electrical mea-
surements are more related to latent defects than others. By avoiding (or by
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Figure 4.6: BBBC example

being less rigorous) with tests that have a lower correlation with latent
defects, the efficiency increases.

This contribution can also be applied to AEC DPAT and NNR as shown in
Section 4.8.

4.4.4 R DPAT

A variation of DPAT called R DPAT (Robust DPAT) has been devel-
oped and implemented to increase the efficiency and effectiveness of the
DPAT algorithm. By using robust statistics (Grubbs algorithm), possible out-
liers do not bias the dispersion estimation. And by transforming non-normal
data to normal, skewness is factored in (better than the AEC DPAT method).
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Additionally, as in the DPAT ST algorithm (DPAT with specific tests), engi-
neers can select which tests will be used with robust DPAT, further increasing
the performance of this new algorithm.

Robust DPAT is described in figure 4.7. The main steps are:

i. First, if the distribution has less than 8 categories, an interpolation is
performed to increase the granularity and raise the chances of passing
the normality test and the Johnson transformation [11] being successful
(if needed). This value of 8 has been determined experimentally.

ii. The next step is to test the distribution for normality (applying the
Anderson-Darling test [2]).

iii. If the distribution is normal, Grubbs algorithm [21] is applied which re-
cursively removes outliers and the algorithm ends. Grubbs is only valid
if the underlining distribution is normal.

iv. If the distribution is not normal, Grubbs is still applied to eliminate out-
liers. If the resulting distribution without the outliers is normal, then
Grubbs was rightfully applied since the underlying population is truly
normal and the process ends.

v. If the resulting distribution without the outliers is not normal, Grubbs
is discarded and a Johnson transformation is applied. The Johnson
transformation is computationally intensive.

vi. If the transformed distribution is normal. Grubbs is applied and the
algorithm ends

vii. If the transformed distribution is not normal, the AEC DPAT version
(described in section 4.3.3) is applied to the original data instead.

The Anderson-Darling normality test, Grubbs algorithm and Johnson
transformation are described in the following subsections:

4.4.4.1 Anderson-Darling normality test

The Anderson-Darling normality test [2] is used as part of the robust
DPAT algorithm. This test applies the cumulative density function to sorted
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Figure 4.7: Robust DPAT algorithm

values with y1 being the lowest, n the sample size, and F being the theoretical
cumulative value of the normal distribution, as shown in equation 4.4.

A2 = −n−
1

n

n∑

i=1

(2i− 1)(ln F(yi) + ln(1− F(yn+1−i))) (4.4)

The Anderson-Darling Test statistic A2 [2] is adjusted for low sam-
ple sizes and the p value can be approximated using equation 4.5. If the p
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value is less than 0.05, the normality hypothesis is rejected.

Â2 = A2
(
1+ 0.75

n
+ 2.25

n2

)
[
Â2 < 0.2

]
p = 1− e(−13.463+101.14Â2−223.73(Â2)2)[

0.2 ≤ Â2 < 0.34
]

p = 1− e(−8.318+42.796Â2−59.938(Â2)2)[
0.34 ≤ Â2 < 0.6

]
p = e(0.9177−4.279Â2+1.38(Â2)2)[

0.6 ≤ Â2 < 13
]

p = e(1.2937−5.709Â2+0.0186(Â2)2)[
13 ≤ Â2

]
p = 0

(4.5)

4.4.4.2 Grubbs algorithm

The robust DPAT algorithm uses the Grubbs method [21] to identify out-
liers but is only applicable if the underlying distribution follows a normal
distribution. Grubbs does not use the standard deviation to identify outliers.
It is instead an incremental algorithm that uses a distance from the average to
detect outliers. The steps for the Grubbs algorithm as defined in [21] are:

i. Compute the Gcritical value as shown on equation 4.6 where N is the
data sample size, t is the inverse Student’s t cumulative distribution
function and α is level of significance or type I error which is set at 0.05.

Gcritical =
N− 1√

N

√
t2((α/2N), N− 2)

N− 2+ t2((α/2N), N− 2)
(4.6)

ii. Loop through all the values in the sample and compute their G value as
(value - mean)/standard deviation and get the maximum G value.

iii. If the maximum G value is greater than Gcritical, mark that value as an
outlier, remove it from the sample, go back to the first step to recalculate
the Gcritical value and continue removing outliers.

iv. If the maximum G value is not greater than Gcritical, end the process.

v. Finally, Grubbs [21] only removes outliers temporarily so that a ro-
bust mean and a robust standard deviation can be computed from the
data values without outliers. Then, equation 4.7 is applied to compute
the upper and lower limits where k is the sigma multiplier given for this
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algorithm. Data values outside these limits will be marked as out-
liers. By specifying the sigma multiplier (k), the algorithm can be tuned
to be more or less aggressive.

Upper Limit = robust mean + k× robust std deviation

Lower Limit = robust mean − k× robust std deviation
(4.7)

4.4.4.3 Johnson transformation

The Johnson transformation [11] attempts to transform a non-normal
data sample to normality. As described in [11], the first step is to gener-
ate 200 transformations and test them for normality. The one that yields the
best results is chosen.

First, for each z ∈ {0.2, 0.21, 0.22....1.2}, the quantile ratio QR is calcu-
lated according to equation 4.8 where xi is the qth

i quantile for i =1,2,3,4, and
q1, q2, q3, q4 are the areas on a standard normal curve below −3z,−z, z, and
3z. Thus q1 = Φ(−3z), q2 = Φ(−z), q3 = Φ(z), q4 = Φ(3z), where Φ is the
distribution function of a standard normal variable.

QR =
(x4 − x3)(x2 − x1)

(x3 − x2)2
(4.8)

If QR < 1 data values are transformed using functions SL and SB other-
wise functions SU and SL are used. Functions SL, SB, SU are given in equation
4.9. Parameters η, γ, λ, and ε are estimated with equation 4.10. These parame-
ters must meet the conditions specified in equation 4.9 or the transformation
for that z value is discarded.

(4.9)
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Figure 4.8: Lognormal to normal distribution transformation

(4.10)

Examples of Johnson transformations are shown on figures 4.8, and
4.9. Figure 4.8 shows a lognormal distribution (left) transformed to nor-
mal (right). Exponential distributions can also be transformed to normal as
shown on figure 4.9. The data sample on the left follows an exponential dis-
tribution and it is transformed to normal on the right. In cases like these, R
DPAT algorithm is more efficient than the classic and AEC DPAT versions.

It should be noticed that the robust DPAT algorithm will also interpo-
late data results with low granularity. This will increase the chances of the
Anderson-Darling normality test and Johnson transformation succeeding.

4.4.5 Multi-site test results

Some devices are probed with probe cards that have multiple probe heads
(or sites): 1, 2, 4, 8, up to 16. In some cases the probe heads are not cali-



4.4. New outlier detection methods 77

Figure 4.9: Exponential to normal distribution transformation

brated correctly and record results that are shifted with respect to one
another. If all the results for a given wafer are included in the same his-
togram, the distribution will appear multi-modal and the classic DPAT
algorithm will be less effective and efficient.

The charts on figure 4.10 show such case. To avoid this problem, a multi-
site option is added to all the different DPAT versions (DPAT, AEC DPAT, and
robust DPAT). If this multi site option is selected, test results will be sepa-
rated by site and will be treated separately before applying the desired DPAT
version.

The histogram at the top on figure 4.10 includes all the test results which
is clearly bimodal. The histogram at the center and bottom are the test results
divided by site.

4.4.6 Test aggregation

By default, each parametric test is processed independently by the DPAT
algorithm and each one will be used to identify outliers separately. If this ag-
gregation option is selected, instead of applying DPAT to each individual test,
a new value is calculated for each die (equation 4.11) where ai is this new
value for die i, Xti is the test result for test t and die i, µt is the mean for test
t, σt is the standard deviation for test t, and T is the number of tests.
Then, DPAT is applied to these new calculated values. The rationale be-
hind this method is to decrease the influence of each test in favor of a
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Figure 4.10: Multi-site example

combined measurement.

ai =

T∑

t≥1

∣∣∣∣Xti − µt

σt

∣∣∣∣
T

(4.11)

4.5 EWM functionality

EWM collects wafer maps with visual inspection defects, probe electrical
pass/fail results and parametric test results. Statistical outlier detection algo-
rithms are applied to wafer maps to identify abnormal dice that have a high
probability of failing. EWM finally combines all the defects (visual, electri-
cal and statistical outliers) into a single wafer map with good and bad dice for
assembly. Figure 4.11 shows these data flows. EWM uses the industry stan-
dard SEMI E142 [75] for wafer map data transfer with external probe and
internal and external assembly. This SEMI E142 standard [75] was devel-
oped as part of this research in collaboration with other semiconductor
industries as described in section 4.6.
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Figure 4.11: EWM data flows

EWM also integrates with the Manufacturing Execution System (MES) for
automatic die count updates and lot splits/merges and hold/release opera-
tions and with the Enterprise Resource Planning system (ERP) for automatic
wafer map transfer to assembly.

EWM started 8 years ago with very basic functionality. Multiple releases
have been produced over these years to incrementally add more functional-
ity. This gradual introduction of new functionality avoids including many
errors in one release while providing value as soon as it is developed.

Currently, EWM runs on every probe floor in Freescale in Asia, Europe
and North America (figure 4.12).

The inputs, outputs, interfaces with other key applications and internal
processing are described in detail below and depicted in figure 4.13.

4.5.1 Inputs

• Unit probe electrical test results are generated in two file formats: Inte-
grator Nested Format (INF) and Standard Test Data Format (STDF).
These files are generated during unit probe and are sent to EWM. INF
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Figure 4.12: EWM deployment status

files contain hard bin results. They represent the output of the test pro-
gram (pass or fail) for each die. A number from 1 to 255 indicates if the
die passed all tests or if it failed and the reason. Typically 1 means pass
and 2 through 255 denote failing dice. The failing reason is specific to
each device and the bin number. STDF files contain parametric tests re-
sults. Each test program performs hundreds of tests and the electrical
output for each test and each die is recorded in the STDF file.

• External probe subcontractors send SEMI E142 [75] files with hard bin
results and STDF files with parametric tests.

• EWM also accepts wafer maps with fab defects from automated vi-
sual inspection tools. Supported file formats are KLARFF and SEMI
E142 [75]. These two formats contain a wafer map with the dice that
have failed the visual inspection.

• Additionally, operators can edit maps in EWM and mark defective dice
after performing a manual visual inspection.

4.5.2 Processes

• When EWM receives wafer maps with hard bins, parametric tests or vi-
sual defects, it stores them in a database and applies zero, one or more
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Figure 4.13: EWM system context diagram

algorithms (described in sections 4.3 and 4.4) to identify additional bad
dice according to the recipe that each device has configured. As re-
sult of some of these algorithms, lots may be automatically put on hold
(or released) in the MES.

• When a lot finishes probe, all the wafer maps for each wafer in the lot
are merged, adding all the defects: visual, electrical and algorithmic. If
any map or any algorithm has identified a die as defective, the fi-
nal composite will mark that die as defective. In other words, defects
are additive.

4.5.3 Outputs

• When a lot moves from probe to assembly, EWM generates a final wafer
map with the dice that have passed all tests and can be picked in assem-
bly. EWM supports ink and inkless assembly. For inkless assembly, an
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electronic SEMI E142 file [75] is generated. This format is used for inter-
nal assembly and external assembly subcontractors. For inking, an INF
file is generated instead.

• When EWM sends electronic wafer maps for a lot to assembly, a copy is
also sent to the Data Warehousing System where engineers will analyze
yield trends.

4.5.4 Interfaces

• EWM interfaces with the MES to put lots on hold or release them if
needed when SBL and BMY algorithms are executed.

• Operators split and merge lots through the EWM GUI and they are
automatically split and merged in the MES.

• Additionally, EWM automatically updates die counts in the MES. Also,
the MES triggers EWM to generate INF files for inking (assembly).
Finally, the Enterprise Resource Planning system (ERP) sends a file sev-
eral times a day to EWM to indicate where to send inkless maps for
assembly.

4.6 SEMI E142 specification for substrate mapping
As part of this research, the opportunity arose to participate in the elabo-

ration of the SEMI E142 industry specification [75] in 2006 in collaboration
with other semiconductor industries. Freescale has been one of the first
companies to implement this standard.

The purpose of the SEMI E142 standard [75] is to define the data items
that are required to report, store and transmit map data for substrates such as
wafers, frames, strips, and arrays.

An example of the final composite map for a wafer generated by EWM is
listed on figure 4.14. A data file containing that information is sent to assem-
bly to be used during the pick and place operation to grab devices that have
passed all tests.

The SEMI E142 specification [75] has also been used as a guide for imple-
menting the database schema that holds the wafer map information in the
database.

The implementation of this standard has decreased development time
considerably by allowing a common wafer map data format to external
probe and assembly subcontractors. Without this standard, a dozen differ-
ent parsers would have been implemented and tested to interface with these
subcontractors, unnecessarily supporting multiple wafer map data formats.
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Figure 4.14: SEMI E142 wafer map data
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4.7 User interface

The EWM Graphical User Interface (GUI) is critical to probe operation,
allowing probe and device engineers to review wafer maps to identify de-
fects and patterns as well as the effects of outlier detection algorithms. The
following sections describe some of the main screens.

4.7.1 Hierarchical view

The data stored in EWM is displayed in a hierarchical manner, in a tree-
like structure (figure 4.15). The top node in the tree contains all the devices.
Each device expands to show all the lots that belong to the lot. Each lot fur-
ther expands into several wafers and finally, each wafer lists all the wafer
maps generated in the fab and probe floors for that wafer, as well as results of
outlier detection algorithms.

4.7.2 Device recipes (inspections)

Each device has a recipe (also called inspection) associated that deter-
mines which maps are required, which algorithms will be applied and the
settings for those algorithms. Figure 4.16 shows an example of a recipe.

4.7.3 Lot screens

A lot report can be generated anytime during the probe process to follow
the evolution of each lot and to analyze problems with them.

This lot report contains several pages. One of the pages shows the yield
for each wafer on the lot. Another page shows a view with all the wafer maps
where the geographical distribution of defects can be quickly identified (fig-
ure 4.17). Green represents passing dice while other colors represent different
defects.

Finally, another page on the lot report shows a combined view of the yield
of all the wafers in the lot (figure 4.18). This is also known as heat map where
green signifies no errors for the given die location across all wafers for the
given lot. The darker the red color, the lower the yield for that location.
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Figure 4.15: Hierarchical view

4.7.4 Wafer screens

Two and three-dimensional views are available for each wafer map (fig-
ures 4.19 and 4.20). Individual layers can be viewed or a combination of
multiple layers can be generated.

Wafer maps with hard bin results (values between 1 and 255 for each die)
normally use green to represent passing dice (figure 4.19).

Wafer maps with parametric test results (real numbers) use a gradi-
ent from dark blue to dark red to show each value in relation to the mean of
the test results for that wafer. The further the value is to the left of the mean,
the darker the blue color, the further to the right, the darker the red color
(figure 4.20).
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Figure 4.16: Device recipe (inspections)

4.7.5 Manual visual inspections

Probe operators sometimes visually inspect wafers for defects. These
defects are entered manually in EWM.

4.7.6 Reports

EWM provides several reports for device engineers to analyze the yield
impact incurred by the statistical outlier detection algorithms and to tune
these algorithms. These reports are:

• STDF report. This report can be run on any STDF file loaded into EWM
with parametric test results. Each test is identified by a test num-
ber and a test name. For each test the report lists the test number, test
name, the number of different values or categories, the minimum
value, maximum, mean, standard deviation, and whether the val-
ues could be transformed to normality or not. These tests are used for
the DPAT algorithm. Figure 4.21 shows an example of this report.

• Algorithm reports. There are multiple algorithm reports that show yield
losses due to the outlier detection algorithms by different categories.
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Figure 4.17: Lot report. Wafer maps view

One of these reports is the DPAT report by wafer. This report shows the
percentage of dice marked by DPAT by wafer (figure 4.22). Each line
represents a wafer and contains the device, lot, wafer ID, bin num-
ber for the DPAT defect, number of dice marked as defective by DPAT,
the total die count on the wafer, the percentage of dice marked by DPAT
over the total die count, and the date when the DPAT algorithm was ex-
ecuted. Another of these reports is the DPAT report by test. This report
lists all the tests and their individual yield impact in DPAT (figure
4.23). There is a line for each wafer and test. Each line has the de-
vice, lot, wafer ID, test number and name, the sigma multiplier (k) for
that test, the number of dice marked by DPAT for that test, the total die
count on the wafer, the percentage of dice marked by DPAT over the
total die count, and the date when the DPAT algorithm was executed.



88 Chapter 4. Electronic Wafer Mapping and Zero Defect Algorithms in Unit
Probe

Figure 4.18: Lot report. Yield map

• CQI report. This report helps tuning the DPAT and NNR algorithms by
highlighting tests that have a high correlation to a given CQI. Engineers
enter the coordinates of the CQI die. The report shows the Z val-
ues off the median for that die across all tests (equation 4.12). The
robust sigma calculated in this equation is a simple estimation of
dispersion, avoiding possible outliers on both ends.

Z =
X− p50

rSigma
(4.12)

where rSigma = p75−p25

1.35
, X is the test result for the die being analyzed
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Figure 4.19: Hard bins wafer view

and p25, p50, and p75 are the 25th, 50th, and 75th percentiles for the en-
tire wafer. The Z value is used to identify the parametric tests that
have a higher correlation to the CQI. This information is used to set
up the DPAT ST algorithm described in section 4.4. Figure 4.24 dis-
plays an example of this report. The panel on the left lists all the tests by
increasing Z values. The higher the Z value, the stronger the correla-
tion of that test with the CQI. The user can click on any test and the
corresponding values will be displayed on the right with a cross mark-
ing the location of the CQI. The histogram for the test results is shown
at the bottom of the screen.

• Test Correlation Report. This report provides a correlation between the
hard bin results on a wafer map and all the parametric tests for a given
STDF file. The purpose is to provide a wafer map with bin results from
final test or with CQIs to identify which tests have a higher correlation
with those post probe defects. This report is used for the DPAT ST algo-
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Figure 4.20: Parametric test results wafer view

rithm described in section 4.4. Tests with a strong correlation to past
CQIs will be used in a more aggressive way (smaller sigma multi-
plier k), increasing the chances of filtering future defective material as
described in section 4.8.

4.8 Results
This section presents the results obtained with EWM. First, EWM is a

holistic, extensive, and automated approach to defect detection. It combines
fab visual inspections, probe electrical results and statistical outliers. Be-
fore EWM, only probe results were consistently used. Just a few devices
included visual inspections and a very small percentage would run some out-
lier detection algorithms. In addition, it was performed in a heterogeneous
way, with small, ad hoc applications and with mostly manual processes.

As mentioned in the previous sections, EWM implements the following
algorithms: SBL, BMY, GDBC, SPAT, DPAT, AEC DPAT, NNR, and six new
algorithms that can be easily set up and tailored for the needs of each device.
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Figure 4.21: STDF report

Figure 4.22: DPAT yield impact by wafer
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Figure 4.23: DPAT yield impact by test

Algorithm Percentage of Wafers

Part Average Testing Algorithms 48% (17% Robust DPAT)

Spatial Algorithms 71%

SBL and BMY 66%

Automated Visual Inspections 17%

Manual Visual Inspections 3%

Table 4.1: Percentage of wafers running each algorithm

These algorithms have been introduced gradually over the last 6 years.
During that time period, EWM has processed data for over ten million
wafers. At the beginning of 2012, the percentage of wafers that ran each
of the algorithms is shown on Table 4.1. NNR was not used in produc-
tion yet. The percentage of wafers running these algorithms is very high,
significantly contributing to device quality.

To determine the effectiveness and efficiency of these algorithms, 289,080
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Figure 4.24: CQI report

dice on 495 wafers for the same device have been analyzed (with 205,671
good dice, 83,409 defective dice, and 26 CQIs). Such studies are extremely
rare in the field since tracking CQIs is costly.

4.8.1 Spatial algorithms comparison

Figure 4.25 compares the performance of the classic spatial algorithms de-
scribed in section 4.3. The X axis shows the percentage of CQIs identified and
the Y axis the percentage of good dice discarded. The X and Y axes stop at
50% since the allowed yield loss for outlier detection is much less than that.

The orange straight line in figure 4.25 represents the performance of ran-
domly marking dice as a method of detecting outliers. If a percentage of the
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Figure 4.25: Classic spatial algorithms comparison

good dice were marked as outliers and not shipped to customers, the
same percentage of CQIs would be detected assuming defects are uni-
formly distributed on the wafers. For instance, to identify 48% of the CQIs
would require discarding 48% of the good dice. Although this is a simplistic
assumption, it provides a benchmark for other methods.

The blue line shows the performance of the GDBC algorithm using 2 rings
of dice (24 neighbors). Its performance is an improvement compared to the
random method. For instance, to be able to identify 34.6% of the CQIs (9 out
of the 26 CQIs in this study), 25.8% of good dice would be discarded. The red
line is the GDBC algorithm with 1 ring (8 neighbors) which has a better per-
formance than the 2 ring version for this device in particular. It would discard
21.8% of dice to identify 34.6% of the CQIs. The reason why the performance
of the 2 ring GDBC is slightly worse than that of the 1 ring is because, with
this particular device, defects beyond the immediate ring of neighbors do not
contribute to identifying future CQIs and introduce noise in the algorithm.

Lastly, the two new spatial algorithms presented in section 4.4 are com-
pared on figure 4.26. The first algorithm is called GDBC SB (Good Die in a
Bad Cluster with Specific Bins) and only considers bad neighbors a spe-
cific set of bins. This version performs better than the previous ones as can be
seen in figure 4.26 (green line): to detect 34.6% of the CQIs would require
15.9% yield loss which is a significant improvement over the classic GDBC 1
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Figure 4.26: New spatial algorithms comparison

ring algorithm (red line). The bad bins included in this last GDBC ver-
sion are determined by analyzing past CQIs and calculating the probably that
a given bin number has an adjacent CQI. Figure 4.27 shows this distribu-
tion where the X axis represents bin numbers and the Y axis the probability
that the given bin number has an adjacent CQI considering all the good
neighbors for all the known CQIs. This probability is calculated as the num-
ber of CQIs around the given bin number divided by the total number of
good dice that surround that bin number. All the known CQIs should be in-
cluded in this calculation. In the absence of CQIs, all bad bins are included
which defaults to the classic GDBC algorithm.

Finally, the other new algorithm created and defined in section 4.4 is
called Bad Bin in a Bad Cluster (BBBC). Its performance is displayed on figure
4.26 (blue line). It has a slight performance increase compared to GDBC with
specific bins: It would discard 14.4% of dice to identify 34.6% of the CQIs.

4.8.2 Part Average Testing (PAT) algorithms comparison

The classic part averaging testing based methods described in section 4.3
are compared in figure 4.28. The orange straight line represents the perfor-
mance of randomly filtering dice. The red line is the classic DPAT algorithm,
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Figure 4.27: Bin to CQI correlation

including all the tests applied to this device, approximately 1,500 tests. Us-
ing so many tests deteriorates this method’s efficiency and effectiveness since
many of them have no correlation to CQIs. Identifying 34.6% of the CQIs (9
out of the 26 CQIs) would require discarding 40% of the good dice which is
worse than randomly discarding dice.

A new algorithm named DPAT ST (DPAT with Specific Tests) has been de-
veloped. It only includes tests that have a correlation with past CQIs. This
information is gathered with the CQI and test correlation reports presented in
section 4.7.6. All known CQIs should be considered. In the absence of CQIs, a
list of tests defined by the division is used. By doing so, the performance im-
proves considerably as shown by the black line on figure 4.28. 34.6% CQIs
would be screened out with just a 16.9% yield loss.

The classic algorithms AEC DPAT and NNR are also compared on figure
4.28. But they have been improved by using the specific tests (ST) enhance-
ment as in the DPAT ST algorithm. The green line on figure 4.28 shows
the AEC DPAT ST algorithm (AEC DPAT with specific tests). Its perfor-
mance is slightly worse than DPAT ST: it would take discarding 24% of good
dice to identify 34.6% of CQIs. The reason for this degradation is that the lim-
its for each test are calculated with just the 1st, the 50th and the 99th

percentiles which do not include much detail about the distribution. Conse-
quently, the performance decreases slightly with respect to the classic DPAT
that uses the mean and standard deviation to calculate the limits.
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Figure 4.28: Part Average Testing algorithms comparison

The NNR ST algorithm (Nearest Neighbor Residual with Specific Tests) is
displayed as a blue line in figure 4.28 and represents a slight improve-
ment over DPAT with specific tests: to screen 34.6% of the CQIs, only 15.1%
of the good dice would need to be discarded.

The other algorithms that have been created for this research and pre-
sented in section 4.4 are compared on figure 4.29. The DPAT ST algorithm in
shown as a red line. This algorithm identifies 34.6% of CQIs with a 16.9%
yield loss.

The R DPAT ST version (Robust DPAT with Specific Tests) is displayed
as a green line. Performance has been improved: the algorithm only dis-
cards 16.5% good dice to screen 34.6% CQIs. By using robust statistics
(Grubbs algorithm), possible outliers do not bias the dispersion estima-
tion. And by transforming non-normal data to normal, skewness is factored
in (better than the AEC DPAT method).

Finally, the multi-site DPAT ST algorithm that has been created signifi-
cantly improves the performance (blue line). With just 8.9% yield loss, 34.6%
CQIs would be identified. The multi-site option splits results by probe site,
eliminating the site to site variance in the outlier detection process thus
increasing performance.
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Figure 4.29: New Part Average Testing algorithms comparison

Although this exhaustive analysis only includes one device, feedback
from other devices suggests that these results can be extrapolated to other
devices since qualitative behavior is similar.

4.8.3 Additional benefits

In addition to the quality improvements of outlier detection algorithms,
the following benefits have been realized:

• SPAT can be executed in EWM. The SPAT algorithm is tradition-
ally run inside the test program. The performance of this algorithm is
poor, but it is normally run to avoid shipping parts outside the specifi-
cation limits. The limits for SPAT need to be updated every six months
to adjust to changing conditions and the test program needs to be re-
qualified which is time consuming. By running SPAT in EWM, the test
program revalidation step is avoided. In addition, SPAT limits in EWM
can be easily relaxed to allow more efficient algorithms (DPAT, NNR) to
be the front line of outlier detection.

• Multi-site DPAT and NNR provide a clear advantage when using multi-
site probe cards, which is the typical case. If site to site variance is
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considerable many dice can be erroneously marked as outliers if the
multi-site option is not used.

• Algorithms can be easily set up in EWM. All tests can easily be re-
trieved from STDF files for the device engineer to choose which ones
will be used for DPAT and NNR.

• There is a complete control over algorithms and roadmap. New
algorithms can be easily and quickly implemented, developing an ad-
vantage over competitors with a similar product. New algorithms can
be created and implemented in an area that is strategically important to
Freescale.

• EWM supports inkless assembly by implementing the SEMI E142 for-
mat [75] for wafer map data transfer. This standard has been elaborated
in conjunction with other semiconductor companies. Savings are in-
curred by not having to ink wafers to mark faulty dice before sending
them to assembly.

• The use of this industry standard format for wafer map transfer allows
one single data format for external probe and assembly subcontractors
presenting a common interface and decreasing development time.

• Deployment of this application to all probe floors in Freescale was car-
ried out in conjunction with process standardization across all probe
floors, decreasing variation (and development time) and, consequently,
increasing quality. Requirements from all sites were collected through-
out several years and prioritized to implement first the ones that had
the greatest impact.

• EWM has also increased automation by integrating completely into the
unit probe operation, interfacing with the MES for lot split, merge, hold,
release and automatic die count updates and with the ERP system for
automatic wafer map transfer to assembly. By increasing automation,
labor costs have been reduced.

• Finally, hardware resources used by EWM are optimized. Database
footprint for wafer maps and recipes stored is small. This is achieved
by compressing the wafer map information before storing it in the
database. This compression schema is also used when transferring
information for display to the user interface, minimizing network traffic.
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Chapter5

EquipmentUtilizationTrack-
ingandImprovementinProbeand

FinalTestAreas

Productivity is being able to do things

that you were never able to do before.

Franz Kafka

S
emiconductor manufacturing follows a cyclical business model in
which demand varies considerably. The need to increase equipment
utilization is paramount, especially to survive down cycles. A small
investment in maintenance can increase utilization considerably but

the first step is to measure equipment utilization. Measuring equipment uti-
lization should include enough detail so that utilization losses can be clearly
identified, specially the conditions and factors that cause them. These losses
can be addressed with proactive and reactive maintenance to drive uti-
lization up. Due to the multitude of factors that contribute to utilization
losses, actions implemented to correct them may not have the anticipated ef-
fects. Thus, a careful analysis of utilization trend is necessary to quantify the
effect of such actions.

Moreover, companies with multiple factories must enforce standards
across all the factories to ensure fair comparison. There are normally different
equipment utilization tracking applications across factories with overlapping

101



102 Chapter 5. Equipment Utilization Tracking and Improvement in Probe
and Final Test Areas

functionality. Consequently, factory to factory equipment utilization compar-
isons are not possible. Systems upgrade and maintenance becomes difficult
due to multiple software enablers, operating systems, and database versions.

To address all these problems, a global application has been developed
during this research to track and increase equipment utilization.
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5.1 Introduction

Probe and final test equipment (testers) represent a vast portion of the cost
of final manufacturing operations in the semiconductor industry. Maximizing
utilization is critical to keep operating costs low.

A key component to increasing equipment utilization is maintenance [19].
Too little maintenance and testers will experience down time more of-
ten. More maintenance than necessary will waste valuable engineering and
hardware resources. It is critical to find a balance [31].

Along these lines, Cocheteux at al. [12] proposed transforming traditional
reactive maintenance practices to condition-based, predictive maintenance.

To address these problems, an application called Tool Time Tracker (TTT)
has been entirely developed and deployed to most of the probe and fi-
nal test floors in Freescale Semiconductor Inc. TTT was developed utilizing
the framework, architecture and MDA approach described in chapter 3.

To be able to increase equipment utilization, accurate, real-time data col-
lection is performed to determine equipment utilization and quality metrics.
Some of these metrics are defined in the SEMI E79 standard [72] while most
of the metrics have been created during this research. Then, an analysis of
these metrics (real-time and historical) is conducted to determine correc-
tive actions. In addition, this application monitors these metrics in real-time
to warn engineers if they degrade quickly for immediate correction. More-
over, trend analysis is performed off line to identify opportunities to improve
equipment utilization and to determine the impact of corrective actions.

This chapter is organized as follows: section 5.2 reviews the related work,
section 5.3 introduces the application developed in Freescale Semiconduc-
tor Inc. to track equipment utilization in probe and final test. Section 5.4
describes the real-time factory views utilized by engineers to address main-
tenance issues. Section 5.5 lists all the available reports to help driving
equipment utilization improvements and the data retention policy. Section 5.6
addresses report scheduling and finally, section 5.7 presents achieved results.

5.2 Related work

Rasovska et al. [68], Karraya et al. [29] and Matsokis et al. [40] pro-
posed ontology models for semantic maintenance focusing on data collection
and analysis to provide advanced maintenance methods.



104 Chapter 5. Equipment Utilization Tracking and Improvement in Probe
and Final Test Areas

Batumalay et al. [9] determined that there exists a significant relationship
between Preventive Maintenance (PM) and Overall Equipment Effectiveness
(OEE).

Following those lines, TTT provides standard equipment performance re-
porting (Overall Equipment Effectiveness, utilization, detailed equipment
losses, etc.) across probe and final test using the SEMI E10 state model [74],
the SEMI E58 [76] sub-state model, and the Freescale EPR++ standard for
equipment interfaces.

As Kalir et al. [28] stated, using Manufacturing Execution System (MES)
information exclusively to determine equipment utilization does not provide
accurate information. MES data is not 100% reliable except for Preven-
tive Maintenance (PM) events. The work presented in this chapter combines
MES and equipment controller events to draw a precise picture of the equip-
ment status. Data from the MES and equipment controller are sent to TTT as
soon as the equipment state changes. These events are merged in real-time
providing a precise and unified view of the shop floor.

Another key contribution in this dissertation is the concept of context
which is an extension of the state and includes sub-state, device, lot, op-
erator, test program, probe card, loadboard, etc. This allows drill-down
analysis which pinpoints factor(s) contributing to losses. Any numerical vari-
able can be graphed versus any context variable and analyzed that way. This
functionality sets TTT apart from other commercially available software.

By deploying TTT to all factories, an accurate factory to factory
comparison of tester performance and losses is achieved.

In addition, TTT provides a real-time status display of testers and
real-time reports, allowing maintenance engineers to react immediately to de-
teriorating conditions. Historical performance reports are also available to
analyze the impact of maintenance measures implemented.

Also, TTT is aware of equipment and resources usage, notifying engineers
about preventive maintenance when usage reaches maximum allowed.

Finally, the equipment data collected is used for accurate capacity
planning as well.

5.3 Equipment utilization tracking

TTT collects tester data that is used to measure equipment utilization. De-
tailed losses are also captured by TTT allowing identifying opportunities for
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Figure 5.1: TTT architecture

improvement, specially maintenance related problems. TTT is written in Java
with a client/server architecture, utilizing the framework, architecture and
MDA approach described in chapter 3.

5.3.1 Functionality

TTT receives tester utilization data in real time. The Manufacturing Exe-
cution System (MES) also sends tester maintenance events to TTT in real
time. TTT combines both sets of events to determine the state of each tester
[13, 73]. Figure 5.1 shows this architecture.

Events are sent to TTT using the Freescale EPR++ standard for equip-
ment interfaces described in subsection 5.3.4. A similar approach was used
by Lee [33] to transfer machine data to higher level systems. Testers also
send contextual information about their operation such as sub-state, de-
vice, lot and wafer being tested, operator running the tester, load board,
probe card in use and numerical data items such as set up time, number of
devices tested, yield, test time, etc.
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TTT provides reports correlating any pair of contextual and numeri-
cal variables such as state to time spent in that state, load board to number of
alarms, device to yield, etc. These reports are fundamental to analyze trends
and determine problem root causes, identifying maintenance corrective ac-
tions (both active and preventive). This is an important contribution in this
research.

All these reports are available by shift, day, week, and month. TTT also
provides real-time status display of testers in production and real time
reports for reactive maintenance.

5.3.2 System context diagram

Each tester in probe is controlled by a prober controller named Integrator
(figure 5.1) which governs the operation of the tester. In final test, the tester
controller which controls the tester and handler was developed as part of this
research and it is described in chapter 3 (SC2). Both, prober and tester con-
trollers generate EPR++ messages for TTT informing about the detailed tester
activity. This happens automatically without the operator intervention.

TTT combines all the information received by the equipment controller
and the MES and decides the SEMI E10 [74] state of the equipment and
the sub-state according to the SEMI E58 standard [76]. Maintenance events
received by the MES overwrite events generated by prober and tester con-
trollers. TTT also sends the new state to the MES so that both, TTT and the
MES, are in synchrony.

Mathew et al. [39] used a database based on the MIMOSA OSA-EAI speci-
fication to support their data driven application. In a similar fashion, TTT
stores all equipment data in an Oracle database (figure 5.1).

Additionally, TTT generates periodic reports with data needed by the ca-
pacity forecasting system and it also sends equipment data to the corporate
data warehousing application where engineers can perform custom queries.

5.3.3 SEMI E10 standard

The SEMI E10 specification [74] establishes six basic equipment states
(productive, standby, engineering, scheduled downtime, unscheduled down-
time, and noon-scheduled) as shown on figure 5.2. Additional visibility and
greater resolution of equipment operation are achieved by creating sub-
states according to the SEMI E58 specification [76] that map to the six basic
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Figure 5.2: SEMI E10 standard

SEMI E10 states as displayed on figure 5.2. For instance, Process engineer-
ing and equipment engineering sub-states are mapped to the E10 engineering
state. This allows customizing the SEMI E10 standard [74] to specific oper-
ating scenarios and equipment performance objectives while maintaining
compliance with the SEMI E10 major state definitions and utilization met-
rics. Figure 5.3 shows a list with some of the sub-states defined in TTT and
their mapping to one of six SEMI E10 states. The SEMI E58 standard de-
fines 35 sub-states which have been extended to 89 to include the specific
conditions for probe and final test.

By implementing the SEMI E10 state model [74], TTT provides stan-
dard equipment performance reporting across all probe and final test floors
in Freescale.

5.3.4 Freescale EPR++ standard for equipment utilization

This section describes a Freescale standard set of semiconductor equip-
ment event messages between equipment in the probe and final test areas
and the targeted data collection host. EPR++ stands for Equipment Perfor-
mance Reporting. It was developed in Freescale and provides a common
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Figure 5.3: States and sub-states

framework for equipment event message format allowing a single applica-
tion to be used for performance reporting and a source of capacity planning
and analysis. The contribution in this research is the addition of the con-
cepts of context and numerical variables to the EPR++ standard which
greatly enhance data mining.

EPR++ messages contain states based on the SEMI E10 specification
[74], limited predefined equipment events (see table 5.1), context and nu-
merical variables. As mentioned, context and numerical variables allow
reporting on equipment specific losses. Figure 5.4 shows the six states de-
fined in the SEMI E10 standard and the possible transitions triggered by the
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Figure 5.4: EPR++ state transitions

events listed in table 5.1.

An example of EPR++ message is listed in figure 5.5. In that example,
equipment J750-5 generates a GOTO_PRODUCTION_READY event signalling
that is has made a transition to the Standby state at 14:41:27 on August 11th

2010 (Event element). The previous state was Productive which had stated
at 14:30:55 on August 11th 2010 (State element). The context and numeri-
cal variables recorded during that productive state are listed in the message
(Context and Numerical elements). Providing context and numerical vari-
able allows collecting precise information about the equipment operation
which is used for identifying factors for utilization losses.

Context variables provide information about the condition of the equip-
ment, like lot being processed, device, operator running the equipment, etc.
For probe and final test, the list of context variables is:
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Event Action

1 EQUIP_START Operator enters lot ID, loads test program and
starts testing.

2 EQUIP_STOP Equipment is finished processing.

3 ALARM_SET An alarm occurs which requires equipment
to stop or damage to equipment, product or
people will occur.

4 ALARM_CLEAR Alarm clears and the equipment can begin
working again.

5 GOTO_PRODUCTION_READY User transitions equipment to standby.

6 GOTO_ENGINEERING User transitions equipment to engineering
mode.

7 GOTO_SCHEDULED_DOWN Equipment goes to scheduled down state.

8 GOTO_UNSCHEDULED_DOWN User transitions equipment to unscheduled
down, or an alarm occurs and the equipment
needs attention.

9 GOTO_NON_SCHEDULED Equipment is not scheduled to work.

10 EQUIP_INFO This event is used to send updated con-
text and numerical data items and it will not
initiate a state change.

Table 5.1: EPR++ events

• Probe and final test: sub-state, lot, device, operator and crew.

• Probe: re-probe, probe card, probe card type, wafer, and probe pass.

• Final test: res-test, handler, load board, sites available, flow, jam alarm,
test program and temperature.

Numerical variables provide quantifiable data items about the equipment
operation. For probe and final test, the numerical variables are:

• Probe and final test: devices processed, good devices count and test
time.

• Probe: touch increment, number polishes and wafers processed.
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Figure 5.5: EPR++ example

• Final test: index time, insertions and hard bin results by site.

New context and numerical variables can be easily added to TTT as it has
been done through several releases.

5.4 Real time factory views

TTT includes a dashboard with four different views of the shop floor in
real time: utilization, production, maintenance, and engineering views. These
real-time views allow engineers to quickly identify the equipment that cause
most of the problems. Typically 80% of the problems come from just 20% of
the resources [53]

5.4.1 Utilization view

In the utilization view each icon displays the current SEMI E10 state [74]
for the corresponding tester. This provides a high level view of equip-
ment losses. Figure 5.6 shows this view. Each color represents a different state
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Figure 5.6: Utilization view

for quick state identification. Green is an intuitive color to indicate nor-
mal operation (productive), yellow draws attention for standby equipment
and red highlights equipment that need immediate attention (unscheduled
down). Finally, blue is used to denote equipment in engineering mode, or-
ange for preventive maintenance and setup (scheduled down), and gray for
non-scheduled equipment.

5.4.2 Production view

In the production view testers turn orange when they have completed
testing 80% of the lot and red after 95% to flag that a new lot needs to be
started. This prompts operators to bring a new lot to the tester. Otherwise
the tester icon remains green to indicate that no action is required. Fig-
ure 5.7 shows an example of this view. The sub-state, device being tested and
the temperature are also displayed.
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Figure 5.7: Production view

5.4.3 Maintenance view

In the maintenance view testers turn orange if current performance is un-
der 90% and red if below 50% or the tester is in unscheduled down state
(caused by the tester issuing an alarm). Performance is defined as the num-
ber of devices tested divided by the maximum number of devices that can
be tested. This prompts the maintenance crew to stop the tester and re-
pair the problem. Figure 5.8 shows an example of this view. The sub-state,
device being tested and load board ID are also displayed.

5.4.4 Engineering view

In the engineering view (figure 5.9) testers turn orange if last hour yield
falls under 80%, red if below 50%. Otherwise they remain green. The last
hour yield is defined as the number of good devices tested in the last hour di-
vided by the total number of devices tested in the same period. Low yield
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Figure 5.8: Maintenance view

may indicate a problem with the load board or probe card. Engineers will ex-
amine them to determine if they need to be repaired or if the low yield is
attributed to the devices being tested.

5.4.5 Tester transition chart

The information for every tester can be expanded to show all the EPR++
events for the last 24 hours. The engineer selects a tester and a new screen
pops up showing the changes in the SEMI E10 state and the main con-
text and numerical variables for the last 24 hours. Figure 5.10 shows an
example in which the changes in tester state, lot being tested, device, temper-
ature, handler, load board and other context variables are clearly seen. The
test yield produced by each test site is also displayed as a solid graph. Main-
tenance engineers can easily see if the yield for a given site is much lower
than that of the rest of the sites and identify the load board associated to the
tester at that time. If the differential is too high, the load board is ser-
viced. This chart also allows determining other conditions that could be
affecting the load board performance such as temperature and handler.
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Figure 5.9: Engineering view

Figure 5.10: Tester transition chart
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Figure 5.11: 3-D shop floor view

5.4.6 Shop floor 3-dimensional view

A 3-dimensional virtual factory view of the shop floor is also avail-
able. Testers are displayed at their physical position in the factory with the
icon color indicating their state (figure 5.11).

5.5 Reports and data retention

TTT provides standard equipment performance reporting across probe
and final test. A couple of these metrics are defined in the SEMI E79 stan-
dard [72] and are: Overall Equipment Effectiveness (OEE) and utilization
E10. All the other metrics presented in this section have been created during
this research.

These reports are fundamental to analyze trends and determine problem
root causes, Engineers study historical information and perform data mining
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to identify the factors responsible for utilization losses. Once that the ulti-
mate causes have been identified, corrective actions (active and preventive)
will be put in place to increase utilization.

All these reports are available by shift, day, week, and month. Users can
also specify which testers or groups of testers will be included in the reports.

Additionally, an important contribution is data summarization which is
performed to retain information for long periods of time while minimizing
the amount of used database space.

5.5.1 Maintenance report

TTT keeps track of load board and probe card usage. Engineers spec-
ify the maximum allowed number of uses for any load board and probe
card type. When this maximum usage has been reached, TTT automatically
notifies the corresponding engineers to signal due preventive maintenance.

5.5.2 Utilization trend

This report shows the utilization evolution for a group of testers over a pe-
riod of time. The user can select a tester type or one or more individual
testers. They also select a period of time that can be given by two time
stamps, or multiple shifts, days, weeks, or months. Figure 5.12 shows this re-
port. In that example the date is 4 weeks from work week 52 in 2010 to work
week 3 in 2011. The utilization evolution for the group of equipment se-
lected can be easily observed. The overall effect of implemented measures to
improve utilization can be analyzed with this report.

5.5.3 Utilization by tester

This report displays utilization for each tester for a group of testers and a
time period. The utilization of each tester in the selected group can be eas-
ily compared. This report highlights testers that may have a problem. The
user can select a tester type or one or more individual testers. They also select
a period of time as specified in the previous section. Figure 5.13 shows an ex-
ample of this report. In that report, the selected date is 1 week which is work
week 1 in 2011. The utilization of each tester in the selected group can be
clearly compared to determine testers that are underperforming.
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Figure 5.12: Utilization trend report

Figure 5.13: Utilization by tester report
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Figure 5.14: Detailed losses report

5.5.4 Detailed losses

This report shows detailed sub-states according to the SEMI E58 specifica-
tion [76] for each tester. Engineers can select a tester type or one or more
individual testers and a time period as specified in the previous sections. This
allows identifying where losses occur. SEMI E10 states like unscheduled
down are broken down into more specific sub-states to identify the exact rea-
son why the tester was down and the time it spent on that sub-state. An
example of this report can be seen on figure 5.14.

Typically, engineers will run a utilization trend report first (figure 5.12) to
identify time period(s) where utilization deteriorated. On figure 5.12, it is no-
ticeable that productive time (green color) is lower for work week 1 in
2011. Then, they would drill down by generating a utilization by tester
report for that time period (figure 5.13). This report highlights which equip-
ment has lower utilization. In this example, there is a tester with about 50% of
unscheduled downtime (red color). Next, they would run a detailed losses re-
port for that time period and equipment to uncover the specific causes as
shown on figure 5.14. In this case, the handler was jamming very often (6.22%
of the time spent in sub-state Handler is Jammed) and the maintenance crew
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spent considerable time fixing it (35.79% in sub-state Handler Repair). A
thorough repair or a new handler would have saved considerable time.

In addition to these reports, engineers can query the TTT database to
perform ad hoc data mining.

5.5.5 Average test time and yield by product line

This report is used for accurate capacity planning, it provides a list of
product lines (group of devices) and the associated test time and yield for the
equipment and time period selected.

5.5.6 Other report types

There are many predefined reports that engineers can generate on the fly.

Each report offers several ways to group the information: by all testers, by
tester equipment type, by tester, by date, by crew, by crew and tester, by
device, and by product line.

Below is the list of predefined reports:

• OEE (Overall Equipment Effectiveness). This metric quantifies how well
a manufacturing unit performs relative to its designed capacity, during
the periods when it is scheduled to run. The formula to calculate OEE is:

OEE = Good devices
Sites available × Test time + Index time (Test)

Total time

+ Good devices
Devices tested × Test time + Index time (Retest)

Total time

(5.1)

• UOEE (Uncompromising Overall Equipment Effectiveness). This met-
ric is also a simplified version of OEE and comprehends tool utilization
for all products (good units, bad units, and retests). UOEE focuses on
capital utilization.

UOEE =
Test time (State=Productive)

Total time
(5.2)

• Utilization E10. This report shows equipment utilization using the
states defined in the SEMI E10 standard [74] for definition and
measurement of equipment reliability, availability and maintainability.
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• Utilization all states. This report provides equipment utilization accord-
ing to the SEMI E58 standard [76] which includes more details than the
E10 report. Additionally, three metrics are included:

First Pass Site

Performance Loss
= Sites available-Devices tested

Sites available

× Good devices
Devices tested

× Test time + Index time (Substate = Test)
Total time

(5.3)

First Pass

Yield Loss
= Devices tested-Good devices

Devices tested

× Test time + Index time (Substate = Test)
Total time

(5.4)

Retest

Gain
= Good devices

Devices tested

× Test time + Index time (Substate = Retest)
Total time

(5.5)

• Devices processed. It shows the total number of devices processed by
the equipments selected in the period specified.

• Yield. This report displays the yield for the equipment and time pe-
riod selected. Yield is defined as the number of good devices divided by
the total number of devices tested.

• Site Yield. It is defined as the good number of devices tested divided by
the total number of devices tested but broken down by each test site.

• Total Test Time. This report provides the total test time for the
equipment and period specified.

• Average Test Time. It is defined as the test time divided by the number
of devices tested.

• Yield Loss. It is defined by the following formula:

Yield Loss=
Devices tested-Good devices

Devices tested
× Test time + Index time

Total time
(5.6)
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Figure 5.15: Data summary

5.5.7 Data summarization and retention

Data records are summarized at the end of each shift, day, week, and
month. Numerical variables are added for records whose context variables
have the same values. Figure 5.15 shows how this summarization schema
works.

Detailed records with information about the moment they happened are
kept for 2 weeks. At the end of each shift, detailed data records are summa-
rized for that shift. These records are kept for the last month only. Similarly,
at the end of the day, week, and month, the records for the period of time that
they expand are summarized. Data summarized by day, week, and month
are kept for 2 months, 1 quarter, and 1 year respectively, as shown on figure
5.16. Older records are automatically deleted by TTT. These retention peri-
ods are based on the experience gathered in the factories. It is a compromise
between detail needed for analysis and database space.

Using this approach allows to keep detailed records for the immediate
past and less detailed data for longer periods of time. This schema retains in-
formation for long periods of time minimizing the amount of used database
space.

5.6 Report scheduling

Any report can also be scheduled to be generated automatically (ev-
ery hour, daily, weekly, monthly) and published on the application web site
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Figure 5.16: Data retention

and/or emailed to a list of engineers. Figure 5.17 shows the list of reports
scheduled to run at different times. Administrators can add, delete or up-
date any existing report schedule. When editing or creating a new report
schedule, the screen on figure 5.18 appears.

Very little code had to be written to create these windows. The frame-
work presented in chapter 3 automatically generates these screens from XML
screens definitions. The MDA described in chapter 3 as well further re-
duced the amount of code that had to be written, incurring substantial
savings in development time and resources.

Finally, figure 5.19 shows the application web page with the list of reports
published.

5.7 Results

An application named Tool Time Tracker (TTT) has been developed us-
ing the framework, architecture and MDA approach presented in chapter 3.
TTT correlates all data pertaining to state change serving the function of
event router from equipment controllers and the MES. It combines equip-
ment data and MES maintenance events in real time to reflect the state of each
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Figure 5.17: List of scheduled reports

tester at any moment since relying on MES events only does not provide ac-
curate information [28]. Thus, TTT is a single, accurate and unified source for
equipment performance data.

It implements a simple yet powerful equipment state model based on the
SEMI E10 standard [74] while recording detailed information about losses
according to the SEMI E58 standard [76].

Hundreds of probers and testers send equipment events in real-time to
TTT in three probe floors and three final test floors in Freescale Semiconduc-
tor Inc. TTT receives and combines MES and equipment controller events in
less than a second after the state or any context variable has changed for any
equipment. On average, the number of events received daily by the six TTT
instances is 250K.

Equipment performance data is also fed to corporate data warehousing
for analysis and to the capacity planning system.

TTT real-time reports allow engineers to quickly spot equipment whose
performance is degrading. It also notifies engineers when preventive mainte-
nance is needed by keeping track of resource usage. In addition, the real-time
and historical reports allow performing data mining to identify causes for
utilization losses and analyzing utilization trends to assess the effect of
preventive maintenance measures implemented.
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Figure 5.18: Report scheduling screen

Data records are summarized by merging the ones with the same context.
By using this schema, information can be kept for months while minimizing
the amount of database space needed and keeping the necessary level of de-
tail. Table 5.2 shows the amount of database space used for one area in a
factory for each summary period. The total size is 16.6 Gigabytes. If the sum-
mary process was not in place and detailed data was kept for 1 year, the
amount of data needed would be 37.3 Gigabytes. Consequently, this sum-
mary schema decreases the database space needed (and the queries response
times) by 55.5% without losing analysis capability.

Productive time has increased due to the leverage of TTT. Figures 5.20
and 5.21 show the increase in productive time in two final test facto-
ries in Freescale Semiconductor Inc. during the ten months following TTT
deployment.

As figure 5.20 shows, factory 1 increased productive time by 7.5% in the
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Figure 5.19: Reports published on application web page

Period Number records DB space (Gb)

Detailed 1,750,957 1.5

Shift 1,592,625 1.4

Day 3,194,325 2.8

Week 5,018,730 4.4

Month 7,458,976 6.5

Total 19,015,613 16.6

Table 5.2: Database size
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Figure 5.20: Utilization improvement. Factory 1

ten month period. Unscheduled downtime decreased slightly (from 16% to
15%). The detailed and accurate data collected by TTT allowed identify-
ing downtime causes more precisely, allocating preventive maintenance to
the items that needed it most. During these ten months, scheduled downtime
and engineering time remained almost constant (around 6% each). Although,
the biggest reduction was in standby time (from 21% to 10%). This was
achieved by the real time displays that highlighted testers that were idle to
prompt operators and managers to attend them quickly, reducing idle time.

Figure 5.21 shows that factory 2 increased productive time by 6.2% in the
ten month period after TTT was released to this factory. Unscheduled down-
time decreased from 13.6% to 11.3%. Again, the rich data collection approach
of TTT made possible to better highlight utilization losses and address
them with smarter preventive maintenance. During these ten months, sched-
uled downtime and engineering time remained almost constant (about 6%
and 7% respectively). Similar to factory 1, there was a considerable reduction
in standby time from 15% to 8%. As in factory 1, the real time dashboard pro-
vided by TTT identified testers that needed immediate assistance, reducing
idle time.
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Figure 5.21: Utilization improvement. Factory 2

These results emphasize the significance of collecting detailed and accu-
rate performance information and the importance of recording context and
numerical variables to enable data mining to uncover the true causes of
utilization losses.

Additionally, the detailed and accurate information collected by TTT will
be the data source for a new application in development that will schedule
the probe and final test areas.
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Chapter6

ConclusionsandFutureWork

Quality is not an act, it is a habit.

Aristotle

I
n this dissertation, a new architecture and framework that could
face the specific demands of the semiconductor industry have been
introduced. Moreover, they have been applied to develop three appli-
cations used in production in the probe and final test areas in Freescale

Semiconductor Inc. in Asia, Europe and North America with significant
results.

Freescale Semiconductor Inc. is a global leader in embedded processing
solutions for the automotive, consumer, industrial and networking mar-
kets. Freescale manufactures microprocessors, microcontrollers, sensors, and
analog integrated circuits.

This framework is very conducive for quick prototyping and develop-
ment. With the Model Driven Architecture (MDA) approach utilized, a fully
functional application is automatically generated. Logic can easily be added
to the code generated without having to implement data display and persis-
tence functions. Thus, development time has been reduced considerably: a
69% and 40% reduction in lines of code written for two of these applications.
The code generated is Java which runs on Unix, Windows and Macin-
tosh platforms, allowing to deploy the applications to virtually any computer
in the company.

The three applications are highly maintainable and upgradable: developer
efficiency has improved about 25%. Junior developers are able to lever-
age this framework in less than 40 hours of training. Additionally, by using
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class diagrams and XML screens to describe the model, documentation has
improved. Moreover the use of open source tools decreased costs.

The resources used by the framework (CPU, memory, disk space,
database, and network traffic) are minimized. Traffic and transmission times
are reduced 93% for medium size data items and 48% for extra large ones.
Average data transferred between server and clients for one of these appli-
cations alone is 125 Mbytes each day (with the framework compression
approach). The average number of requests is 30,000 per day.

The first application developed with this architecture and framework
is known as Station Controller 2 (SC2). SC2 is an advanced operator in-
terface that controls both, the tester and handler hardware in final test.
Hundreds of testers in three final test floors in Asia and North Amer-
ica are running SC2. It has increased quality and reduced operator training
by providing a unified user interface as tester controller and incurred consid-
erable savings by avoiding buying very expensive software while allowing
complete customization for manufacturing requirements.

SC2 setups the tester by loading the test program and the handler by
loading a handler recipe. It also monitors lot yield, site delta yield, and
consecutive failure limits and it automatically disables problematic sites.

In addition, SC2 monitors handler recipe. And it will set the parameters
again if they have been changed in the middle of a lot. Moreover, SC2 pro-
vides centralized configuration for tester and handler settings which are
stored in a database and can be viewed or edited from any computer
within Freescale while implementing a production control feature that pre-
vents pending setups from being used. Additionally, a history of tester and
handler setups is kept, including what was changed and by whom. This al-
lows traceability and rolling back to a previous release if needed. These
settings can also be easily exported to other factories.

Also, SC2 sends EPR++ events to TTT with detailed utilization data. And
it integrates with the Manufacturing Execution System (MES) to download lot
attributes and processing parameters. Additionally, at the end of lot, a record
of the setups that were used is uploaded to the MES system for traceability.

Finally, SC2 is extremely modular. The core functionality is decoupled
from the tester and handler specific drivers. New tester and handler types are
easily supported by adding new drivers without having to modify the
core logic. This provides a considerable reduction in development time and
testing.
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The second application implemented is named Electronic Wafer Map-
ping (EWM). It combines wafer visual and electric defects and applies outlier
detection algorithms to decrease the number of Customer Quality Inci-
dents (CQIs). EWM runs in five probe floors in Asia, Europe and North
America and has processed data for over 10 million wafers to date. This con-
tributes significantly to the company’s quality initiatives by decreasing the
number of CQIs.

This application implements several known outlier detection algorithms
and novel variations of those as well as new algorithms developed in this the-
sis. These algorithms can be easily set up in EWM and tailored for the needs
of each device.

An analysis of 289,080 dice on 495 wafers with 205,671 good dice and
26 CQIs has been performed to determine the efficiency and effective-
ness of these methods. The novel enhancements for these algorithms and the
new ones have significantly increased performance. Although this exhaus-
tive analysis only includes one device, feedback from other devices suggests
that these results can be extrapolated to other devices.

Additionally, EWM supports inkless assembly by implementing the SEMI
E142 format for wafer map data transfer. This standard has been elaborated in
conjunction with other semiconductor companies as part of this research. The
use of this standard has decreased development time by providing a common
interface with probe and assembly floors (both, internal and external).

Moreover, EWM is perfectly integrated in the probe floor and has auto-
mated multiple processes: lot splitting and merging, lot holding and
releasing, automatic die count updates and automatic wafer map trans-
fer to assembly. Consequently, labor costs have been reduced. In addition, the
framework used to implement EWM minimizes hardware resources usage:
the compression schema provided by the framework makes database foot-
print for wafer maps and recipes minimal, as well as network traffic between
clients and servers.

Another application implemented with this framework is Tool Time
Tracker (TTT). It runs in three probe floors and three final test floors in
Freescale Semiconductor Inc. in Asia and North America. Hundreds of
probers and testers send equipment events to TTT. On average, 250K events
are sent daily to TTT throughout all the factories.

TTT combines Manufacturing Execution System (MES) maintenance
events and equipment data in real time to capture the state and parameters of
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each tester at any moment. It is a single source of standard utilization and de-
tailed losses information across all probe and final test factories. This allows a
fair productivity comparison across all factories.

It also implements a powerful equipment state model based on stan-
dards SEMI E10 [74] for high level states and SEMI E58 standard [76] for
detailed sub-states to capture specific losses.

TTT real time dashboard allows engineers to quickly identify degrading
conditions and react to them swiftly. Additionally, it keeps track of resource
usage and notifies engineers when preventive maintenance is due. Also,
historical reports allow performing data mining to identify causes for utiliza-
tion losses, driving productivity increases. Utilization trend reports are also
analyzed to determine the effect of the measures implemented.

Moreover, the summarization schema implemented in TTT allows keeping
data for months while minimizing the amount of database space needed.

Productive time has increased 7.5% and 6.2% respectively in two fi-
nal test factories in Freescale Semiconductor Inc. during the ten months
following deployment.

Future improvements for the framework and architecture include us-
ing UML [81] activity diagrams (in addition to class diagrams) to describe
to a high degree object oriented applications [27, 52]. The behavioral na-
ture of activity diagrams makes them appropriate for designing the high level
logic, (although it is not practical to generate all the code from activity dia-
grams). Combination of class and activity diagrams for code generation
could produce a higher percentage of the final source code [27, 30]. In
addition, complete design documents would be created in the first place.

For EWM, future plans include uploading class probe results automati-
cally. In class probe, test programs check an entire reticle instead of individual
dice. Currently, the entire wafer is discarded if a reticle is faulty or a probe
engineer has to manually mark all the dice in the reticle as failed.

New reporting capabilities will also be added to display effect of algo-
rithms on individual tests and to provide additional features for robust DPAT
and other algorithms reports.

Additionally, new algorithms will be implemented, including regression
as proposed by Roehr et al. [70], and Schuermyer, et al. [71]. And existing al-
gorithms will be enhanced, for example adding the ability to choose DPAT or
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NNR at the test level, and extending the GDBC algorithm to include a second
ring of dice which may outperform GDBC with 1 ring when die size is small.

For TTT future enhancements, maintenance optimization decision tech-
niques based on data collected by TTT will be implemented. A neural
network [24] could be used to determine optimum preventive maintenance of
load boards and probe cards based on usage and yield parameters.

Finally, the framework and architecture presented in this dissertation are
being used in a fourth application currently in development. This fourth ap-
plication is a scheduler for the wafer fabrication area [32, 42] and it is expected
to be deployed to three factories in North America by the end of 2013.
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