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1 Introduction

In this paper, we investigate the dynamical behaviors of the following stochastic 3D globally modified

Navier-Stokes equations:

du− ν∆udt+ FN (‖u‖) [(u · ∇)u] dt+∇pdt = f(t)dt+
√
ε
∞∑
k=1

Gk(u(t))dWk(t) in O × (τ,∞),

div u = 0 in O × (τ,∞),

u = 0 on Γ× (τ,∞),

u(x, τ) = u0(x), x ∈ O,
(1.1)

where ν, ε > 0, u denotes the velocity field, O ⊂ R3 is an open bounded set with regular boundary

Γ, FN (·) : (0,∞) → (0, 1] is defined as FN (r) = min

{
1,
N

r

}
where r,N > 0, p denotes the pressure,

f ∈ L2
loc(R;H) is an external force field, Gk is a nonlinear function which will be specified later,

and {Wk(t)}k∈N is a sequence of independent one-dimensional standard Brownian motions on some

complete filtration probability space (Ω,F , {Ft}t∈R,P).

Navier-Stokes equations have been studied by many experts because of their wide applications

in fluids and combustion dynamics, manufacturing processes, etc. The existence, uniqueness and

asymptotic behaviors of solutions of deterministic 2D Navier-Stokes equations have been studied in the

literature (see, e.g., [42, 44] and the references therein). For stochastic 2D Navier-Stokes equations, the

well-posedness, random attractors and invariant measures have been reported in [5, 7, 20, 35, 43, 58].

However, the uniqueness of weak solutions of 3D Navier-Stokes equations is still an open problem

due to the nonlinear convection term. In order to overcome the difficulties caused by the nonlinear

convection term, a class of 3D globally modified Navier-Stokes equations (GMNSE) was introduced

in [10], and the existence and uniqueness of weak and strong solutions were proved. After that,

the asymptotic behaviors of solutions of 3D GMNSE have also been investigated in [31, 36, 56] for

deterministic cases and in [1, 23] for stochastic cases. In addition, we would like to mention another

significant modification on the 3D Navier-Stokes equations called tamed 3D Navier-Stokes equations

proposed by M. Röckner and X. Zhang in [39], where they investigated the existence and uniqueness of

solutions. For stochastic tamed 3D Navier-Stokes equations, the existence of invariant measures and

large deviations have been studied in [3, 40] and [24, 41], respectively. Inspired by the aforementioned

works, this paper is devoted to the asymptotic dynamics of stochastic 3D globally modified Navier-

Stokes equations.

The first aim of this paper is to study the existence and uniqueness of weak pullback mean random

attractors for system (1.1). Recently, the well-posedness of stochastic 3D globally modified Navier-

Stokes equations has been investigated in [1] where the nonlinear term Gk may not depend on the

gradient. However, those results in [1] cannot be directly applied to such model when the nonlinear

term Gk may depend on the gradient. To do that, based on Lemma 2.1 and a local monotonicity

idea, we can investigate the existence and uniqueness of strong solutions (in the probabilistic sense)

of (1.1), where the initial value u0 belongs to L2(Ω,Fτ ;H). It is worth mentioning that those are
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different from [23] where the existence and uniqueness of strong solutions (in the sense of PDE) for

stochastic globally modified Navier-Stokes equations were investigated under stronger conditions on u0

and Gk. According to the well-posedness of (1.1), we can define a mean random dynamical system in

the Bochner space C([τ, T ], H) associated with (1.1). Then, by the uniform estimates of the solutions

of (1.1) (see Lemma 3.1) and the theory of mean random dynamical systems in [47], the existence and

uniqueness of weak pullback mean random attractors can be obtained (see Theorem 3.1). In addition,

we would like to mention some studies about the pathwise random attractors [9, 26, 45, 55] and the

weak mean random attractors [48, 49, 53, 54].

Another motivation of this paper is to investigate the invariant measures of non-autonomous

stochastic 3D globally modified Navier-Stokes equations (1.1), which can provide some important in-

formation about long-term dynamics and be used to identify statistical equilibrium. In [20, 35], the

existence of periodic invariant measures has been discussed for 2D stochastic Navier-Stokes equations

with linear noise. But notice that the noise in (1.1) is nonlinear, which leads to those proofs in

[20, 35] may not be applicable directly to (1.1). In order to obtain the existence of (periodic) in-

variant measures of non-autonomous stochastic system (1.1) with nonlinear noise, we need to show

the weak compactness of distributions of a family of solutions. However in this case, the transition

operator associated with (1.1) is inhomogeneous in time, which leads to the uniform estimates in space

L2(Ω, C([τ, T ], H)) ∩ L2(Ω, L2(τ, T ;V )) are not enough to obtain such compactness of solutions. Be-

cause of this, we first establish the uniform estimates of solutions in a more regular space L2(Ω,F ;V )

when u0 ∈ L2(Ω,Fτ ;V ) (see Lemma 4.1). And then by the compactness method and the Prokhorov

theorem, we obtain the existence of invariant measures (see Theorem 4.2). In addition, if f is periodic

in t, we further show such an invariant measure is also periodic, which is different from [15, 18, 29, 32]

where the periodic measures do not have invariant property. For the existence of invariant measures of

autonomous systems, we refer the reader to [13, 46] for stochastic lattice systems and [6, 14, 30, 37, 52]

for stochastic partial differential equations.

It is natural to wonder about the relationship of invariant measures between stochastic globally

modified Navier-Stokes equations and the corresponding deterministic equations. And hence, we

consider the limiting behaviors of periodic invariant measures of non-autonomous stochastic system

(1.1) as the noise intensity ε → 0, which also implies the zero-noise limit is observable as noise is

non-negligible in real world. For the autonomous stochastic systems, the limits of invariant measures

of time homogeneous transition semigroup have been investigated in [17, 33] for stochastic lattice

systems and in [12, 16] for stochastic partial differential equations. However, for the non-autonomous

case, the transition semigroup is no longer time homogeneous, and hence we need to establish the

uniform estimates of solutions of (1.1) in L2(Ω,F ;V ) when u0 ∈ L2(Ω,Fτ ;H) (see Lemma 4.2), which

is crucial to construct a compact set to prove the tightness of the collection of all periodic invariant

measures of (1.1) on space H as ε varies on a bounded interval. Then, based on the convergence

of solutions of (1.1) with respect to noise intensity (see Lemma 4.5), we prove that every limit of a

sequence of periodic invariant measures of (1.1) as ε → 0 must be a periodic invariant measure of

the corresponding deterministic equations (see Theorem 4.3). Moreover, we also show that limits of

a family of periodic invariant measures are periodic invariant measures of the limiting equations as

N → N0 ∈ (0,∞) (see Theorem 4.4), which will contribute to understanding the dynamical behaviors

of stochastic 3D Navier-Stokes equations. In addition, under weaker conditions on the nonlinear term

of Gk, we also study the existence of invariant measures of the autonomous version of (1.1) (see

Theorem 4.5) as well as their limiting behaviors with respect to noise intensity ε (see Theorem 4.6)

and modification parameter N (see Theorem 4.7).

The last goal of this paper is to establish the Wentzell-Freidlin large deviation principle (LDP) for
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stochastic 3D globally modified Navier-Stokes equations (1.1), which is useful to study the asymptotic

behaviors of small probability on an exponential scale. Until now, the LDP has been extensively

studied by many experts (see, e.g., [2] for stochastic ordinary differential equations, [50] for stochastic

lattice systems, and [4, 11, 19, 25, 27, 28, 34, 38] for stochastic partial differential equations). Due to

the nonlinear terms of different types of equations, the LDP for stochastic partial differential equations

need to be dealt separately. To establish the LDP for stochastic 3D globally modified Navier-Stokes

equations (1.1), we adopt the weak convergence method introduced in [8]. More precisely, we first need

to obtain the compactness of KM given in (5.11). The main difficulty lies in proving the convergence

of solutions of the deterministic controlled equation (5.2) by using the weak convergence of hn. Such

convergence can be obtained by dealing with localized integral estimates of time increments as in

[19, 25]. However, this method requires more assumptions on the nonlinear term Gk which may be

independent of the gradient. In order to make those results be applied to the case that the nonlinear

term Gk depends on the gradient, inspired by [34], we will use some truncation and approximation

techniques to show the convergence of corresponding solutions (see Lemma 5.2 for more details).

On the other hand, we also need to prove some convergence of solutions between the stochastic

and deterministic controlled equations. To do that, we first establish the convergence of solutions

of the above controlled equations with the same control (see Lemma 5.5). Then together with the

convergence of solutions of deterministic controlled equation (Lemma 5.2) and the Skorokhod theorem,

we can obtain that the solution of the stochastic controlled equation (5.30) converges to the solution

of the deterministic controlled equation (5.2) in C([0, T ], H)∩L2(0, T ;V ) in distribution (see Theorem

5.2), which is different from the corresponding proof in [34] since the truncation technique is not used

herein.

The paper is organized as follows. In Section 2, we discuss the existence and uniqueness of solutions

of (1.1). Section 3 is concerned with the existence and uniqueness of weak mean random attractors.

In Section 4, we investigate the existence of (periodic) invariant measures and the limiting behaviors

of periodic invariant measures. In addition, we also study the existence of invariant measures as well

as their limiting behaviors when the external term is independent of time. In the last section, we first

recall some basic concepts and useful theory related to large deviation principle and Laplace principle,

and then establish the large deviation principle of (1.1) by the weak convergence method.

2 Existence and uniqueness of solutions

In this section, we will show the well-posedness of system (1.1). We first introduce some abstract

spaces which will be frequently used in the sequel.

V =
{
φ ∈ (C∞0 (O))3 : ∇ · φ = 0

}
,

H = closure of V in (L2(O))3 with inner product (·, ·) and associate norm | · |,
V = closure of V in (H1

0 (O))3 with inner product ((·, ·)) and associate norm ‖ · ‖,
H ′ = dual space of H, V ′ = dual space of V with norm ‖ · ‖V ′ ,
〈·, ·〉 denotes the dual pairing between V and V ′.

It is clear that V ⊂ H ≡ H ′ ⊂ V ′, where the injections are dense and compact.

Next, consider the operator A : V 7→ V ′ defined by 〈Au, v〉 = ((u, v)). And denote D(A) =

(H2(O))3 ∩ V . Then for any u ∈ D(A), Au = −P4u is the Stokes operator, where P is the ortho-

projector from (L2(O))3 onto H. It follows from the classical spectral theorems that there exist a

sequence {λj} with 0 < λ1 6 λ2 6 · · · 6 λj → ∞ and a family of elements ej of D(A) which is

orthonormal in H such that Aej = λjej for any j = 1, 2, · · · . In this context, the Poincaré inequality
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reads

λ1|u|2 6 ‖u‖2, ∀ u ∈ V. (2.1)

Then define a trilinear form b(·, ·, ·) as follows,

b(u, v, w) =
3∑

i,j=1

∫
Ω
ui
∂vj
∂xi

wjdx, ∀ u, v, w ∈ V,

and set

〈B(u, v), w〉 = b(u, v, w).

For simplicity, define B(u, u) = B(u) for any u ∈ V . Recall that the operator b satisfies

b(u, v, v) = 0, ∀ u, v ∈ V, (2.2)

and there exists a constant C > 0 depending only on O such that

|b(u, v, w)| 6 C‖u‖‖v‖|w|
1
2 ‖w‖

1
2 , ∀ u, v, w ∈ V, (2.3)

|b(u, v, w)| 6 C‖u‖
1
2 |Au|

1
2 ‖v‖|w|, ∀ u ∈ D(A), v ∈ V,w ∈ H. (2.4)

For any u, v ∈ V and each M,N > 0,

|FN (‖u‖)− FN (‖v‖)| 6 1

N
FN (‖u‖)FN (‖v‖)‖u− v‖, (2.5)

|FM (‖u‖)− FN (‖u‖)| 6 |M −N |
‖u‖

. (2.6)

Furthermore, assume Gk(·), k > 1, is a sequence of mappings from V into H satisfying the following

hypotheses:

∞∑
k=1

|Gk(u)|2 6 α1(1 + |u|2) + α2‖u‖2, ∀ u ∈ V, (2.7)

∞∑
k=1

|Gk(u)−Gk(v)|2 6 β1|u− v|2 + β2‖u− v‖2, ∀ u, v ∈ V. (2.8)

Remark 2.1. It is worth mentioning that such assumptions on the diffusion coefficient Gk are weaker

than [1, (H3)] where the nonlinear term Gk may not depend on the gradient. Under the assumptions of

(2.7) and (2.8), we can derive the uniform estimates of solutions with some complexity of calculation

(see Theorem 2.1 for more details).

For convenience, let `2 =
{
h = (hk)

∞
k=1 :

∞∑
k=1

|hk|2 <∞
}

. For every k ∈ N, let Ek = (ek,j)
∞
j=1 with

ek,j = 1 for j = k, and ek,j = 0 otherwise. Then {Ek}∞k=1 is an orthonormal basis of `2. Let I be

the identity operator on `2 and W be the cylindrical Wiener process in `2 with covariance operator

I given by W (t) =

∞∑
k=1

Wk(t)Ek for any t > τ , which is convergent in L2(Ω,F ;C([τ, T ], U)) for every

T > τ , where U is a separable Hilbert space such that the embedding `2 ↪→ U is a Hilbert-Schmidt

operator.

Given u ∈ V , define G(u) : `2 → H by

G(u)(h) =
∞∑
k=1

Gk(u)hk, ∀ h = (hk)
∞
k=1 ∈ `2. (2.9)
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It then follows from (2.7) that the series in (2.9) is convergent in H, Furthermore, the operator

G(u) : `2 → H is Hilbert-Schmidt, and

‖G(u)‖2L(`2,H) 6 ‖G(u)‖2L2(`2,H) =
∞∑
k=1

|Gk(u)|2 <∞,

where L(`2, H) denotes the space of bounded linear operators from `2 to H with norm ‖ · ‖L(`2,H), and

L2(`2, H) denotes the space of Hilbert-Schmidt operators from `2 to H with norm ‖ · ‖L2(`2,H).

With the above notation, problem (1.1) can be put into the form{
du+ (νAu+ FN (‖u‖)B(u)− f(t)) dt =

√
εG(u)dW (t),

u(x, τ) = u0(x).
(2.10)

A solution of problem (2.10) will be considered in the following sense.

Definition 2.1. Suppose τ ∈ R, f ∈ L2
loc(R;H) and u0 ∈ L2(Ω,Fτ ;H). Then, an H-valued {Ft}t∈R-

adapted stochastic process {u(t)}t∈[τ,∞) is called a strong solution (in the probabilistic sense) of (2.10)

on [τ,∞) if, for any T > τ , u ∈ C ([τ, T ], H) ∩ L2(τ, T ;V ) P-a.s. and it holds

(u(t), v) + ν

∫ t

τ
((u(s), v))ds+

∫ t

τ
FN (‖u(s)‖)b(u(s), u(s), v)ds

= (u0, v) +

∫ t

τ
(f(s), v) ds+

√
ε

∫ t

τ

(
v,G(u(s))dW (s)

)
, (2.11)

P-almost everywhere, for any t > τ and v ∈ V .

Lemma 2.1. Let 0 < ε 6
ν

2β2
. Then, for any u, v ∈ V the following estimates hold

2
〈
− νAu+ νAv − FN (‖u‖)B(u) + FN (‖v‖)B(v), u− v

〉
+ ε ‖G(u)−G(v)‖2L2(`2,H)

6 −ν‖u− v‖2 +

(
CνN

4 +
νβ1

2β2

)
|u− v|2. (2.12)

Proof. It follows from (2.5), (2.8) and Young’s inequality that

2
〈
− νAu+ νAv − FN (‖u‖)B(u) + FN (‖v‖)B(v), u− v

〉
+ ε ‖G(u)−G(v)‖2L2(`2,H)

6 −2ν‖u− v‖2 + FN (‖u‖)|b(u− v, u, u− v)|+ |(FN (‖u‖)− FN (‖v‖)) b(v, u, u− v)|
+ εβ1|u− v|2 + εβ2‖u− v‖2

6 −ν‖u− v‖2 +

(
CνN

4 +
νβ1

2β2

)
|u− v|2. (2.13)

The proof is complete.

Theorem 2.1. Assume (2.7) and (2.8) hold. Let ε0 = min

{
ν

37α2
,
ν

2β2

}
. Then, for every τ ∈ R,

N > 0, 0 < ε 6 ε0 and u0 ∈ L2(Ω,Fτ ;H), there exists a unique solution u of (2.10) in the sense of

Definition 2.1. In addition, for every T > τ , the solution u satisfies for all 0 6 ε 6 ε0,

E
[

sup
τ6r6T

(
|u(r)|2 + 2ν

∫ r

τ
‖u(s)‖2ds

)]
6 C

(
1 + E

[
|u0|2

]
+

∫ T

τ
|f(s)|2ds

)
, (2.14)

where C = C(ε0, ν, α2, β2) is a positive constant independent of ε and N .
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Proof. Based on Lemma 2.1, by slightly modifying the proof of [1, Theorem 3.1], one can obtain that

for any 0 < ε 6 ε0, system (2.10) has a unique solution u in the sense of Definition 2.1.

Next, we derive the uniform estimates of solutions. Applying Itô’s formula to (2.10), we have

d|u(t)|2 + 2ν‖u(t)‖2dt = 2(f(t), u(t))dt+ ε ‖G(u(t))‖2L2(`2,H) dt+ 2
√
ε
(
u(t), G(u(t))dW (t)

)
. (2.15)

For every T > τ and each constant R > 0, define a stopping time

τR = inf
{
t > τ : ‖u‖C([τ,t],H) + ‖u‖L2(τ,t;V ) > R

}
∧ T. (2.16)

As usual, the infimum of the empty set is taken to be +∞. Then from (2.7) and Young’s inequality,

it follows that for any t ∈ [τ, T ],

E
[

sup
τ6r6t∧τR

(
|u(r)|2 + 2ν

∫ r

τ
‖u(s)‖2ds

)]
6 E

[
|u0|2

]
+

∫ T

τ
|f(s)|2ds+

∫ t

τ
E
[

sup
τ6r6s∧τR

|u(r)|2
]
ds+ εE

[∫ t∧τR

τ
‖G(u(s))‖2L2(`2,H) ds

]
+ 2
√
εE
[

sup
τ6r6t∧τR

∣∣∣∣∫ r

τ

(
u(s), G(u(s))dW (s)

)∣∣∣∣] . (2.17)

For the last term of (2.17), by the Young inequality and the Burkholder-Davies-Gundy (BDG) in-

equality, we have

2
√
εE
[

sup
τ6r6t∧τR

∣∣∣∣∫ r

τ

(
u(s), G(u(s))dW (s)

)∣∣∣∣]

6 6
√
εE

[(∫ t∧τR

τ
‖G(u(s))‖2L2(`2,H) |u(s)|2ds

) 1
2

]

6
1

4
E
[

sup
τ6r6t∧τR

|u(r)|2
]

+ 36εE
[∫ t∧τR

τ
‖G(u(s))‖2L2(`2,H) ds

]
, (2.18)

which, together with (2.17), shows that for any t ∈ [τ, T ],

E
[

sup
τ6r6t∧τR

(
|u(r)|2 + 2ν

∫ r

τ
‖u(s)‖2ds

)]
6 E

[
|u0|2

]
+

1

4
E
[

sup
τ6r6t∧τR

|u(r)|2
]

+

∫ T

τ
|f(s)|2ds+

∫ t

τ
E
[

sup
τ6r6s∧τR

|u(r)|2
]
ds

+ 37εE
[∫ t∧τR

τ
‖G(u(s))‖2L2(`2,H) ds

]
. (2.19)

For the last term of (2.19), by (2.7), we have

37εE
[∫ t∧τR

τ
‖G(u(s))‖2L2(`2,H) ds

]
6 37εα1

∫ t∧τR

τ

(
1 + E

[
|u(s)|2

])
ds+ 37εα2

∫ t∧τR

τ
E
[
‖u(s)‖2

]
ds.

Then by (2.19), we obtain for any t ∈ [τ, T ] and ε ∈
(

0,
ν

37α2

]
,

E
[

sup
τ6r6t∧τR

(
|u(r)|2 + 2ν

∫ r

τ
‖u(s)‖2ds

)]
6 E

[
|u0|2

]
+

1

4
E
[

sup
τ6r6t∧τR

|u(r)|2
]

+

∫ T

τ
|f(s)|2ds

7



+ (1 + 37εα1)

∫ t

τ
E
[

sup
τ6r6s∧τR

|u(r)|2
]
ds

+ ν

∫ t∧τR

τ
E
[
‖u(s)‖2

]
ds+ 37εα1(T − τ), (2.20)

which implies that

ν

∫ t∧τR

τ
E
[
‖u(s)‖2

]
ds 6E

[
|u0|2

]
+

1

4
E
[

sup
τ6r6t∧τR

|u(r)|2
]

+

∫ T

τ
|f(s)|2ds

+ (1 + 37εα1)

∫ t

τ
E
[

sup
τ6r6s∧τR

|u(r)|2
]
ds+ 37εα1(T − τ). (2.21)

Therefore, by (2.20) and (2.21), we find

E
[

sup
τ6r6t∧τR

(
|u(r)|2 + 2ν

∫ r

τ
‖u(s)‖2ds

)]
6 2E

[
|u0|2

]
+

1

2
E
[

sup
τ6r6t∧τR

|u(r)|2
]

+ 2

∫ T

τ
|f(s)|2ds

+ 2(1 + 37εα1)

∫ t

τ
E
[

sup
τ6r6s∧τR

|u(r)|2
]
ds+ 74εα1(T − τ). (2.22)

From (2.22), it follows that

E
[

sup
τ6r6t∧τR

|u(r)|2
]
64E

[
|u0|2

]
+ 4

∫ T

τ
|f(s)|2ds

+ 4(1 + 37εα1)

∫ t

τ
E
[

sup
τ6r6s∧τR

|u(r)|2
]
ds+ 148εα1(T − τ),

which, along with Gronwall’s inequality, implies

E
[

sup
τ6r6t∧τR

|u(r)|2
]
6 4

(
E
[
|u0|2

]
+ 37εα1(T − τ) +

∫ T

τ
|f(s)|2ds

)
e4(1+37εα1)t. (2.23)

By (2.22) and (2.23), we can deduce that for any ε ∈ [0, ε0],

E

[
sup

τ6r6T∧τR

(
|u(r)|2 + 2ν

∫ r

τ
‖u(s)‖2ds

)]
6 C

(
1 + E

[
|u0|2

]
+

∫ T

τ
|f(s)|2ds

)
, (2.24)

where C > 0 is independent of ε,R, u0 and f .

Note that lim
R→∞

τR = T , a.s., since u ∈ C ([τ, T ], H)∩L2(τ, T ;V ) P-a.s.. Then by (2.24) and Fatou’s

lemma, we can obtain (2.14), and thus completes the proof.

Remark 2.2. Although the solutions of (2.10) depend on the parameter ε and N , we omit this

dependence in this section since they are fixed from the beginning. Hence, we use u instead of using

the notation uε,N . Similarly, we will use the notations Φ and µ instead of Φε,N and µε,N when no

confusion may arise.

3 Weak pullback mean random attractors

In this section, we first define a mean dynamical system for (2.10) based on Theorem 2.1. We then

construct a weak pullback absorbing set and show the existence and uniqueness of weak pullback mean

random attractors of (2.10).
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Now, for any t > 0 and τ ∈ R, let Φ(t, τ) be a map from L2(Ω,Fτ ;H) to L2(Ω,Fτ+t;H) given by

Φ(t, τ)u0 = u(t+ τ, τ, u0),

where u is the solution of (2.10) with initial value u0 ∈ L2(Ω,Fτ ;H).

Based on the existence and uniqueness of solutions of (2.10), we can find Φ is a mean random

dynamical system on L2(Ω,F ;H) over (Ω,F , {Ft}t∈R,P).

Let B = {B(τ) ⊆ L2(Ω,Fτ ;H) : τ ∈ R} be a family of nonempty bounded sets such that

lim
τ→−∞

eνλ1τ‖B(τ)‖2L2(Ω,Fτ ;H) = 0, (3.1)

where ‖B(τ)‖L2(Ω,Fτ ;H) = sup
u∈B(τ)

‖u‖L2(Ω,Fτ ;H). Denote by

D =
{
B = {B(τ) ⊆ L2(Ω,Fτ ;H) : B(τ) 6= ∅ bounded, τ ∈ R} : B satisfies (3.1)

}
.

In order to investigate the existence and uniqueness of weak D-pullback mean random attractors of

Φ, we assume that the deterministic forcing term f satisfies∫ τ

−∞
eνλ1s|f(s)|2ds <∞, ∀ τ ∈ R. (3.2)

Next, we first derive uniform estimates on the solutions of (2.10).

Lemma 3.1. Suppose (2.7), (2.8) and (3.2) hold. Let ε0 = min

{
νλ1

4α1
,

ν

37α2
,
ν

2β2

}
. Then, for every

τ ∈ R and B = {B(t)}t∈R ∈ D, there exists T = T (τ,B) > 0 such that for all t > T , and all

0 < ε 6 ε0, the corresponding solution u of (2.10) satisfies

E
[
|u(τ, τ − t, u0)|2

]
6 1 +

2

νλ1
e−νλ1τ

∫ τ

−∞
|f(s)|2eνλ1sds,

where u0 ∈ B(τ − t).

Proof. By Itô’s formula, we obtain from (2.10) that

d

dt
E
[
|u(t)|2

]
+ 2νE

[
‖u(t)‖2

]
= 2E [(f(t), u(t))] + εE

[
‖G(u(t))‖2L2(`2,H)

]
. (3.3)

For the last two terms of (3.3), by (2.7) and Young’s inequality, we have

2E [(f(t), u(t))] + εE
[
‖G(u(t))‖2L2(`2,H)

]
6

2

νλ1
|f(t)|2 +

νλ1

2
E
[
|u(t)|2

]
+ εα1E

[(
1 + |u(t)|2

)]
+ εα2E

[
‖u(t)‖2

]
. (3.4)

By (2.1), (3.3) and (3.4), we derive that for any 0 < ε 6 ε0,

d

dt
E
[
|u(t)|2

]
+ νλ1E

[
|u(t)|2

]
6

2

νλ1
|f(t)|2 +

νλ1

4
,

which, together with the Gronwall inequality, shows that

E
[
|u(τ, τ − t, u0)|2

]
6 E

[
|u0|2

]
e−νλ1t +

2

νλ1
e−νλ1τ

∫ τ

τ−t
|f(s)|2eνλ1sds+

1

4
. (3.5)

Noting that u0 ∈ B(τ − t) and B ∈ D,

E
[
|u0|2

]
e−νλ1t =e−νλ1τeνλ1(τ−t)E

[
|u0|2

]
6e−νλ1τeνλ1(τ−t)‖B(τ − t)‖2L2(Ω,Fτ−t;H) → 0, as t→∞.

Therefore, there exists T = T (τ,B) > 0 such that for all t > T , E
[
|u0|2

]
e−νλ1t 6

1

2
, which along with

(3.5), concludes the proof.
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We are now in a position to show the existence of weak D-pullback mean random attractors for Φ.

Theorem 3.1. Suppose (2.7), (2.8) and (3.2) hold. Let ε0 = min

{
νλ1

4α1
,

ν

37α2
,
ν

2β2

}
. Then, for

every 0 < ε 6 ε0, the mean random dynamical system Φ for (2.10) has a unique weak D-pullback

mean random attractor A = {A(τ) : τ ∈ R} ∈ D in L2(Ω,F ;H) over (Ω,F , {Ft}t∈R,P).

Proof. Given τ ∈ R, denote by

K(τ) =
{
u ∈ L2(Ω,Fτ ;H) : E[|u|2] 6 R(τ)

}
,

where R(τ) = 1 +
2

νλ1
e−νλ1τ

∫ τ

−∞
|f(s)|2eνλ1sds. Since K(τ) is a bounded closed convex subset of the

reflexive Banach space L2(Ω,Fτ ;H) and hence is weakly compact in L2(Ω,Fτ ;H). By (3.2) we obtain

lim
τ→−∞

eνλ1τ‖K(τ)‖2L2(Ω,Fτ ;H) = lim
τ→−∞

eνλ1τR(τ) = 0,

which means K = {K(τ) : τ ∈ R} ∈ D.

By Lemma 3.1, we derive that for any τ ∈ R and B = {B(t)}t∈R ∈ D, there exists T = T (τ,B) > 0

such that for any t > T ,

Φ(t, τ − t, B(τ − t)) ⊆ K(τ).

Therefore, K is a weakly compact D-pullback absorbing set of Φ. It then follows from [46, Theorem

2.13] that Φ has a unique weak D-pullback mean random attractor A ∈ D.

4 Invariant measures for stochastic GMNSE

In this section, we will investigate the existence of invariant measures of (2.10) as well as their limiting

behaviors. To that end, we first introduce the transition operator.

If φ : H → R is a bounded Borel function, then for s 6 t and u0 ∈ H, define a transition operator

Ps,t by (Ps,tφ)(u0) = E [φ(u(t, s, u0))], where u(t, τ, u0) is the solution of (2.10) with initial condition

u0 ∈ H. Denote by Pr(H) and B(H) the sets of all probability measures and the Borel σ-algebra

on H, respectively. And if B ∈ B(H), s 6 t and u0 ∈ H, we write p(s, u0; t, B) = (Ps,t1B)(u0) =

P (ω ∈ Ω|u(t, s, u0) ∈ B), where 1B is the characteristic function of B. We shall denote the adjoint

operator P ∗s,t of Ps,t by P ∗s,tµ(B) =

∫
H
p(s, u0; t, B)µ(du0) for any µ ∈ Pr(H).

Recall that a mapping t ∈ R 7→ µt ∈ Pr(H) satisfying

∫
H

(Ps,tψ)(u0)µs(du0) =

∫
H
ψ(u0)µt(du0)

for every s 6 t and bounded Borel function ψ, is called an invariant measure for Ps,t, and {µt}t∈R
is also called an evolution system of measures (see [22] for more details). Given T > 0, µt is called

T -periodic if µt = µt+T for any t ∈ R. And, µt is called a T -periodic invariant measure if it is invariant

and T -periodic.

When considering autonomous stochastic systems, we often write the operator P0,t as Pt for any

t > 0. A probability measure µ ∈ Pr(H) is called invariant with respect to the transition semigroup

{Pt}t>0 if

∫
H

(Ptψ)(u0)µ(du0) =

∫
H
ψ(u0)µ(du0) for every t > 0 and bounded Borel function ψ.

4.1 Invariant measures as the external term f depends on t

In this subsection, we will discuss the existence and limiting behaviors of invariant measures of time

inhomogeneous transition semigroup for the non-autonomous stochastic globally modified Navier-

Stokes equations (2.10). To do that, we further assume: Gk(·), k > 1, is a sequence of mappings from
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V into V satisfying that there exists α3 > 0 such that

∞∑
k=1

‖Gk(u)‖2 6 α3(1 + ‖u‖2), ∀ u ∈ V. (4.1)

In order to investigate the invariant measures of (2.10), in this subsection, we will use (4.1) instead

of (2.7).

4.1.1 Existence of (periodic) invariant measures

The following result is concerned with the existence and uniqueness of strong solutions (in the sense

of PDE) of (2.10), which can be proved by a similar technique to that one in [23, Theorem 3.2]. We

therefore omit the details.

Theorem 4.1. Suppose (2.8) and (4.1) hold. Then there exists 0 < ε0 6 1 such that for every τ ∈ R,

0 < ε 6 ε0 and u0 ∈ L2(Ω,Fτ ;V ), system (2.10) possesses a unique solution u ∈ L2 (Ω, C ([τ, T ], V ))∩
L2
(
Ω, L2(τ, T ;D(A))

)
.

Next, we provide some uniform estimates of the solutions to (2.10) in L2(Ω, V ), which will be

helpful to prove the existence of invariant measures of non-autonomous system (2.10).

Lemma 4.1. Suppose (2.8) and (4.1) hold. Then there exists 0 < ε0 6 1 such that for every τ ∈ R,

0 < ε 6 ε0 and u0 ∈ L2(Ω,Fτ ;V ), the solution of (2.10) satisfies

E
[
‖u(t, τ, u0)‖2

]
6 C̃

(
1 +N4

)(
1 + e−νλ1(t−τ)E

[
‖u0‖2

]
+ e−νλ1t

∫ t

τ
eνλ1s|f(s)|2ds

)
, (4.2)

where C̃ > 0 is independent of u0, τ , t, ε and N .

Proof. By Itô’s formula and Young’s inequality, we obtain that

d(eσt|u(t)|2) + 2νeσt‖u(t)‖2dt
= σeσt|u(t)|2dt+ 2eσt (f(t), u(t)) dt+ 2

√
εeσt

(
u(t), G(u(t))dW (t)

)
+ εeσt‖G(u(t))‖2L2(`2,H)dt, (4.3)

where σ > 0 will be chosen later. Letting 0 < ε 6 min{1, νλ1

4α3
} and taking expectation, it follows from

(4.3) that for all t > τ ,

eσtE
[
|u(t)|2

]
+ 2ν

∫ t

τ
eσsE

[
‖u(s)‖2

]
ds

6 eστE
[
|u0|2

]
+

(
νλ1

2
+ σ

)∫ t

τ
eσsE

[
|u(s)|2

]
ds+

4

νλ1

∫ t

τ
eσs|f(s)|2ds+

ν

4

∫ t

τ
eσsds,

which shows that

eσtE
[
|u(t)|2

]
+
ν

2

∫ t

τ
eσsE

[
‖u(s)‖2

]
ds

6 eστE
[
|u0|2

]
+ (−νλ1 + σ)

∫ t

τ
eσsE

[
|u(s)|2

]
ds+

4

νλ1

∫ t

τ
eσs|f(s)|2ds+

ν

4

∫ t

τ
eσsds. (4.4)

Then taking σ = νλ1, we deduce that

E
[
|u(t)|2

]
+
ν

2

∫ t

τ
eνλ1(s−t)E

[
‖u(s)‖2

]
ds

11



6 e−νλ1(t−τ)E
[
|u0|2

]
+

4e−νλ1t

νλ1

∫ t

τ
eνλ1s|f(s)|2ds+

1

4λ1
. (4.5)

By using Itô’s formula again, we obtain

deσt‖u(t)‖2 + 2νeσt|Au(t)|2dt+ 2eσtFN (‖u(t)‖)b(u(t), u(t), Au(t))dt

= σeσt‖u(t)‖2dt+ 2eσt (f(t), Au(t)) dt+ 2
√
εeσt

(
Au(t), G(u(t))dW (t)

)
+ εeσt‖G(u(t))‖2L2(`2,V )dt.

It then follows from (4.1) that for any t > τ ,

eσt‖u(t)‖2 + 2ν

∫ t

τ
eσs|Au(s)|2ds+ 2

∫ t

τ
eσsFN (‖u(s)‖)b(u(s), u(s), Au(s))ds

6 eστE
[
‖u0‖2

]
+ (σ + α3)

∫ t

τ
eσs‖u(s)‖2ds+

ν

2

∫ t

τ
eσs|Au(s)|2ds+

2

ν

∫ t

τ
eσs|f(s)|2ds

+ α3

∫ t

τ
eσsds+ 2

√
ε

∫ t

τ
eσs
(
Au(s), G(u(s))dW (s)

)
. (4.6)

For the third term on the left-hand side of (4.6), by (2.4) and Young’s inequality, we have

2

∣∣∣∣∫ t

τ
eσsFN (‖u(s)‖)b(u(s), u(s), Au(s))ds

∣∣∣∣ 6CνN4

∫ t

τ
eσs‖u(s)‖2ds+

ν

2

∫ t

τ
eσs|Au(s)|2ds, (4.7)

which, together with (4.6) for σ = νλ1, implies that

eνλ1tE
[
‖u(t)‖2

]
+ ν

∫ t

τ
eνλ1sE

[
|Au(s)|2

]
ds (4.8)

6 eνλ1τE
[
‖u0‖2

]
+ (νλ1 + α3 + CνN

4)

∫ t

τ
eνλ1sE

[
‖u(s)‖2

]
ds+

2

ν

∫ t

τ
eνλ1s|f(s)|2ds+

α3

νλ1
eνλ1t.

Therefore, by (4.5) and (4.8),

E
[
‖u(t)‖2

]
+ ν

∫ t

τ
eνλ1(s−t)E

[
|Au(s)|2

]
ds

6 e−νλ1(t−τ)E
[
‖u0‖2

]
+

2(νλ1 + α3 + CνN
4)

ν

(
e−νλ1(t−τ)E

[
|u0|2

]
+

4e−νλ1t

νλ1

∫ t

τ
eνλ1s|f(s)|2ds+

1

4λ1

)
+

2

ν
e−νλ1t

∫ t

τ
eνλ1s|f(s)|2ds+

α3

νλ1

6 C̃
(
1 +N4

)(
1 + e−νλ1(t−τ)E

[
‖u0‖2

]
+ e−νλ1t

∫ t

τ
eνλ1s|f(s)|2ds

)
,

where C̃ > 0 is independent of u0, τ , t, ε and N . The proof is finished.

Theorem 4.2. Suppose (2.8), (3.2) and (4.1) hold. Then there exists 0 < ε0 6 1 such that for every

t ∈ R, 0 < ε 6 ε0 and N > 0, system (2.10) has an invariant measure µt on H. In addition, if f(t)

is a T -periodic function in t, then the invariant measure µt is T -periodic.

Proof. By a standard procedure, we can prove the Feller property of Ps,t, and the Markov property

of the solutions of (2.10).

It follows from (4.2) and Chebyshev’s inequality that for any L > 0 and k > −n,

1

k + n

∫ k

−n
P(‖u(k, τ, 0)‖ > L)dτ 6

1

L2

1

k + n

∫ k

−n
E
[
‖u(k, τ, 0)‖2

]
dτ 6

M3

L2
, (4.9)
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where M3 = C̃
(
1 +N4

)(
1 + e−νλ1k

∫ k

−∞
eνλ1s|f(s)|2ds

)
< ∞. Noting that the embedding V ↪→ H

is compact, (4.9) shows {ηn,k}k>−n is tight on H for each fixed k, where

ηn,k =
1

n+ k

∫ k

−n
p(τ, 0; k, ·)dτ.

Then by Prokhorov’s theorem, we can deduce that there exists a probability measure ηk on H such

that, up to a subsequence,

ηn,k → ηk, weakly as n→∞.

Letting t ∈ R, we choose k ∈ N such that t > −k, and define µt := P ∗k,tηk. By [22, Theorem 3.1], one

can verify that this definition is independent of the choice of k. Meanwhile, we can obtain that µt is

an invariant measure on H for non-autonomous system (2.10).

Next, we will prove invariant measure µt is periodic. It is sufficient to show that for any t ∈ R and

real-valued continuous and bounded functional ψ on H,∫
H
ψ(u)µt(du) =

∫
H
ψ(u)µt+T (du). (4.10)

Note that µt and µt+T are invariant measures, then by the definition of invariant measure, we have

that for any s 6 t, ∫
H
ψ(u)µt(du) =

∫
H
Ps,tψ(u)µs(du), (4.11)

and ∫
H
ψ(u)µt+T (du) =

∫
H
Ps+T ,t+T ψ(u)µs+T (du). (4.12)

In addition, by a similar technique to the one in [20], we can deduce that the transition operator Ps,t
is T -periodic, that is,

Ps,t = Ps+T ,t+T , for any s 6 t. (4.13)

Then, (4.10) follows from (4.11)-(4.13). The proof is complete.

4.1.2 Zero-noise limit of periodic invariant measures

In this subsection, we are going to investigate the limiting behaviors of periodic invariant measures

of time inhomogeneous transition semigroup for non-autonomous system (2.10) as the noise intensity

ε → 0. To that end, we first consider the regularity of solutions with initial data in L2(Ω,Fτ ;H).

Hereafter, for any fixed N > 0, we write the solution of (2.10) as uε(t, τ, u0) with initial value u0 at

initial time τ to highlight the dependence of solutions on the noise intensity ε.

Lemma 4.2. Suppose (2.8), (3.2) and (4.1) hold. Then, there exists 0 < ε0 6 1 such that, for every

τ ∈ R, δ > 0, 0 < ε 6 ε0 and u0 ∈ L2(Ω,Fτ ;H), the solution of (2.10) satisfies, for all t > τ + 1,

E
[
‖uε(t, τ, u0)‖2

]
6 C

(
1 +N4

)(
e−νλ1(t−τ)E

[
|u0|2

]
+ e−νλ1t

∫ t

−∞
eνλ1s|f(s)|2ds+

∫ t

t−1
|f(s)|2ds+ 1

)
, (4.14)

where C > 0 is independent of u0, τ , t, ε and N .
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Proof. Taking σ = 0 and τ = t− 1 in (4.4), we have

E
[
|uε(t)|2

]
+
ν

2

∫ t

t−1
E
[
‖uε(s)‖2

]
ds 6 E

[
|uε(t− 1)|2

]
+

4

νλ1

∫ t

t−1
|f(s)|2ds+

ν

4
, (4.15)

which, together with (4.5), implies that

E
[
|uε(t)|2

]
+
ν

2

∫ t

t−1
E
[
‖uε(s)‖2

]
ds

6 e−νλ1(t−1−τ)E
[
|u0|2

]
+

4e−νλ1(t−1)

νλ1

∫ t−1

τ
eνλ1s|f(s)|2ds+

4

νλ1

∫ t

t−1
|f(s)|2ds+

1

4λ1
+
ν

4
. (4.16)

From (4.6) and (4.7), it follows that for any r ∈ [t− 1, t],

E
[
‖uε(t)‖2

]
6 E

[
‖uε(r)‖2

]
+ (α3 + CνN

4)

∫ t

t−1
E
[
‖uε(s)‖2

]
ds+

2

ν

∫ t

t−1
|f(s)|2ds+ α3. (4.17)

Then by (4.16) and (4.17), we have

E
[
‖uε(t)‖2

]
6C1

(
1 +N4

)(
e−νλ1(t−τ)E

[
|u0|2

]
+ e−νλ1t

∫ t

−∞
eνλ1s|f(s)|2ds+

∫ t

t−1
|f(s)|2ds+ 1

)
+ E

[
‖uε(r)‖2

]
+

2

ν

∫ t

t−1
|f(s)|2ds+ α3, (4.18)

where C1 > 0 is independent of u0, τ , t, ε and N . Integrating in r over (t − 1, t), and using again

(4.16), we can obtain the inequality (4.14), as desired.

The next lemma is concerned with the convergence of solutions of (2.10) about noise intensity.

Lemma 4.3. Suppose (2.8) and (4.1) hold. Then for every bounded subset E ⊂ H, τ ∈ R, T > 0 and

L > 0, we have

lim
ε→0

sup
u0∈E

P
({

ω ∈ Ω : sup
τ6t6τ+T

|uε(t, τ, u0)− u0(t, τ, u0)| > L

})
= 0.

Proof. It follows from Itô’s formula that

d|uε(t)− u0(t)|2 + 2ν‖uε(t)− u0(t)‖2dt
= −2FN (‖uε(t)‖)b

(
uε(t), uε(t), uε(t)− u0(t)

)
dt+ 2FN (‖u0(t)‖)b

(
u0(t), u0(t), uε(t)− u0(t)

)
dt

+ ε‖G(uε(t))‖2L2(`2,H)dt+ 2
√
ε
(
uε(t)− u0(t), G(uε(t))dW (t)

)
. (4.19)

For the first and second terms on the right-hand side of (4.19), by (2.5), we deduce that∣∣−2FN (‖uε(t)‖)b
(
uε(t), uε(t), uε(t)− u0(t)

)
+ 2FN (‖u0(t)‖)b

(
u0(t), u0(t), uε(t)− u0(t)

)∣∣
6
ν

2
‖uε(t)− u0(t)‖2 + Cν |uε(t)− u0(t)|2,

which, together with (2.1), (4.1) and (4.19), implies for any t ∈ [τ, τ + T ],

E
[

sup
τ6r6t

|uε(r, τ, u0)− u0(r, τ, u0)|2
]
6
ν

2

∫ t

τ
E
[
‖uε(s)− u0(s)‖2

]
ds+ Cν

∫ t

τ
E
[
|uε(s)− u0(s)|2

]
ds

+
εα3

λ1

∫ t

τ

(
1 + E

[
‖uε(s)‖2

])
ds

14



+ 2
√
εE
[

sup
τ6r6t

∣∣∣∣∫ r

τ

(
uε(s)− u0(s), G(uε(s))dW (s)

)∣∣∣∣] . (4.20)

For the last term of (4.20), by (4.1) and BDG’s inequality, we have

2
√
εE
[

sup
τ6r6t

∣∣∣∣∫ r

τ

(
uε(s)− u0(s), G(uε(s))dW (s)

)∣∣∣∣]
6

1

4
E
[

sup
τ6s6t

|uε(s)− u0(s)|2
]

+
36εα3

λ1

∫ t

τ

(
1 + E

[
‖uε(s)‖2

])
ds. (4.21)

Therefore, by (4.4), (4.20) and (4.21), we find that, for any t ∈ [τ, τ + T ],

E
[

sup
τ6r6t

|uε(r, τ, u0)− u0(r, τ, u0)|2
]

6
1

4
E
[

sup
τ6r6t

|uε(r, τ, u0)− u0(r, τ, u0)|2
]

+
ν

2

∫ t

τ
E
[
‖uε(s)− u0(s)‖2

]
ds+ Cν

∫ t

τ
E
[
|uε(s)− u0(s)|2

]
ds

+
37εα3T

λ1
+

74εα3

νλ1

(
|u0|2 +

4
∫ τ+T
τ |f(s)|2ds

νλ1
+
νT

4

)
. (4.22)

Similarly, by (4.19), we have

2ν

∫ t

τ
‖uε(s)− u0(s)‖2ds 61

4
E
[

sup
τ6r6t

|uε(r, τ, u0)− u0(r, τ, u0)|2
]

+
ν

2

∫ t

τ
E
[
‖uε(s)− u0(s)‖2

]
ds+ Cν

∫ t

τ
E
[
|uε(s)− u0(s)|2

]
ds

+
37εα3T

λ1
+

74εα3

νλ1

(
|u0|2 +

4
∫ τ+T
τ |f(s)|2ds

νλ1
+
νT

4

)
,

which, together with (4.22), shows that

E
[

sup
τ6r6t

|uε(r, τ, u0)− u0(r, τ, u0)|2
]

+ 2ν

∫ t

τ
‖uε(s)− u0(s)‖2ds

6
1

2
E
[

sup
τ6r6t

|uε(r, τ, u0)− u0(r, τ, u0)|2
]

+ ν

∫ t

τ
E
[
‖uε(s)− u0(s)‖2

]
ds

+ 2Cν

∫ t

τ
E
[
|uε(s)− u0(s)|2

]
ds+

74εα3T

λ1
+

148εα3

νλ1

(
|u0|2 +

4
∫ τ+T
τ |f(s)|2ds

νλ1
+
νT

4

)
.

Therefore, we find

1

2
E
[

sup
τ6r6t

|uε(r, τ, u0)− u0(r, τ, u0)|2
]

6 2Cν

∫ t

τ
E
[
|uε(s)− u0(s)|2

]
ds+

74εα3T

λ1
+

148εα3

νλ1

(
|u0|2 +

4
∫ τ+T
τ |f(s)|2ds

νλ1
+
νT

4

)
.

Then, by Gronwall’s inequality, we can obtain that for any t ∈ [τ, τ + T ],

E
[

sup
τ6r6t

|uε(t, τ, u0)− u0(t, τ, u0)|2
]

15



6
148

λ1

[
εα3T +

2εα3

ν

(
|u0|2 +

4
∫ τ+T
τ |f(s)|2ds

νλ1
+
νT

4

)]
e4Cνt. (4.23)

By Chebyshev’s inequality, we have

sup
u0∈E

P
({

ω ∈ Ω : sup
τ6t6τ+T

|uε(t, τ, u0)− u0(t, τ, u0)| > L

})
6

1

L2
sup
u0∈E

E
[

sup
τ6t6τ+T

|uε(t, τ, u0)− u0(t, τ, u0)|2
]
,

which, together with (4.23), shows the desired result.

Given ε ∈ [0, ε0] and t ∈ R, let Sεt be the set of periodic invariant measures of non-autonomous

system (2.10) on H corresponding to the parameter ε. It follows from Theorem 4.2 that the set Sεt is

nonempty for every ε ∈ [0, ε0]. The next theorem is concerned with the limiting behaviors of periodic

invariant measures of non-autonomous system (2.10) with respect to noise intensity.

Theorem 4.3. Suppose (2.8), (3.2) and (4.1) hold, and let f(t) is a T -periodic function in t. If

εn → 0 as n → ∞, and µεnt ∈ Sεnt , then there exist a subsequence {εnk} and a periodic invariant

measure µ0
t ∈ S0

t such that µ
εnk
t → µ0

t weakly as k →∞.

Proof. For any L > 0, let BL = {u ∈ V : ‖u‖ 6 L}, then BL is a Borel subset of H. For any t ∈ R
and ε ∈ (0, ε0], and given µεt ∈ Sεt , by the definition of periodic invariant measure, we have for any

τ 6 t and m ∈ N,

µεt (BL) =

∫
H
P (uε(t, τ −mT , u0) ∈ BL)µετ−mT (du0) =

∫
H
P (uε(t, τ −mT , u0) ∈ BL)µετ (du0).

Then, by Chebyshev’s inequality, we can deduce that for any τ 6 t, m ∈ N and L > 0,

µεt (BL) = lim inf
m→∞

∫
H
P(‖uε(t, τ −mT , u0)‖ 6 L)µετ (du0)

=1− lim inf
m→∞

∫
H
P(‖uε(t, τ −mT , u0)‖ > L)µετ (du0)

>1− 1

L2

∫
H

lim inf
m→∞

E
[
‖uε(t, τ −mT , u0)‖2

]
µετ (du0). (4.24)

In addition, by (4.14), we can find that for every τ < t− 1 and m ∈ N,

E
[
‖uε(t, τ −mT , u0)‖2

]
6 C

(
1 +N4

)(
e−νλ1(t+mT −τ)E

[
|u0|2

]
+ e−νλ1t

∫ t

−∞
eνλ1s|f(s)|2ds+

∫ t

t−1
|f(s)|2ds+ 1

)
, (4.25)

which, together with (3.2), implies that for any initial value u0 ∈ H, there exists a positive constant

M0 = M0(τ, t, u0), which is independent of ε ∈ (0, ε0], such that the solution uε of (2.10) satisfies that,

for any m > M0,

E
[
‖uε(t, τ −mT , u0)‖2

]
6C̃

(
1 +N4

)(
1 + e−νλ1t

∫ t

−∞
eνλ1s|f(s)|2ds+

∫ T
0
|f(s)|2ds

)
=:C(t, T , f,N) <∞, (4.26)

where C̃, C(t, T , f,N) > 0 are independent of u0 and ε. From (4.24) and (4.26), it follows that

µεt (BL) > 1− 1

L2

∫
H
C(t, T , f,N)µετ (du0), (4.27)
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which, along with the fact that the set BL is compact in H, implies that for each t ∈ R, the union

∪ε∈(0,ε0]µ
ε
t is tight in the sense that for every ε > 0, there exists a compact subset K in H such that

µεt (K) > 1− ε, ∀ µεt ∈ Sεt .

Therefore, we can obtain that {µεnt }∞n=1 is tight. Consequently, there exist a probability measure

µ0
t and a subsequence {εnk} of {εn} such that µ

εnk
t → µ0

t weakly as k → ∞, where the choice of

subsequence depends on t. It then follows from Lemma 4.3 and [51, Theorem 1.3] that µ0
t is an

invariant measure of non-autonomous system (2.10) with ε = 0.

In order to show such invariant measure µ0
t is periodic, it is sufficient to prove that for any t ∈ R

and real-valued continuous and bounded functional ψ on H,∫
H
ψ(u)µ0

t (du) =

∫
H
ψ(u)µ0

t+T (du). (4.28)

Indeed, by the definition of invariant measure, we have that for any k ∈ N,∫
H
ψ(u)µ

εnk
t (du) =

∫
H
ψ(u)µ

εnk
t+T (du). (4.29)

Thanks to the weak convergence we obtain that there exists a subsequence of {εnk}
∞
k=1 (not relabeled)

such that

lim
k→∞

∫
H
ψ(u)µ

εnk
t (du) =

∫
H
ψ(u)µ0

t (du), (4.30)

and a further subsequence of {εnk}
∞
k=1 (not relabeled) such that

lim
k→∞

∫
H
ψ(u)µ

εnk
t+T (du) =

∫
H
ψ(u)µ0

t+T (du), (4.31)

where the choices of subsequence depend on t and T . Then, (4.28) follows from (4.29)-(4.31). The

proof is complete.

4.1.3 Limiting behaviors of periodic invariant measures with respect to N

In this subsection, the limiting behaviors of periodic invariant measures of (2.10) as N → N0 ∈ (0,∞)

will be discussed. From now on, for any fixed ε ∈ (0, ε0], we write the solution of (2.10) as uN (t, τ, u0)

with initial value u0 at initial time τ to highlight the dependence of solutions on the parameter N . In

what follows, we will show the convergence of solutions of (2.10) about N .

Lemma 4.4. Suppose (2.8) and (4.1) hold. Then, for every bounded subset K ⊂ H, τ ∈ R, T > 0,

N0 ∈ (0,∞) and L > 0, we have

lim
N→N0

sup
u0∈K

P
({

ω ∈ Ω : sup
τ6t6τ+T

|uN (t, τ, u0)− uN0(t, τ, u0)| > L

})
= 0. (4.32)

Proof. Let uN (t) = uN (t, τ, u0), uN0(t) = uN0(t, τ, u0) and w(t) = uN (t) − uN0(t). Then, by Itô’s

formula, we have

|w(t)|2 + 2ν

∫ t

τ
‖w(s)‖2ds

= −2

∫ t

τ

(
FN (‖uN (s)‖)b

(
uN (s), uN (s), w(s)

)
− FN0(‖uN0(s)‖)b

(
uN0(s), uN0(s), w(s)

) )
ds (4.33)
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+ 2
√
ε

∫ t

τ

(
w(s), (G(uN (s))−G(uN0(s)))dW (s)

)
+ ε

∫ t

τ
‖G(uN (s))−G(uN0(s))‖2L2(`2,H)ds.

Using (2.3)-(2.6), we deduce that∣∣FN (‖uN (s)‖)b
(
uN (s), uN (s), w(s)

)
− FN0(‖uN0(s)‖)b

(
uN0(s), uN0(s), w(s)

)∣∣
6 N‖w(s)‖

3
2 |w(s)|

1
2 +

∣∣(FN (‖uN (s)‖)− FN0(‖uN (s)‖))b
(
uN0(s), uN (s), w(s)

)∣∣
+
∣∣(FN0(‖uN (s)‖)− FN0(‖uN0(s)‖))b

(
uN0(s), uN (s), w(s)

)∣∣
6 N‖w(s)‖

3
2 |w(s)|

1
2 + |N −N0|‖uN0(s)‖‖w(s)‖

1
2 |w(s)|

1
2 +N0‖w(s)‖

3
2 |w(s)|

1
2

6
ν

2
‖w(s)‖2 + Cν(N +N0)4|w(s)|2 + Cν |w(s)|2 + Cν(N −N0)2‖uN0(s)‖2. (4.34)

Noting ε ∈ (0, ε0], it follows from (2.8), (4.33) and (4.34) that, for any t ∈ [τ, τ + T ],

|w(t)|2 + ν

∫ t

τ
‖w(s)‖2ds

6
(
Cν + Cν(N +N0)4

) ∫ t

τ
|w(s)|2ds+ Cν(N −N0)2

∫ t

τ
‖uN0(s)‖2ds

+ 2
√
ε

∫ t

τ

(
w(s), (G(uN (s))−G(uN0(s)))dW (s)

)
+ εβ1

∫ t

τ
|uN (s)− uN0(s)|2ds, (4.35)

which implies that, for any t ∈ [τ, τ + T ],

E
[

sup
τ6r6t

|w(r)|2
]
6
(
Cν + εβ1 + Cν(N +N0)4

) ∫ t

τ
E
[
|w(s)|2

]
ds+ Cν(N −N0)2

∫ t

τ
E
[
‖uN0(s)‖2

]
ds

+ 2
√
εE
[

sup
τ6r6t

∣∣∣∣∫ r

τ

(
w(s), (G(uN (s))−G(uN0(s)))dW (s)

)∣∣∣∣] . (4.36)

For the last term of (4.36), by (2.8) and BDG’s inequality, we have

2
√
εE
[

sup
τ6r6t

∣∣∣∣∫ r

τ

(
w(s), (G(uN (s))−G(uN0(s)))dW (s)

)∣∣∣∣]
6

1

4
E
[

sup
τ6s6t

|w(s)|2
]

+ 36εβ1

∫ t

τ
E
[
|w(s)|2

]
ds+

ν

2

∫ t

τ
E
[
‖w(s)‖2

]
ds, (4.37)

which, together with (4.36), means that

E
[

sup
τ6r6t

|w(r)|2
]
6
(
Cν + 37εβ1 + Cν(N +N0)4

) ∫ t

τ
E
[
|w(s)|2

]
ds+

ν

2

∫ t

τ
E
[
‖w(s)‖2

]
ds

+ Cν(N −N0)2

∫ t

τ
E
[
‖uN0(s)‖2

]
ds+

1

4
E
[

sup
τ6s6t

|w(s)|2
]
. (4.38)

From (4.35) and (4.37), it follows

ν

∫ t

τ
E
[
‖w(s)‖2

]
ds 6

(
Cν + 37εβ1 + Cν(N +N0)4

) ∫ t

τ
E
[
|w(s)|2

]
ds+

ν

2

∫ t

τ
E
[
‖w(s)‖2

]
ds

+ Cν(N −N0)2

∫ t

τ
E
[
‖uN0(s)‖2

]
ds+

1

4
E
[

sup
τ6s6t

|w(s)|2
]
. (4.39)

Therefore, by (4.38) and (4.39),

E
[

sup
τ6r6t

|w(r)|2
]
64
(
Cν + 37εβ1 + Cν(N +N0)4

) ∫ t

τ
E
[
|w(s)|2

]
ds

18



+ 4Cν(N −N0)2

∫ t

τ
E
[
‖uN0(s)‖2

]
ds. (4.40)

In addition, by (4.4), there exists M4 > 0 such that, for any t ∈ [τ, τ + T ],

4Cν(N −N0)2

∫ t

τ
E
[
‖uN0(s)‖2

]
ds 6M4(N −N0)2, (4.41)

which, along with (4.40) and Gronwall’s inequality, implies that

E
[

sup
τ6r6τ+T

|w(r)|2
]
6M4(N −N0)2e4(Cν+37εβ1+Cν(N+N0)4)T . (4.42)

Then, (4.32) follows from Chebyshev’s inequality and (4.42) immediately.

Given N ∈ (0,∞), let SNt be the set of periodic invariant measures of (2.10) on H corresponding

to the parameter N . It follows from Theorem 4.2 that the set SNt is nonempty for every N ∈ (0,∞).

Then we can obtain the following limit results for (2.10).

Theorem 4.4. Suppose (2.8), (3.2) and (4.1) hold, and let f(t) be a T -periodic function in t. For any

N0 ∈ (0,∞), let Nk ∈ (0, N0] for all k ∈ N satisfying that Nk → N0 as k → ∞. If µNkt ∈ SNkt , then

there exists a subsequence {Nkl}
∞
l=1 and a periodic invariant measure µN0

t ∈ S
N0
t such that µ

Nkl
t → µN0

t

weakly as l→∞.

Proof. For any L > 0, let BL = {u ∈ V : ‖u‖ 6 L}, then BL is a Borel subset of H. For any t ∈ R
and Nk ∈ (0,∞), and given µNkt ∈ SNkt , by the definition of periodic invariant measure, we have for

any τ 6 t and m ∈ N,

µNkt (BL) =

∫
H
P
(
uNk(t, τ −mT , u0) ∈ BL

)
µNkτ−mT (du0) =

∫
H
P
(
uNk(t, τ −mT , u0) ∈ BL

)
µNkτ (du0).

Similar to (4.24), by Chebyshev’s inequality, we have that for any τ 6 t, m ∈ N and L > 0,

µNkt (BL) > 1− 1

L2

∫
H

lim inf
m→∞

E
[
‖uNk(t, τ −mT , u0)‖2

]
µNkτ (du0). (4.43)

And, by (4.14), we obtain that for every τ < t− 1 and m ∈ N,

E
[
‖uNk(t, τ −mT , u0)‖2

]
6 C

(
1 +N4

0

)(
e−νλ1(t+mT −τ)E

[
|u0|2

]
+ e−νλ1t

∫ t

−∞
eνλ1s|f(s)|2ds+

∫ t

t−1
|f(s)|2ds+ 1

)
, (4.44)

which, together with (3.2), implies that for any initial value u0 ∈ H, there exists a positive constant

M0 = M0(τ, t, u0), which is independent of Nk, such that the solution uNk of (2.10) satisfies that for

any m > M0,

E
[
‖uNk(t, τ −mT , u0)‖2

]
6 C̃(1 +N4

0 )

(
1 + e−νλ1t

∫ t

t,−∞
eνλ1s|f(s)|2ds+

∫ T
0
|f(s)|2ds

)
=: C(t, T , f,N0), (4.45)

where C̃, C(t, T , f,N0) > 0 are independent of u0 and Nk. From (4.43) and (4.45), it follows that

µNkt (BL) > 1− 1

L2

∫
H
C(t, T , f,N0)µNkτ (du0).

Therefore, we can deduce that {µNkt }∞n=1 is tight.

Then, similar to the proof of Theorem 4.3, by Lemma 4.4, we can obtain that there exist a periodic

invariant measure µN0
t and a subsequence {Nkl} of {Nk} such that µ

Nkl
t → µN0

t weakly as l → ∞,

where the choice of subsequence depends on t and T . The proof is complete.
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4.2 Invariant measures as the external term f is independent of t

In this subsection, we will consider the case that the external term f is independent of t. In this case,

the results in Sections 2 and 3 still hold, and the transition operator {Ps,t}s6t becomes homogeneous

in time. Next, we will study the existence and limiting behaviors of invariant measures of autonomous

stochastic system (2.10) under conditions weaker than (2.8) and (4.1) in Subsection 4.1. Such invariant

measure may also be regarded as a periodic invariant measure with any period.

4.2.1 Existence of invariant measures

The existence of invariant measures of time homogeneous transition semigroup for autonomous system

(2.10) is proved as below.

Theorem 4.5. Suppose (2.7) and (2.8) hold. Then, there exists ε0 > 0 such that, for every 0 < ε 6 ε0

and N > 0, system (2.10) has an invariant measure µ on H.

Proof. Similarly, the Feller property of {Ps,t}06s6t, and the Markov property of the solutions to (2.10)

can be obtained.

In addition, it follows from (3.3) and (3.4) that for any 0 < ε 6 ε0, N > 0 and t > 0,

E
[
|u(t, 0, u0)|2

]
+ ν

∫ t

0
E
[
‖u(s, 0, u0)‖2

]
ds 6 |u0|2 +

(
2|f |2

νλ1
+
νλ1

4

)
t.

Then, by Chebyshev’s inequality, we obtain that for any L > 0 and t > 0,

1

t

∫ t

0
P(‖u(s, 0, u0)‖ > L)ds 6

1

L2

1

t

∫ t

0
E
[
‖u(s, 0, u0)‖2

]
ds 6

1

L2

(
|u0|2

t
+

2|f |2

ν2λ1
+
λ1

4

)
. (4.46)

We can find that there exists a positive constant k ∈ N such that, for any t > k,
|u0|2

t
< 1. In addition,

note that the embedding V ↪→ H is compact, thus (4.46) shows {µn}∞n=k is tight, where

µn =
1

n

∫ n

0
p(0, u0; s, ·)ds.

Then, by Prokhorov’s theorem, there exists a probability measure µ on H such that, up to a subse-

quence, µn → µ, as n → ∞. By the argument of [48, Theorem 8.3], one can further verify that µ is

an invariant measure of (2.10) on H. The proof is complete.

4.2.2 Zero-noise limit of invariant measures

In this subsection, we investigate the limiting behaviors of invariant measures of (2.10) as the noise

intensity ε → 0. Hereafter, we denote by uε(t, 0, u0) the solution of (2.10) with initial value u0 at

initial time 0 with respect to the noise intensity ε. Next, we will show the convergence of solutions of

(2.10) with respect to noise intensity.

Lemma 4.5. Suppose (2.7) and (2.8) hold. Then, for every bounded subset E ⊂ H, T > 0 and L > 0,

we have

lim
ε→0

sup
u0∈E

P
({

ω ∈ Ω : sup
06t6T

|uε(t, 0, u0)− u0(t, 0, u0)| > L

})
= 0.

Proof. The proof is similar to Lemma 4.3 and thus is omitted here.
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Given ε ∈ [0, ε0], let Sε be the set of invariant measures of (2.10) on H corresponding to the

parameter ε. From Theorem 4.5, it follows that the set Sε is nonempty for every ε ∈ [0, ε0]. The next

theorem is concerned with the limiting behaviors of invariant measures of (2.10) with respect to noise

intensity.

Theorem 4.6. Suppose (2.7) and (2.8) hold. If εn → 0 as n→∞, and µεn ∈ Sεn, then there exists

a subsequence {εnk} and an invariant measure µ0 ∈ S0 such that µεnk → µ0 weakly as k →∞.

Proof. For any ε ∈ (0, ε0], given µε ∈ Sε, by the definition of invariant measure, we can deduce that

for any s > 0 and L > 0,

µε(‖u0‖ > L) =

∫
H
P(‖uε(s, 0, u0)‖ > L)µε(du0).

Then by Fubini’s theorem, Fatou’s lemma and (4.46), we have

µε(‖u0‖ > L) = lim
t→∞

1

t

∫ t

0
µε(‖u0‖ > L)ds 6 lim sup

t→∞

1

t

∫ t

0

∫
H
P(‖uε(s, 0, u0)‖ > L)µε(du0)ds

6
∫
H

lim sup
t→∞

1

t

∫ t

0
P(‖uε(s, 0, u0)‖ > L)dsµε(du0) 6

M3

L2
,

which, along with the fact that {uε ∈ V : ‖uε‖ 6 L} is compact in H, shows that the set ∪ε∈(0,ε0]µ
ε

is tight. Therefore, we can obtain that {µεn}∞n=1 is tight. Consequently, there exist a probability

measure µ0 and a subsequence {εnk} of {εn} such that µεnk → µ0 weakly as k → ∞. It then follows

from Lemma 4.5 and [33, Theorem 6.1] that µ0 is an invariant measure of (2.10) for ε = 0.

4.2.3 Limiting behaviors of invariant measures with respect to N

In this subsection, the limiting behaviors of invariant measures of (2.10) as N → N0 ∈ (0,∞) will

be discussed. From now on, for any fixed ε ∈ (0, ε0], denote by uN (t, 0, u0) the solution of (2.10)

with initial value u0 at initial time 0 with respect to parameter N . In what follows, we will show the

convergence of solutions of (2.10) with respect to N .

Lemma 4.6. Suppose (2.7) and (2.8) hold. Then, for every bounded subset K ⊂ H, T > 0, N0 ∈
(0,∞) and L > 0, we have

lim
N→N0

sup
u0∈K

P
({

ω ∈ Ω : sup
06t6T

|uN (t, 0, u0)− uN0(t, 0, u0)| > L

})
= 0.

Proof. The proof is similar to Lemma 4.4 and thus is omitted here.

Given N ∈ (0,∞), let SN be the set of invariant measures of (2.10) on H corresponding to the

parameter N . It follows from Theorem 4.5 that the set SN is nonempty for every N ∈ (0,∞). Then

we can obtain the following limit results for (2.10).

Theorem 4.7. Suppose (2.7) and (2.8) hold. Let Nk, N0 ∈ (0,∞) for all k ∈ N satisfying that

Nk → N0 as k → ∞. If µNk ∈ SNk , then there exists a subsequence {Nkl}
∞
l=1 and an invariant

measure µN0 ∈ SN0 such that µNkl → µN0 weakly as l→∞.

Proof. For any Nk ∈ (0,∞), choosing µNk ∈ SNk , it follows from the definition of invariant measure,

Fubini’s theorem, Fatou’s lemma and (4.46) that for any L > 0,

µNk(‖u0‖ > L) = lim
t→∞

1

t

∫ t

0
µNk(‖u0‖ > L)ds 6 lim sup

t→∞

1

t

∫ t

0

∫
H
P(‖uNk(s, 0, u0)‖ > L)µNk(du0)ds

21



6
∫
H

lim sup
t→∞

1

t

∫ t

0
P(‖uNk(s, 0, u0)‖ > L)dsµNk(du0) 6

M3

L2
.

Similar to the proof of Theorem 4.3, we can obtain that {µNk}∞k=1 is tight. Therefore, there exist a

probability measure µN0 and a subsequence {Nkl} of {Nk} such that µNkl → µN0 weakly as l → ∞.

It then follows from Lemma 4.6 and [33, Theorem 6.1] that µN0 is an invariant measure of (2.10) for

N = N0.

5 Large deviation principle of stochastic GMNSE

In this section, we will investigate the large deviation principle of (2.10) as ε → 0 by using the weak

convergence method.

5.1 Preliminaries of large deviation principle

In this subsection, we will first recall some definitions and results from large deviation theory.

Given M > 0, denote by

SM =

{
h ∈ L2(0, T ; `2) :

∫ T

0
‖h(t)‖2`2dt 6M

}
.

Then SM is a polish space endowed with the weak topology. Throughout this paper, we always assume

SM is equipped with the weak topology, unless otherwise stated.

Let A be the space of all `2-valued stochastic processes h which are progressively measurable with

respect to {Ft}t∈[0,T ] and

∫ T

0
‖h(t)‖2`2dt < ∞ P-almost surely. Denote by AM = {h ∈ A : h(ω) ∈

SM for almost all ω ∈ Ω}.
Let S be a polish space. For any ε > 0, let Gε : C([0, T ], U)→ S be a measurable map. Denote by

uε = Gε(W ), ∀ ε > 0. (5.1)

Definition 5.1 (Rate function). A function I : S → [0,∞] is called a rate function on S if it is

lower semicontinuous in S. A rate function I on S is said to be a good rate function on S if for every

0 6 C <∞, the level set {x ∈ S : I(x) 6 C} is a compact subset of S.

Definition 5.2 (Large deviation principle). The family {uε} is said to satisfy the large deviation

principle in S with a rate function I : S→ [0,∞], if for every Borel subset A of S,

− inf
x∈A◦

I(x) 6 lim inf
ε→0

ε logP(uε ∈ A) 6 lim sup
ε→0

ε logP(uε ∈ A) 6 − inf
x∈A

I(x),

where A◦ and A are the interior and the closure of A in S, respectively.

Since S is a polish space, the Laplace principle and the large deviation principle are equivalent (see

[8, Section 4]). Next, we recall the concept of Laplace principle.

Definition 5.3 (Laplace principle). The family {uε} is said to satisfy the Laplace principle in S with

a rate function I : S→ [0,∞] if for all bounded and continuous φ : S→ R,

lim
ε→0

ε logE
[
e−

1
ε
φ(uε)

]
= − inf

x∈S
{φ(x) + I(x)} .

22



In order to prove the large deviation principle of uε, we will assume that the family {Gε} fulfills

the following conditions: there exists a measurable map G0 : C([0, T ], U)→ S such that

(H1) For every M > 0, the set

{
G0

(∫ ·
0
h(t)dt

)
: h ∈ SM

}
is a compact subset of S.

(H2) If M > 0 and {hε} ⊆ AM such that {hε} converges in distribution to h as SM -valued random

variables, then Gε
(
W + ε−

1
2

∫ ·
0
hε(t)dt

)
converges in distribution to G0

(∫ ·
0
h(t)dt

)
.

We recall the following theorem proved by Budhiraja and Dupuis [8], which will be used to establish

the large deviation of (2.10).

Theorem 5.1 ([8], Theorem 4.4). Under (H1)-(H2), the family {uε}, given by (5.1), satisfies the

Laplace principle in S with rate function I defined for every x ∈ S by,

I(x) = inf

{
1

2

∫ T

0
‖h(t)‖2`2dt : h ∈ L2(0, T ; `2) such that G0

(∫ ·
0
h(t)dt

)
= x

}
,

where the infimum over an empty set is taken to be ∞.

5.2 The large deviations result

In this subsection, we will establish the Laplace principle for (2.10) in C([0, T ], H) ∩ L2(0, T ;V ).

Denote by uε(t) the solution of (2.10) with initial value u0 ∈ H at initial time 0 with respect to the

noise intensity ε. To that end, we first show G0 satisfies (H1).

Given a control h ∈ L2(0, T ; `2), the controlled equation is as follows:

duh(t) + νAuh(t)dt+ FN (‖uh‖)B(uh)dt = f(t)dt+G(uh(t))h(t)dt (5.2)

with initial condition

uh(0) = u0 ∈ H. (5.3)

In what follows, we show the well-posedness of (5.2)-(5.3).

Lemma 5.1. Suppose (2.7) and (2.8) hold. Then, for every h ∈ L2(0, T ; `2), problem (5.2)-(5.3) has

a unique solution uh ∈ C([0, T ], H) ∩ L2(0, T ;V ).

Moreover, for any |u0| ∨ ‖h‖L2(0,T ;`2) 6 R, with R > 0, the solution uh satisfies that, for any

t ∈ [0, T ],

|uh(t)|2 +

∫ t

0
‖uh(s)‖2ds 6 c1, (5.4)

where c1 > 0 depends on R and T .

Proof. To verify the existence and uniqueness of the solution of (5.2), we first assume h ∈ L∞(0, T ; `2).

Then, by (2.7), (2.8) and Young’s inequality, we have for any u, v ∈ C([0, T ], H) ∩ L2(0, T ;V ),

(−νAu− FN (‖u‖)B(u) + f(t) +G(u)h(t), u)

6 −3ν

4
‖u‖2 +

(
1 +

να1

4α2
+
α2

ν
‖h(t)‖2`2

)
|u|2 +

1

4
|f(t)|2 +

να1

4α2
,

and

(−νAu+ νAv − FN (‖u‖)B(u) + FN (‖v‖)B(v) +G(u)h(t)−G(v)h(t), u− v)
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6 −ν
2
‖u− v‖2 +

(
Cν +

√
β1‖h(t)‖`2 +

β2

ν
‖h(t)‖2`2

)
|u− v|2.

Note h ∈ L∞(0, T ; `2), and by using a similar technique to the one in [10, Theorem 7], we deduce that

(5.2)-(5.3) possesses a unique solution uh ∈ C([0, T ], H) ∩ L2(0, T ;V ).

For general h ∈ L2(0, T ; `2), we can find a sequence hn ∈ L∞(0, T ; `2) such that

hn → h strongly in L2
(
0, T ; `2

)
.

Let un be the unique solution of (5.2)-(5.3) when we replace h by hn. Next, we will show {un} is a

Cauchy sequence in C([0, T ], H) ∩ L2(0, T ;V ). By (2.7), (2.8) and (5.2), we have

d

dt
|un(t)− um(t)|2

= 2 (−νAun(t) + νAum(t)− FN (‖un(t)‖)B(un(t)) + FN (‖um(t)‖)B(um(t)), un(t)− um(t))

+ 2 ((G(un(t))−G(um(t)))hn(t), un(t)− um(t)) + 2 (G(um(t))(hn(t)− hm(t)), un(t)− um(t))

6 −ν‖un(t)− um(t)‖2 +

(
Cν + 2

√
β1‖hn(t)‖`2 +

4β2

ν
‖hn(t)‖2`2

)
|un(t)− um(t)|2

+
(
α1(1 + |um(t)|2) + α2‖um(t)‖2

)
|un(t)− um(t)|2 + ‖hn(t)− hm(t)‖2`2 , (5.5)

which, together with Gronwall’s inequality, implies that, for any t ∈ [0, T ],

|un(t)− um(t)|2 6 e
∫ T
0 M1

(
1+‖hn(s)‖`2+‖hn(s)‖2

`2
+|um(s)|2+‖um(s)‖2

)
ds
∫ T

0
‖hn(s)− hm(s)‖2`2ds, (5.6)

where M1 = max

{
Cν + α1, 2

√
β1,

4β2

ν
, α2

}
. Similar to (5.5), we have

d

dt
|un(t)|2 =2 (−νAun(t) + f(t), un(t)) + 2 (G(un(t))hn(t), un(t))

6− ν‖un(t)‖2 + |un(t)|2 + |f(t)|2 +
να1

α2

(
1 + |un(t)|2

)
+
α2

ν
‖hn(t)‖2`2 |un(t)|2. (5.7)

From (5.7) and Gronwall’s inequality, it follows that, for any t ∈ [0, T ],

|un(t)|2 6 |u0|2e
∫ T
0

(
1+

να1
α2

+
α2
ν
‖hn(s)‖2

`2

)
ds

+ e
∫ T
0

(
1+

να1
α2

+
α2
ν
‖hn(s)‖2

`2

)
ds
∫ T

0

(
να1

α2
+ |f(s)|2

)
ds. (5.8)

By (5.7), (5.8), the boundedness of hn in L2(0, T ; `2) and the fact that f ∈ L2
loc(R;H), we find that

there exists M2 > 0, independent of n, such that

sup
06t6T

|un(t)|2 +

∫ T

0
‖un(s)‖2ds < M2 <∞,

which, together with (5.5) and (5.6), implies that {un} is a Cauchy sequence in C([0, T ], H) ∩
L2(0, T ;V ), and we denote the limit by uh.

Then by using the standard monotonicity argument (e.g. [57, Theorem 30.A]), one can show that

uh is the solution of (5.2)-(5.3) corresponding to h.

In addition, similar to (5.7) and (5.8), (5.4) can be obtained. The proof is complete.

Define G0 : C([0, T ], U)→ C([0, T ], H) by, for every ζ ∈ C([0, T ], U),

G0(ζ) =

uh, if ζ =

∫ ·
0
h(t)dt for some h ∈ L2(0, T ; `2),

0, otherwise,

(5.9)
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where uh is the solution of (5.2)-(5.3). It follows from Lemma 5.1 that the mapping G0 is well-defined.

Next, we will show G0 satisfies (H1).

Lemma 5.2. Suppose (2.7) and (2.8) hold. Then, for every M > 0, the set

KM =

{
G0

(∫ ·
0
h(t)dt

)
: h ∈ SM

}
(5.10)

is a compact subset of C([0, T ], H) ∩ L2(0, T ;V ).

Proof. Form (5.9) and (5.10), it follows that

KM =

{
uh : h ∈ L2(0, T ; `2),

∫ T

0
‖h(t)‖2`2dt 6M

}
, (5.11)

where uh is the solution of (5.2)-(5.3). In order to prove the compactness of KM , we need to show that

for any sequence {uhn}∞n=1 ⊆ KM , there exists a convergent subsequence of {uhn}∞n=1. Indeed, given

{uhn}∞n=1 ⊆ KM , by (5.11), we find that hn ∈ L2(0, T ; `2) and

∫ T

0
‖hn(t)‖2`2dt 6M , which imply that

there exist h ∈ SM and a subsequence of {hn}, still denote as {hn}, which converges weakly to a limit

h in L2(0, T ; `2). Next, we will show that uhn → uh strongly in C([0, T ], H) ∩ L2(0, T ;V ) as n→∞.

Since

∫ T

0
‖hn(t)‖2`2dt 6M , by Lemma 5.1, there exists c2 = c2(T,M) > 0 such that for any n ∈ N,

sup
06t6T

|uhn(t)|2 + sup
06t6T

|uh(t)|2 +

∫ T

0
‖uhn(t)‖2dt+

∫ T

0
‖uh(t)‖2dt 6 c2. (5.12)

Similar to (5.5), by (2.8) and (5.2), we have

|uhn(t)− uh(t)|2 + ν

∫ t

0
‖uhn(s)− uh(s)‖2ds

6
∫ t

0

(
Cν + 2

√
β1‖hn(s)‖`2 +

4β2

ν
‖hn(s)‖2`2

)
|uhn(s)− uh(s)|2ds

+ 2

∫ t

0
(G(uh(s))(hn(s)− h(s)), uhn(s)− uh(s)) ds. (5.13)

For any fixed m > 1, define

ϕmn (t) =

∫ t

0
PmG(uh(s)) (hn(s)− h(s)) ds,

where Pm is the orthogonal projection onto the subspace of H spanned by {e1, e2, · · · , em}, and ej
is the orthonormal eigenfunctions of the operator A (see Section 2 for more details). Then, we can

deduce the compactness of Hm ↪→ V embedding. In addition, it follows from (2.7) and (5.12) that

sup
06t6T

‖ϕmn (t)‖Hm 6

(∫ T

0

(
α1 + α1|uh(s)|2 + α2‖uh(s)‖2

)
ds

) 1
2
(∫ T

0
‖hn(s)− h(s)‖2`2 ds

) 1
2

, (5.14)

which, together with the boundedness of {hn} in L2(0, T ; `2), implies ϕmn ∈ C([0, T ], Hm).

Next, we will show ϕmn → 0 in C([0, T ], H)∩L2(0, T ;V ) as n→∞. From (5.14) and the bounded-

ness of {hn} in L2(0, T ; `2), it follows that {ϕmn }∞n=1 is equicontinuous on [0, T ]. In addition, thanks to

the compactness of Hm ↪→ V embedding, we can deduce that there exists a subsequence of {ϕmn }∞n=1,
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still denote as {ϕmn }∞n=1, such that ϕmn → 0 in C([0, T ], V ) by the Arzelà-Ascoli theorem, which implies

that for any m ∈ N,

ϕmn → 0 in C([0, T ], H) ∩ L2(0, T ;V ) as n→∞. (5.15)

As in Lemma 5.1, we first assume hn, h ∈ L∞(0, T ; `2). It then follows from (2.7) and (5.12) that∫ T

0
‖ d
dt
ϕmn (t)‖2V ∗dt 6

∫ T

0
‖PmG(uh(t))(hn(t)− h(t))‖2V ∗dt

6C
∫ T

0

(
1 + |uh(t)|2 + ‖uh(t)‖2

)
dt <∞,

which shows
d

dt
ϕmn (t) is an element in L2(0, T ;V ∗).

From [57, Proposition 23.23], it follows that

(uhn(t)− uh(t), ϕmn (t)) =

∫ t

0
V ∗

〈
d

ds
(uhn(s)− uh(s)), ϕmn (s)

〉
V

ds

+

∫ t

0
V ∗

〈
d

ds
ϕmn (s), uhn(s)− uh(s)

〉
V

ds. (5.16)

Therefore, by (5.2) and (5.16),∫ t

0
(PmG(uh(s))(hn(s)− h(s)), uhn(s)− uh(s)) ds

= (uhn(t)− uh(t), ϕmn (t))−
∫ t

0
V ∗

〈
d

ds
(uhn(s)− uh(s)), ϕmn (s)

〉
V

ds

= (uhn(t)− uh(t), ϕmn (t)) + ν

∫ t

0
V ∗ 〈Auhn(s)−Auh(s), ϕmn (s)〉V ds

+

∫ t

0
V ∗ 〈FN (‖uhn(s)‖)B(uhn(s))− FN (‖uh(s)‖)B(uh(s)), ϕmn (s)〉V ds

−
∫ t

0
(G(uhn(s))hn(s)−G(uh(s))h(s), ϕmn (s)) ds

:= I1 + I2 + I3 + I4. (5.17)

By (2.5), (2.8), (5.12), Young’s inequality and Hölder’s inequality, we deduce for any t ∈ [0, T ],

I1 6
1

4
|uhn(t)− uh(t)|2 + |ϕmn (t)|2,

I2 6ν

(∫ t

0
‖Auhn(s)−Auh(s)‖2V ∗ds

) 1
2
(∫ t

0
‖ϕmn (s)‖2ds

) 1
2

6
√

2ν

(∫ t

0
(‖uhn(s)‖2 + ‖uh(s)‖2)ds

) 1
2
(∫ t

0
‖ϕmn (s)‖2ds

) 1
2

6
√

2c2ν

(∫ t

0
‖ϕmn (s)‖2ds

) 1
2

,

I3 6CN

(∫ t

0
‖uhn(s)− uh(s)‖2ds

) 1
2
(∫ t

0
‖ϕmn (s)‖2ds

) 1
2

6
√

2c2CN

(∫ t

0
‖ϕmn (s)‖2ds

) 1
2

,

I4 6
∫ t

0
|G(uhn(s))hn(s)−G(uh(s))h(s)| |ϕmn (s)| ds

6 sup
06s6t

|ϕmn (s)|
(∫ t

0

(
α1(1 + |uhn(s)|2) + α2‖uhn(s)‖2

)
ds

) 1
2
(∫ t

0
‖hn(s)‖2`2ds

) 1
2
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+ sup
06s6t

|ϕmn (s)|
(∫ t

0

(
α1(1 + |uh(s)|2) + α2‖uh(s)‖2

)
ds

) 1
2
(∫ t

0
‖h(s)‖2`2ds

) 1
2

. (5.18)

It follows from (5.13), (5.17) and (5.18) that there exists a constant c3 > 0 such that for any t ∈ [0, T ],

1

2
|uhn(t)− uh(t)|2 + ν

∫ t

0
‖uhn(s)− uh(s)‖2ds

6
∫ t

0

(
Cν + 2

√
β1‖hn(s)‖`2 +

4β2

ν
‖hn(s)‖2`2

)
|uhn(s)− uh(s)|2ds

+ c3

(
sup

06s6t
|ϕmn (s)|+

(∫ t

0
‖ϕmn (s)‖2ds

) 1
2

)

+

∫ t

0
‖(I − Pm)G(uh(s))‖2L2(`2,H)ds+

∫ t

0
‖hn(s)− h(s)‖2`2 |uhn(s)− uh(s)|2ds. (5.19)

Then, by Gronwall’s inequality, we deduce that for any t ∈ [0, T ],

|uhn(t)− uh(t)|2 62c3

 sup
06s6T

|ϕmn (s)|+
(∫ T

0
‖ϕmn (s)‖2ds

) 1
2

 ec4
∫ T
0 (1+‖hn(s)‖`2+‖hn(s)‖2

`2
+‖h(s)‖2

`2
)ds

+ 2ec4
∫ T
0 (1+‖hn(s)‖`2+‖hn(s)‖2

`2
+‖h(s)‖2

`2
)ds
∫ T

0
‖(I − Pm)G(uh(s))‖2L2(`2,H)ds. (5.20)

Noting that G(·) is a Hilbert-Schmidt operator, by the dominated convergence theorem, we have∫ T

0
‖(I − Pm)G(uh(s))‖2L2(`2,H)ds→ 0, as m→∞,

which, together with (5.15), (5.19), (5.20) and the boundedness of {hn} in L2(0, T ; `2), implies uhn →
uh in C([0, T ], H) ∩ L2(0, T ;V ) as n→∞.

Then, similar to the proof of Lemma 5.1, we can deduce such convergence also holds for the case

hn, h ∈ L2(0, T ; `2). Hence the proof is complete.

In order to prove condition (H2), suppose 0 6 ε 6 min

{
ν

37α2
,
ν

2β2

}
=: ε0. It then follows

from the well-posedness of (2.10) that there exists a Borel-measurable mapping Gε : C([0, T ], U) →
C([0, T ], H) ∩ L2(0, T ;V ) such that

uε = Gε(W ), P-almost surely.

In the sequel, we will establish some property of Gε, which will be useful to verify (H2). To do

that, the following version of Gronwall’s inequality in [19] is needed.

Lemma 5.3 ([19], Lemma A.1). Let X,Y, I and ϕ be non-negative processes and Z be a non-negative

integrable random variable. Assume that I is non-decreasing and there exist non-negative constants

C,α, β, γ, δ with the following properties∫ T

0
ϕ(s)ds 6 C a.s., 2βeC 6 1, 2δeC 6 α, (5.21)

and such that, for 0 6 t 6 T ,

X(t) + αY (t) 6 Z +

∫ t

0
ϕ(r)X(r)dr + I(t), a.s.,
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E[I(t)] 6 βE[X(t)] + γ

∫ t

0
E[X(s)]ds+ δE[Y (t)] + C ′,

where C ′ > 0 is a constant. If X ∈ L∞([0, T ]× Ω), then we have for any t ∈ [0, T ],

E[X(t) + αY (t)] 6 2 exp
(
C + 2tγeC

) (
E[Z] + C ′

)
.

Lemma 5.4. Suppose that (2.7) and (2.8) hold, and h ∈ AM with M > 0. Then, uεh := Gε(W +

ε−
1
2

∫ ·
0
h(t)dt) is the unique solution of

duεh + νAuεhdt+ FN (‖uεh‖)B(uεh)dt = (f(t) +G(uεh)h) dt+
√
εG(uεh)dW (t), (5.22)

with initial value uεh(0) = u0 ∈ H.

Moreover, for any fixed M > 0, there exists a positive constant ε̃0 := ε̃0(M) 6 ε0 such that for any

h ∈ AM and u0 ∈ H with |u0| 6 R (R > 0), the solution uεh satisfies, for any 0 6 ε 6 ε̃0,

E
[

sup
06t6T

|uεh(t)|2 +

∫ T

0
‖uεh(t)‖2dt

]
6 C1, (5.23)

where C1 > 0 depends on M,R and T .

Proof. From the Girsanov theorem ([21, Appendix A.1.]), it follows that (5.22), with initial value

uεh(0) = u0 ∈ H, has a unique solution uεh ∈ C ([0, T ], H) ∩ L2(0, T ;V ) P-almost surely.

By (5.22) and Itô’s formula, we have that, for any t ∈ [0, T ], P-almost surely,

|uεh(t)|2 + 2ν

∫ t

0
‖uεh(s)‖2ds

6 |u0|2 +

∫ t

0
|f(s)|2ds+

∫ t

0
|uεh(s)|2ds+ 2

∫ t

0
(G(uεh(s))h(s), uεh(s)) ds

+ 2
√
ε

∫ t

0
(uεh(s), G(uεh(s))dW (s)) + ε

∫ t

0
‖G(uεh(s))‖2L2(`2,H) ds. (5.24)

For the fourth term on the right-hand side of (5.24), by (2.7), we find

2

∫ t

0
(G(uεh(s))h(s), uεh(s)) ds 6 2

∫ t

0
‖G(uεh(s))‖L2(`2,H) ‖h(s)‖`2 |uεh(s)|ds

6 2

∫ t

0

(
α1

(
1 + |uεh(s)|2

)
+ α2‖uεh(s)‖2

) 1
2 ‖h(s)‖`2 |uεh(s)|ds

6
ν

4

∫ t

0
‖uεh(s)‖2ds+

να1

4α2

∫ t

0

(
1 + |uεh(s)|2

)
ds+

4α2

ν

∫ t

0
‖h(s)‖2`2 |u

ε
h(s)|2ds. (5.25)

For the last term of (5.24), by (2.7), we derive for any ε ∈
(

0,
ν

4α2

)
,

ε

∫ t

0
‖G(uεh(s))‖2L2(`2,H) ds 6

να1

4α2

∫ t

0
(1 + |uεh(s)|2)ds+

ν

4

∫ t

0
‖uεh(s)‖2ds. (5.26)

Then by (5.24)-(5.26), we deduce for any t ∈ [0, T ], P-almost surely,

|uεh(t)|2 + ν

∫ t

0
‖uεh(s)‖2ds 6|u0|2 +

∫ t

0
|f(s)|2ds+

∫ t

0

(
1 +

να1

2α2
+

4α2

ν
‖h(s)‖2`2

)
|uεh(s)|2ds

+
να1T

2α2
+ 2
√
ε

∫ t

0
(uεh(s), G(uεh(s))dW (s)) . (5.27)
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For a fixed constant L > 0, define a stopping time τ εL = inf
{

0 6 t 6 T : ‖uεh‖C([0,t],H) + ‖uεh‖L2(0,t;V ) > L
}

.

From (5.27), it follows that, for any t ∈ [0, T ], P-almost surely,

sup
06r6t∧τεL

(
|uεh(r)|2 + ν

∫ r

0
‖uεh(s)‖2ds

)
6 |u0|2 +

∫ t

0
|f(s)|2ds+

∫ t

0

(
1 +

να1

2α2
+

4α2

ν
‖h(s)‖2`2

)
|uεh(s)|2ds

+
να1T

2α2
+ 2
√
ε sup

06r6t∧τεL

∣∣∣∣∫ r

0
(uεh(s), G(uεh(s))dW (s))

∣∣∣∣ ,
which shows that

sup
06r6t∧τεL

|uεh(r)|2 + ν

∫ t∧τεL

0
‖uεh(s)‖2ds

6 2|u0|2 + 2

∫ t

0
|f(s)|2ds+ 2

∫ t

0

(
1 +

να1

2α2
+

4α2

ν
‖h(s)‖2`2

)
sup

06r6s∧τεL
|uεh(r)|2ds

+
να1T

α2
+ 4
√
ε sup

06r6t∧τεL

∣∣∣∣∫ r

0
(uεh(s), G(uεh(s))dW (s))

∣∣∣∣ , (5.28)

Similar to (2.18), by (2.7), we have for any t ∈ [0, T ],

4
√
εE

[
sup

06r6t∧τεL

∣∣∣∣∫ r

0

(
uεh(s), G(uεh(s))dW (s)

)∣∣∣∣
]

6
√
εE

[
sup

06r6t∧τεL
|uεh(r)|2

]
+ 36

√
εα1

∫ t

0
E

[
sup

06r6s∧τεL
|uεh(r)|2

]
ds

+ 36
√
εα2

∫ t∧τεL

0
E
[
‖uεh(s)‖2

]
ds+ 36

√
εα1T. (5.29)

Thus we can apply Lemma 5.3 to (5.28) and (5.29) for

X(t) = sup
06r6t∧τεL

|uεh(r)|2, Y (t) =

∫ t∧τεL

0
‖uεh(s)‖2ds, I(t) = 4

√
ε sup

06r6t∧τεL

∣∣∣∣∫ r

0

(
uεh(s), G(uεh(s))dW (s)

)∣∣∣∣ ,
α = ν, β =

√
ε, γ = 36

√
εα1, δ = 36

√
εα2, Z = 2|u0|2 + 2

∫ T

0
|f(s)|2ds+

να1T

α2
,

ϕ(s) = 2 +
να1

α2
+

8α2

ν
‖h(s)‖2`2 , C ′ = 36

√
εα1T.

Therefore, we have∫ T

0
ϕ(s)ds =

∫ T

0

(
2 +

να1

α2
+

8α2

ν
‖h(s)‖2`2

)
ds 6 2T +

να1T

α2
+

8α2M

ν
:= C, a.s..

By choosing ε small enough, we obtain 2βeC = 2
√
εeC 6 1 and 2δeC = 72

√
εeC 6 1. Consequently,

by Lemma 5.3, there exists ε̃0 > 0, such that, for any 0 6 ε 6 ε̃0,

E

[
sup

06t6T∧τεL
|uεh(t)|2 +

∫ T∧τεL

0
‖uεh(t)‖2dt

]
6 C1,

where C1 is independent of L.

In addition, since lim
L→∞

τ εL = T , by Fatou’s lemma, we can obtain (5.23), as desired.
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The following lemma is devoted to the convergence of Gε, which is necessary to prove (H2).

Lemma 5.5. Suppose (2.7) and (2.8) hold, and {hε} ⊆ AM with M > 0. Then,

lim
ε→0

(
Gε
(
W + ε−

1
2

∫ ·
0
hε(t)dt

)
− G0

(∫ ·
0
hε(t)dt

))
= 0 in probability in C([0, T ], H) ∩ L2(0, T ;V ).

Proof. Let uεhε = Gε
(
W + ε−

1
2

∫ ·
0
hε(t)dt

)
. It follows from Lemma 5.4 that uεhε is the solution of

duεhε(t) + νAuεhε(t)dt+ FN (‖uεhε‖)B(uεhε)dt = (f(t) +G(uεhε(t))h
ε(t)) dt+

√
εG(uεhε(t))dW, (5.30)

with initial condition uεhε(0) = u0 ∈ H. Let uhε = G0

(∫ ·
0
hε(t)dt

)
, then uhε is the unique solution of

d

dt
uhε(t) + νAuhε(t) + FN (‖uhε(t)‖)B(uhε(t)) = f(t) +G(uhε(t))h

ε(t), (5.31)

with initial value uhε(0) = u0 ∈ H. Therefore, we only need to show uεhε−uhε converges in probability

to zero in C ([0, T ], H) ∩ L2(0, T ;V ) as ε→ 0. By (5.30) and (5.31), we have

d (uεhε(t)− uhε(t)) + νA (uεhε(t)− uhε(t)) dt+ (FN (‖uεhε(t)‖)B(uεhε(t))− FN (‖uhε(t)‖)B(uhε(t))) dt

=
(
G(uεhε(t))h

ε(t)−G(uhε(t))h
ε(t)
)
dt+

√
εG(uεhε(t))dW (t),

with initial condition uεhε(0)− uhε(0) = 0. Then, thanks to Itô’s formula, we obtain

|uεhε(t)− uhε(t)|
2 + 2ν

∫ t

0
‖uεhε(s)− uhε(s)‖

2 ds

= −2

∫ t

0

(
FN (‖uεhε(s)‖)B(uεhε(s))− FN (‖uhε(s)‖)B(uhε(s)), u

ε
hε(s)− uhε(s)

)
ds

+ 2

∫ t

0

(
G(uεhε(s))h

ε(s)−G(uhε(s))h
ε(s), uεhε(s)− uhε(s)

)
ds

+ 2
√
ε

∫ t

0

(
uεhε(s)− uhε(s), G(uεhε(s))dW (s)

)
+ ε

∫ t

0
‖G(uεhε(s))‖2L2(`2,H)ds. (5.32)

For a fixed constant L > 0, define a stopping time

τε = inf
{

0 6 t 6 T : ‖uεhε‖C([0,t],H) + ‖uεhε‖L2(0,t;V ) > L
}
. (5.33)

It follows from (5.32) and (5.33) that, for any t ∈ [0, T ],

sup
06r6t

(
|uεhε(r ∧ τε)− uhε(r ∧ τε)|

2 + 2ν

∫ r∧τε

0
‖uεhε(s)− uhε(s)‖

2 ds

)
6 2

∫ t∧τε

0

∣∣(FN (‖uεhε(s)‖)B(uεhε(s))− FN (‖uhε(s)‖)B(uhε(s)), u
ε
hε(s)− uhε(s)

)∣∣ ds
+ 2

∫ t∧τε

0

∣∣(G(uεhε(s))h
ε(s)−G(uhε(s))h

ε(s), uεhε(s)− uhε(s)
)∣∣ ds

+ 2
√
ε sup

06r6t

∣∣∣∣∫ r∧τε

0

(
uεhε(s)− uhε(s), G(uεhε(s))dW (s)

)∣∣∣∣+ ε

∫ t∧τε

0
‖G(uεhε(s))‖2L2(`2,H)ds. (5.34)

In addition, by Lemma 5.1, there exists C2 = C2(M,T ) > 0 such that, P-almost surely,

sup
ε∈[0,ε0]

(
‖uhε‖C([0,T ],H) +

∫ T

0
‖uhε(s)‖2ds

)
6 C2. (5.35)
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For the first term on the right-hand side of (5.34), by (2.5), we can deduce that

2

∫ t∧τε

0

∣∣(FN (‖uεhε(s)‖)B(uεhε(s))− FN (‖uhε(s)‖)B(uhε(s)), u
ε
hε(s)− uhε(s)

)∣∣ ds
6
ν

2

∫ t∧τε

0
‖uεhε(s)− uhε(s)‖2ds+ Cν

∫ t∧τε

0
|uεhε(s)− uhε(s)|2ds. (5.36)

As for the second term on the right-hand side of (5.34), by (2.8) and Young’s inequality, we derive

2

∫ t∧τε

0

∣∣(G(uεhε(s))h
ε(s)−G(uhε(s))h

ε(s), uεhε(s)− uhε(s)
)∣∣ ds (5.37)

6
∫ t∧τε

0

(
2
√
β1‖hε(s)‖`2 +

2β2

ν
‖hε(s)‖2`2

)
|uεhε(s)− uhε(s)|2ds+

ν

2

∫ t∧τε

0
‖uεhε(s)− uhε(s)‖2ds.

From (5.34), (5.36) and (5.37), it follows that, for any t ∈ [0, T ], P-almost surely,

sup
06r6t

|uεhε(r ∧ τε)− uhε(r ∧ τε)|
2 + ν

∫ t∧τε

0
‖uεhε(s)− uhε(s)‖

2 ds

6
∫ t

0

(
Cν + 2

√
β1‖hε(s)‖`2 +

2β2

ν
‖hε(s)‖2`2

)
sup

06r6s
|uεhε(r ∧ τε)− uhε(r ∧ τε)|2ds

+ 4
√
ε sup

06r6t

∣∣∣∣∫ r∧τε

0

(
uεhε(s)− uhε(s), G(uεhε(s))dW (s)

)∣∣∣∣+ 2ε

∫ t∧τε

0
‖G(uεhε(s))‖2L2(`2,H)ds, (5.38)

which, together with Gronwall’s inequality, shows that for any t ∈ [0, T ], P-almost surely,

sup
06r6t

|uεhε(r ∧ τε)− uhε(r ∧ τε)|
2

6 4
√
εeCνT+2

√
β1MT+

2β2M
ν sup

06r6T

∣∣∣∣∫ r∧τε

0

(
uεhε(s)− uhε(s), G(uεhε(s))dW (s)

)∣∣∣∣
+ 2εeCνT+2

√
β1MT+

2β2M
ν

∫ T∧τε

0
‖G(uεhε(s))‖2L2(`2,H)ds. (5.39)

For the last term of (5.39), by (2.7) and (5.33), we have

lim
ε→0

2εeCνT+2
√
β1MT+

2β2M
ν

∫ T∧τε

0
‖G(uεhε(s))‖2L2(`2,H)ds

6 lim
ε→0

2εeCνT+2
√
β1MT+

2β2M
ν

∫ T∧τε

0

[
α1

(
1 + |uεhε(s)|2

)
+ α2‖uεhε(s)‖2

]
ds

= 0, P-almost surely. (5.40)

For the first term on the right-hand side of (5.39), by (5.33), (5.35) and (5.40), we deduce

2 lim
ε→0

√
εE

[
sup

06r6T

∣∣∣∣∫ r∧τε

0

(
uεhε(s)− uhε(s), G(uεhε(s))dW (s)

)∣∣∣∣2
]

6 16 lim
ε→0

εE
[∫ T∧τε

0
‖uεhε(s)− uhε(s)‖2‖G(uεhε(s))‖2L2(H,`2)ds

]
6 16(L+ C2)2 lim

ε→0
εE
[∫ T

0
‖G(uεhε(s))‖2L2(`2,H)ds

]
= 0. (5.41)

It then follows from (5.39)-(5.41) that

lim
ε→0

sup
06r6T

|uεhε(r ∧ τε)− uhε(r ∧ τε)|
2 = 0 in probability. (5.42)
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Similarly, by (5.38) and (5.40)-(5.42), we can also deduce that

lim
ε→0

∫ T

0
‖uεhε(r ∧ τε)− uhε(r ∧ τε)‖

2 dr = 0 in probability. (5.43)

By (5.23) and (5.33), we have for any 0 < ε 6 ε̃0,

P (τε < T ) =P
(
‖uεhε‖C([0,T ],H) + ‖uεhε‖L2(0,T ;V ) > L

)
6P
(
‖uεhε‖C([0,T ],H) >

L

2

)
+ P

(
‖uεhε‖L2(0,T ;V ) >

L

2

)
6

1

4L2
E
[

sup
06r6T

|uεhε(r)|
2

]
+

1

4L2
E
[∫ T

0
‖uεhε(s)‖2ds

]
6

C1

2L2
, (5.44)

where ε̃0, C1 > 0 are given in Lemma 5.4. From (5.44), it follows that for any ε > 0,

P
(
‖uεhε − uhε‖C([0,T ],H) + ‖uεhε − uhε‖L2(0,T ;V ) > ε

)
6 P

(
‖uεhε − uhε‖C([0,T ],H) + ‖uεhε − uhε‖L2(0,T ;V ) > ε, τε = T

)
+ P

(
‖uεhε − uhε‖C([0,T ],H) + ‖uεhε − uhε‖L2(0,T ;V ) > ε, τε < T

)
6 P

(
‖uεhε − uhε‖C([0,T ],H) + ‖uεhε − uhε‖L2(0,T ;V ) > ε, τε = T

)
+

C1

2L2
. (5.45)

First taking the limit as ε→ 0, and then as M →∞, it follows from (5.42), (5.43) and (5.45) that

lim
ε→0

(uεhε − uhε) = 0 in C([0, T ], H) ∩ L2(0, T ;V ) in probability. (5.46)

The proof is complete.

The main result of this paper is given below.

Theorem 5.2. Suppose (2.7) and (2.8) hold, and uε is the solution of (2.10). Then the family {uε},
as ε→ 0, satisfies the large deviation principle in C([0, T ], H)∩L2(0, T ;V ) with the good rate function

given by

I(ϕ) = inf

{
1

2

∫ T

0
‖h(t)‖2`2dt : h ∈ L2(0, T ; `2), uh = ϕ

}
, (5.47)

where ϕ ∈ C([0, T ], H) ∩ L2(0, T ;V ), uh is the solution of (5.2)-(5.3), and the infimum of the empty

set is taken to be ∞.

Proof. It follows from Lemma 5.2 that (H1) holds. It remains to prove that Gε and G0 satisfy (H2).

Let {hε} be a sequence in AM (M > 0), which converges in distribution to h as SM -valued random

variables. In addition, by Skorokhod’s theorem, there exist a probability space (Ω̃, F̃ , P̃) and SM -valued

random variables h̃ε and h̃ on (Ω̃, F̃ , P̃) such that h̃ε → h̃ in SM , almost surely, which is equipped

with the weak topology, where h̃ε and h̃ have the same distribution laws as hε and h respectively.

Let uh = G0

(∫ ·
0
h(t)dt

)
, then uh is the solution to (5.2)-(5.3). From Lemma 5.2, it follows that u

h̃ε

converges to u
h̃

in distribution in C([0, T ], H) ∩ L2(0, T ;V ). Therefore, we have

uhε → uh, in C([0, T ], H) ∩ L2(0, T ;V ) in distribution,

which, together with (5.46), implies that

uεhε → uh, in C([0, T ], H) ∩ L2(0, T ;V ) in distribution,

then (H2) holds. Therefore, by Theorem 5.1, the result is completely proved.
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[4] Z. Brzeźniak, B. Goldys and T. Jegaraj, Large deviations and transitions between equilibria for

stochastic Landau-Lifshitz-Gilbert equation, Arch. Ration. Mech. Anal., 226 (2017) 497-558.
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