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Abstract: This paper outlines the development of an onboard computer prototype for data registra-
tion, storage, transformation, and analysis. The system is intended for health and use monitoring
systems in military tactical vehicles according to the North Atlantic Treaty Organization Standard
Agreement for designing vehicle systems using an open architecture. The processor includes a data
processing pipeline with three main modules. The first module captures the data received from sensor
sources and vehicle network buses, performs a data fusion, and saves the data in a local database
or sends them to a remote system for further analysis and fleet management. The second module
provides filtering, translation, and interpretation for fault detection; this module will be completed
in the future with a condition analysis module. The third module is a communication module
for web serving data and data distribution systems according to the standards for interoperability.
This development will allow us to analyze the driving performance for efficiency, which helps us
to know the vehicle’s condition; the development will also help us deliver information for better
tactical decisions in mission systems. This development has been implemented using open software,
allowing us to measure the amount of data registered and filter only the relevant data for mission
systems, which avoids communication bottlenecks. The on-board pre-analysis will help to conduct
condition-based maintenance approaches and fault forecasting using the on-board uploaded fault
models, which are trained off-board using the collected data.

Keywords: data acquisition; military vehicles; fault diagnosis; generic vehicle architecture; condition
monitoring; interoperability

1. Introduction

The most valuable goal of logistics in the army is to maintain the impulse of operations
by achieving the highest operability. Another objective is to maintain a cost-effective and
safety-assured maintenance strategy [1]. The first objective is achieved by quick response
times, avoiding minimum product damage, and maximizing operation by using the maxi-
mized mean time between failures (MTBF). The second objective is related to ensuring the
well-driven, efficient fluency of logistic and maintenance operations, minimizing the mean
time to repair (MTTR) and the economization of resources. When performing operations,
a quick maintenance response is desirable; however, due to the unpredictability of faults,
it can be very complex and challenging to obtain an optimal response in the logistic flow.
Traditionally, maintenance time and extent have been determined by two factors: the tech-
nical condition of the vehicle and a regular maintenance schedule [2]. This maintenance
approach is mainly based on a preventive maintenance program for avoiding failures and
corrective maintenance to fix current faults. This means that maintenance is triggered

Sensors 2023, 23, 5645. https://doi.org/10.3390/s23125645

https:/ /www.mdpi.com/journal /sensors


https://doi.org/10.3390/s23125645
https://doi.org/10.3390/s23125645
https://creativecommons.org/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://www.mdpi.com/journal/sensors
https://www.mdpi.com
https://orcid.org/0000-0002-5866-3988
https://orcid.org/0000-0002-3744-7979
https://orcid.org/0000-0003-3986-9267
https://orcid.org/0000-0002-0043-8104
https://doi.org/10.3390/s23125645
https://www.mdpi.com/journal/sensors
https://www.mdpi.com/article/10.3390/s23125645?type=check_update&version=3

Sensors 2023, 23, 5645

20f13

according to the presence of a failure or a statistically calculated mean time to lost perfor-
mance according to the experience or knowledge of the manufacturer. Preventive vehicle
maintenance is scheduled at a fixed time or mileage, assuming that some degradation or re-
duced performance could appear. For the reasons mentioned above, the use of a corrective
preventive maintenance scheme could not be cost-effective and efficient, especially when
compared with low-mileage vehicles or efficiently driven vehicles; consequently, some
parts of the equipment can be replaced before the risk of failure has been reached [3]. In
contrast, tactical vehicles that operate in harsh environmental conditions can be affected by
premature failures, which frequently occur before the theoretically prescribed mileage.

The main approach for achieving a faster and more efficient maintenance is to imple-
ment a data-driven maintenance approach. To achieve this new approach, more frequent
inspections must be conducted, which is an expensive method in terms of the time and
people required. However, the best and fastest method for learning the status of the system
is by continuously registering functional data for further analyses. We are aware of the
following problems:

1. Tactical radio systems have limited bandwidth and unstable connections for sending
data in real time in contrast to industrial fleets, which use commercial networks.

2. The operating conditions of the on-board device can be extreme and situations of
mechanical and environmental stress may occur, making it necessary to design the
system in a resistant way and create rugged devices.

3.  The regulation and validation of on-board devices in tactical vehicles has many restric-
tions, which are not only physical restrictions but are also linked to military regulation.

4.  The volume of data needed for reliable data-driven maintenance, as well as the
transmission of this much data is challenging.

The proposed solution was developed in two stages:

e  The on-board device is in the acquisition stage: In this stage, the device only stores,
translates, and exchanges vehicle data with the systems. In this case, the on-board device
is optimized to store the information to be extracted in the next maintenance review.

e  The on-board device is in operation mode: In this stage, the on-board device continues
to store the information; however, it also stores the maintenance models that are
created from the data extracted in the first stage, and only the alarms or event that
are generated are transmitted thanks to the processing at the edge. This part of the
development is not included in this paper.

For the above-mentioned reason, on-board edge computing is needed to treat and
minimize the transmitted data ahead of time. The current paper provides the design and
development of this on-board device, where the acquisition system is based on the CAN
bus and the results of tests in real tactical vehicles are presented. This study will be a
proof of concept of a computer system for registering and computing vehicle sensors and
network data. Thus, the main contributions of this paper are as follows:

The design and implementation of an on-board device in a tactical vehicle is presented.
The design of the acquisition infrastructure is created as needed for health and use
monitoring system (HUMS) integration and deployment.

e  The proposed on-board device is in accordance with current military regulations
and standards.

e The application is presented in a real case involving tactical vehicles deployed in
conflict zones.

As far as we know, there are no other references of this type that offer details on the
implementation and testing of computers for data acquisition and further analysis using
tactical vehicles.

The next section presents the related work on commercial vehicles and tactical vehicle
studies. Section 3 presents a brief introduction to condition and predictive maintenance,
including a brief presentation on different maintenance analysis approaches. The next
subsections include using the addressed methods to develop a complete edge computing
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platform for data acquisition and monitoring according to NATO standards on a generic
open vehicle architecture. The system will be capable of storing data, condition monitoring
by filtering problem information data, and limiting the transmission to mission systems
into an open architecture for command, control, and logistics. Section 4 includes the testing
procedures and data prospecting methods for communications efficiency. Finally, we
evaluated the amount of data that are needed for on-board computer analysis and the
resources to avoid using tactical communications for the massive transmission of data to
an external analysis tool.

2. Literature Review

The next section presents the related work on commercial vehicles and tactical vehicle
studies. Some work has been developed for different vehicle analysis purposes. As an
example, a vehicle fault detection system proposed in [4] based on a machine learning
model trained over offline car simulation data can detect a vehicle failure based on large
and fast streaming telemetry data from vehicles. The work focused on data acquisition and
communication from multiple vehicles to an off-board distributed system for data analysis.
Other simple data-logging systems have been developed for remote data analysis using
remote telemetry [5]. A data-driven method was used for abnormal battery charging for
electrical vehicles in [6]. AUTOSAR [7] is a worldwide development partnership of vehicle
manufacturers, for open system architecture development for health and use monitoring
purposes according to the requirements of the ISO 26262 standard [8]. This project tries to
implement functions such as life supervision, deadline supervision, logical supervision,
and health status supervision. Life supervision involves periodically checking checkpoints
for the correct functioning of systems, and deadline supervision checks the time span
of transitions between two checkpoints of a supervised entity. Logical supervision is a
technique to verify the correct execution of the system. The health state supervisor system
can connect external and unbounded supervision results to the Health Monitoring. Based
on the results of the supervision functions, the Health Monitoring tries to determine the
appropriate actions. Some authors aimed to investigate the use of publish-subscribe
protocols for transport telemetry data with a hierarchical structure of access to a set of
vehicles and their parameters in the field of logistics [9].

The proliferation of sensors and the deployment of Internet of Things (IoT) devices
in the military domain also requires the development of an IoT protocol stack that pro-
vides advantages for its use in the military Internet of Things (MIoT) domain. The use
of standard commercial computer devices (off-the-shelf) for the implementation of MIoT
networks in an NGVA scenario for the interoperability application between unmanned
ground vehicles (UGVs) has been considered in [10]. The Land vehicle with Open System
Architecture (LOSA) [11] or Land Vehicle Open System Architecture (LAVOSAR) was the
first study based on high-level operational vision focused on tactical vehicles, as we can
see in Figure 1. This project, initiated by the European Defense Agency (EDA), developed
a roadmap to harmonize the procedures that will enable data exchange, including proce-
dures in tactical vehicles. The LAVOSAR objectives included the creation of a Normative
Framework, and the study and development of a functional and technical mission system
architecture supporting an open architecture approach. The study identified technolo-
gies applicable to on-board systems, but are not properly identified and standardized.
LAVOSAR I [12] addressed the identified gaps and tried to collaborate with stakeholders
to establish a mature architecture based on standards to complement the NATO Generic
Vehicle Architecture (NGVA) [13] and Def Stan 23-09 [14] to develop an embedded system
for British military vehicles into a Generic Vehicle Architecture. The LAVOSAR II studies
identified and defined an additional architectural layer in LAVOSAR, updating the Open
Reference Architecture standards, logistic procedures, and operational workflows defined
in LAVOSAR’s study. As a result, an Open Architecture Land Vehicle Architecture Model
was developed as the NATO Standard Agreement (STANAG) for interoperability number
4754 [15] and a proposed verification and validation specification [16].



Sensors 2023, 23, 5645

40f13

|
1Sensors

‘ HUMS ’ eapon
I

BMS ’ Comms

Multifunction

Vehicle crew station

computer

Vehicle platform

Figure 1. NGVA infrastructure using LOSA perspective.
3. Materials and Methods

The Condition Base Maintenance (CBM) approach requires frequent data on vehicle
health and use. Reliability-Centered Maintenance (RCM) is an approach which we are
expecting to gain longer up-times, lower costs, and better control and decisions. This kind
of maintenance should be consistent with the life expectancy or the prognostic value of the
system failure. ISO 13381-1 defines “prognostics” as the estimate of the time to failure and
the risk of one or more existing and future failure modes. Prognostic Health Maintenance
(PHM) monitors the information on the condition of the product, detects fault symptoms,
and predicts the trend of the fault and thus making the transition to predictive maintenance.
PHM may contain model-based methods for the remaining useful life (RUL) [17] of the
systems. The remaining useful life (RUL) is a metric recognized as a key feature, and the
estimate of useful life allows for an advantage over faults or the avoidance of unnecessary
maintenance costs [18]. The RUL can be determined using a theoretical Fault-Mode Effects
Analysis (FMEA) or by calculating a prognostic model. A prognostic model uses a data-
driven analysis using machine learning techniques, knowledge-based statistical rules, or
neural networks validated from real-time registered vehicle sensor values and system
diagnostics [19]. The final purpose of a PHM or CBM will be the deployment of a decision
support system for maintenance management using an embedded analysis in the system
itself, as seen in Figure 2.

A generic vehicle architecture (GVA) defines an open architecture over an information-
centric design or a data-centric approach. The GVA has been standardized by NATO
and is in the process of being standardized by its member states. An open architecture
allows the interoperability of different devices from different developers. The NGVA
standard is continuously developed by the Military Vetronics Association (MILVA) Working
Group [20], which is an association of government agencies and industries that promote
vehicle electronics (Vetronics) in military vehicles. The architecture integrates all mission
systems, including data storage and processing, status monitoring of integrated systems,
maintenance, and logistics in a system.

HUMS is a software platform that aims to integrate all information from installed
systems to provide reports on the overall condition of the vehicle. The integration of native
vehicle communication buses, such as control units in the Controller Area Network (CAN)
bus and isolated sensors in legacy systems, is performed by defining data gateways for
each network in a Generic Architecture.

The Military CAN (MilCAN A) specification [21] defines a deterministic protocol that
can be applied to controller area network (CAN) technology as specified by ISO 11898 [22].
The MilCAN A specification is intended to support implementation in all areas of military
vehicle application and is easily bridgeable to other CAN-based protocols such as SAE
J1939 [23] and CAN open [24]. The physical layer of MILCAN uses a multidrop device
topology in a single main bus. Each node may be linked to the main bus. MILCAN is
directly bridgeable with the CAN bus (ISO 11898 standard [22]). It can support bitrates
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between 250 Kbps and 1 Mbps over a maximum 40 m bus length and up to 255 nodes.
The military and industrial vehicle data frame uses an extended format identifier (ID)
of 29 bits [25] according to the SAE J1939 data link protocol. The Logical Link Control
layer in SAE J1939 describes this 29-bit identifier as part of the first 4 bytes of the frame.
According to the Standard, the lower byte identifies up to 255 source addresses of the frame
transmitting node. The second byte represents the message subtype as a page number
(PGN), and the third byte identifies the function field. Each variable is associated with
a “Suspect Parameter Number” (SPN), and MILCAN/SAE J1939 message selection is
performed by means of a bit value of 25.

Logistic
Decisions

Actions \
a | N
| BaEns Warnings

Diagnostics Prognostics
Conqition Condition
Faults Rul

Electronic Data
Units

AN Data]l

Sensors Sensors

N -
&
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Figure 2. Condition and prognostic-based maintenance using on-board computing data. Yellow
modules are off-board processes.

Parameters are generally coded using an 8-byte payload in the data frame. They are
multiplexed according to the frame structure of the SAE J1939-71 application layer [26].
The standard allows the use of public and proprietary frames. Most of the public J1939
messages used are broadcasted at a fixed repetition rate which can vary from milliseconds
to seconds, or they are requested messages. In general, diagnostic messages give trouble
codes (DTC) for a suspect parameter together with a failure mode indicator (FMI) [27,28],
using a request message with the desired SPN in a 3-byte datagram. Table 1 shows a
list of common data frames in most vehicles with their related subsystems, according to
identifiers and electronic source according to address. They are frequently broadcasted on
the CAN bus network.

For data interpretation, the frame payload must be translated from hexadecimal to a
human-readable format. A Fleet Management Systems (FMS) is a common interface that
defines these supported parameters from major truck manufacturers. An FMS allows you to
have manufacturer-independent applications to evaluate information and perform diagnos-
tics. FMS enables a way or procedure for data interpretation for managing any or all aspects
related to a fleet of vehicles operated by a company, government, or other organization as a
common diagnostic framework. Although the Standard defines most of the well-known
parameters, several manufacturers use proprietary coding for several parameters.
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Table 1. Common SAE J1939-71 PGN codes with subsystems.
(C};’g; Frame Group Frame Description Subsystem Sourc((;{é;i)dress
0000 TSC1 Torque/Speed Control Engine 00
F000 ERC1 Retarder Controller Retarder OF
F0o1 EBC1 Brake Controller Brakes 0B
F002 ETC1 Transmission Controller 1 Transmission 03
F003 EEC2 Engine Controller 2 Engine 00
F004 EEC1 Engine Controller 1 Engine 00
F005 ETC2 Transmission Controller 2 Transmission 03
F009 vDC2 Vehicle Dynamic Control 2 Body 21
FE6C TCO1 Tachograph Body 21
FE87 ITé6 Ignition Timing 6 Engine 00
FEEE ET1 Engine Temperature Engine 00
FEEF EFLP Engine Fluid Level/Pressure Engine 00
FEF1 CCvsl Cruise Control/Vehicle Speed ~ Body 21
FEF2 LFE Fuel Economy Liquid Engine 00
FECA DM1 Active Diagnostic Trouble Code  Engine 00

Modern tactical vehicles such as heavy trucks, wheeled all-road vehicles, and chain
vehicles use CAN networks for internal system communications. Most of the platform
sensors are directly attached to Electronic Control Units (ECUs) and communicate through
the CAN network; however, the ECU itself has limited computing and data storage ca-
pabilities. They frequently only can store the minimum amount of information, like time
use and system current system alarms. However, the CAN network and the overall J1939
protocol for data communications between vehicle subsystems are not considered suitable
for data exchange with other mission systems. The exchanged data can be useful for
driving, monitoring, and vehicle fault analysis. In addition, environmental sensors can
provide situational awareness information. Therefore, we need to create an abstraction
layer for the communication network intended to exchange information between systems.
Ethernet-based virtualized network data communication is recommended in the generic
vehicle architecture, as we will see below. In these premises, an on-board computer is
suitable for registering data from sensors and vehicle networks, and shaping, transforming,
analyzing, and distributing the data. All these tasks have been deployed in three main
modules: data acquisition, condition analysis, and communication modules as shown in
Figure 3.

Communications module  Condition analysis module Data acquisition module

Vehi I\ / _L

ehicle ¢ DTC Filt

Daia/J et Raw
A Data

DDS Web Server | | Anpalyzer

{ LAN N WiFi }[4GILTE

J1939 | | Gateway
Decoder

]Physical Layer [ J1708 }[ CAN ]

Figure 3. Proposed architecture for condition computing; red module not developed.
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An on-board computer for health and use monitoring was implemented using a
Raspberry Pi-based Single Board Computer (SBC) with a reduced instruction system
computer (RISC) processor for less consumption and a smaller factor. It has wireless,
Bluetooth, and Ethernet connectivity. It uses a BCM2835 ARM RISC processor with quad
core 1.4 GHz 64 bit and 1 Gbit SPDDR2 RAM. A General-Purpose Input Output port
(GPIO) allows the addition of different sensors such as Inertial Measurement Units (IMUs),
environment temperature sensors, a Global Positioning System (GPS/GNSS), cellular
networks (3G/4G/LTE), etc. The prototype used a custom Debian operating system on a
64 Gbit SD card. To bring full connectivity to the vehicle buses, this board has a PiCAN2
CAN interface board [29].

As we can see in Figure 4, the sensor data published by the ECU are captured from
the CAN bus or J1708 serial interface under the standard SAE J2012DA [30]. Several com-
mercial data loggers use MDF4 binary files [31] to register CAN data in binary format
files [32]. MDF4 files must be converted using proprietary modules or a Python converter
module [33]. On the contrary, we used a Linux CAN module [34] to convert byte frames
into plain text files. STANAG 4754 recommends using external gateways for legacy sys-
tem communication; instead, information from different sources use internal interfaces
and software gateways, pulling data into a virtual CAN, assuring source isolation and
homogeneous data format. We obtain a simple way to transform ‘Socket CAN’ format files
and a J1939 frame decoder (CAN tools module) which translates and converts the data to
JavaScript Object Notation (JSON) or Comma Separated Value (CSV) files. Data selection
for decoding is easily configured according to a CAN database file (DBC) [35] and CAN
Python libraries [36]. From broadcasted functional data and using the above-mentioned
decoding method and filtering data trouble code (DTC) according to the SAE J1939-73
frames, we extracted the diagnostic data for fault detection. The recorded data will have a
two-fold use: human-machine interpretation of files through a human—machine interface,
and data exchange with a vehicle model for mission systems, using a common vehicle
data model. Each frame is timestamped, so it is easy to calculate each system use. The
failure mode indicator and the status of the alarm lamp, in the same data frame, indicate
the severity of the fault and the need for transmission. The development a prognostic data
analyzer is pending for future fault prediction using off-board fault modelling and training.

CAN O
Gatewa O #

\ ~ >
CAN J1939 | | JysoN |
Dump ¢ Decoder Data
A S—
itual CAN |
EAIERd Filtered
/\ Data ——

DTC

L \ ) P
Data | ' b-sub
Analyzer n?:éael > DDS/

Figure 4. Implemented data flow and process; green modules were implemented and red module

has not yet been developed.

The STANAG 4754 (NGVA) data model uses Local Area Networks (LAN) for its
data communication infrastructure. Network segmentation in IP subnets allows one to
securely manage sensor networks and data communication over the same physical network.
According to STANAG, Vetronics data must use DDS middleware from Object Management
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Group [37] for interoperability with mission systems, which is currently in the integration
process. The DDS protocol is a publish—subscribe message model, used to exchange data
according to primitives and user-defined data types. A Vehicle Data Model provides a
global data space for the exchange of information about vehicle configuration and useful
data for the mission [38]. STANAG does not require the use of DDS communications,
while ensuring no loss of reliability in the DDS network. Due to the high volume of
registered functional data and the restricted communications, only a small amount of data
can be exchanged using DDS for tactical communications. For data file exchange and
downloading we have instead deployed a Web Representational State Transfer (REST)
server. The server uses Hyper Text Transfer Protocol (HTTP) or secure (HTTPS) for human
interaction. Alternatively, a simple storage server using the Amazon protocol (53) [39] has
been implemented as an embedded file server [40], which can be used for file replication
on external servers and data visualization for technical purposes.

4. Results and Discussion
4.1. Test Context, Environment, and Data Sources

For testing purposes, commercial ruggedized computers with an ARM RISC processor
(same as Raspberry PI) devices were selected for data acquisition, which were installed in
Spanish wheeled tactical vehicles (Figure 5a). The device was connected to the diagnostic
connector J1939 (Figure 5b), which provides permanent power while the battery is switched
on. The data for testing was the real data registered [41] in those vehicles. To contextualize,
the vehicles were used daily on an army base in normal conditions. The driver was aware
of the installation of the acquisition device for functional analysis and the use of the vehicle.
The data were grouped into parameter pages (PGN) according to SAE J1939-71 [26] and
stored in a data lake.

Figure 5. (a) Installed ruggedized computer. (b) Computer data and power installation.

4.2. Test Methodology and Metrics

Due to the lack of related works, we have defined three metrics for measuring the
amount of data to classify system-related information. GTR measures the group time rate,
SBR measures the storage byte rate in minutes, and TRR is the transmission rate in Kbps, T
is time and 1 is the number of frames.

T
GTR(s) = — (1)
(5) =75
kByte\ 60
SBR( in ) 7GTR-8-—1OOO 2
_12-8-9

TRR(Kbps) = = (©)]
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Based on the metrics, a filtering method was implemented to classify each parameter
group. Additionally, for fault detection, a Python decoder using CAN tools modules was
implemented for diagnostic trouble code detection (DTC) and fault mode indication in the
real-time condition analysis.

After classifying the received frames on the CAN bus according to SAE J1939-21 [42],
at least eight emitting electronic units were identified when grouping frames by sender
address, as we can see in Figure 6. Figure 7 shows the number of filtered packets, classified
by parameter group, which is colored by the system emitter or electronic unit (ECU).

1,200,000 A
1,000,000 A
800,000 A
]
(]
-
v
& 600,000 -
400,000 A
200,000 A
0 =
=) m = =) ~ = m} © ~
=2 S g e = e . (=] L}
¢ s & s ¢ § 5§ g ¢£
<) a o o 2 o ] © o
i~ = =] c = < — £
w £ O kv3 O ~ Aé (9] 5
w =3 < | =
c =) =1 =] b=
S [
= -
ECU Source
Figure 6. Grouped frames by Electronic Control Unit emitter.
300,000 A
Source
Bl Brakes (0B)
250,000 - I Chasis (47)
Bl Cuerpo (21)
I Engine (00)
200.000 - BN Instruments (17)
BN Transmission (03)
‘3 8 Unknown (DO)
% 150,000 - B unknown (D1)
& I Unknown (EE)
100,000 A
50,000

Figure 7. Grouped frames by page group number and ECU.
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Additionally, using the CAN tools’ plot option allows one to visualize every time-
related parameter for graphical identification of functional conditions during the normal
use of the system (see Figure 8). We can distinguish idle conditions as an engine speed
of 850 RPM, a stopped engine as 0 RPM, or running engine when speed is over 850 RPM.
These conditions must be considered, according to the speed of the vehicle, for vehicle
attitude evaluation. Using these rules, we can send the functional conditions for mission
evaluation purposes.

— RPM
2500 T

2000 1

-
wm
o
o
1

Engine speed RPM
-
o
o
o

500 +

800 1000 1200 1400

Time (s)

0 200 400 600

Figure 8. Graph of engine speed over time, using CAN Tools’ plot option.

Table 2 shows the measured bitrate and memory storage of different parameter group
numbers that determine the amount of data to be stored and analyzed for prognostics.

Table 2. Data transmission rate and memory usage (most relevant data).

Page

Group

Frames Frames SBR

(Hex) (Code) System (Number) %) GTRG)  (kpytey  TRR(Kbps)
0000 TSC1 Engine 31,734 1.39 0.047 10.212 1.92
FO00 ERC1 Brake 15,189 0.66 0.1 4.8 0.96
F005 ETC1 Transmission 15,119 0.66 0.1 4.8 0.96
FEF7 ETC2 Transmission 151,880 6.69 0.01 48.0 9.6
F003 EEC2 Engine 30,377 1.33 0.05 9.6 1.92
F004 EEC1 Engine 151,886 6.69 0.01 48.0 9.6
FEEE ET1 Engine 1519 0.06 1.0 0.48 0.096
FECA DM1 Diagnostic ! 1519 0.06 1.0 0.48 0.096
FEF2 LFE Engine 15,189 0.66 0.1 4.8 0.96

! Diagnostic messages DM1 are sent from Engine ECU every second for active alarm notice.

The frames decoded and translated using a Python decoder from the CAN tools
modules in J1939 can be visualized in JSON format in Figure 9.

4.3. Discussion

Unknown emitters generally use proprietary messages (proprietary PGN), but its vari-
ables are not useful in cross-platform algorithms. We can see discovered frames classified
by emitters in Figure 6. Regarding the emitter, the engine and transmission messages occu-
pied 95% of received frames, and diagnostic frames were only 0.06% of the total received
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2019-05-08
2019-05-08
2019-05-08
2019-05-08
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2019-05-08
2019-05-08
2019-05-08
2019-05-08
2019-05-08
2019-05-08
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2019-05-08
2019-05-08
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129,
129,
129,
129
129.
129,
129.
129
129,
129
129,
129.
129,
129
:29.
129.
:29.
129,
:29.
129,
129,
129,
129,
129.
129.
129,
129.

frames. We have determined the type and value of the system data by translating the main
frames for interpretation, especially diagnostic frames for fault condition detection. These
frames can be used to exchange data according to the conditions and restrictions of military
communications. We have proven that diagnostic frames in these vehicles are broadcasted
by the engine ECU every second. Translating these data frames and using a database rule
for the SPNs, we can discover current faults or the current system status. Unfortunately,
we could not discover any failures or poor conditions.

The work presented in [8] considered the use of DDS for the exchange of sensor
data in unmanned vehicles using a broadband wireless network. In contrast, our work
considered vehicle engine data and the challenging use of tactical radios with restricted
bandwidth according to the results in Table 2. The work presented in [4] based its function
on a deployable system for sending a large amount of data. In contrast, we are trying to
minimize data transmission for remote condition monitoring, using only active diagnostic
trouble, and proposing embedding a future analyzer for each subsystem fault prediction.
The proposed system can be interoperable, exchanging fault data in an open architecture for
tactical vehicles using publish-subscribe services. Additionally, we propose to download
raw data or translated data files on demand using wireless points of an embedded web
file server.

candump-2019-05-08_103242_traducido2.log
054590 : Engine (FuelRate:0.0 L/h)
062852 : Enginel (RequestedTorque:@® %, Torque:® %, EngineSpeed:0.0 rpm)
063432 : Engine2 (AcceleratorPedal:1 Status)
072289 : Request (RequestedPgn:65253 pgn)
.072859 : Enginel (RequestedTorque:@ %, Torque:® %, EngineSpeed:0.0 rpm)
073446 : Engine (TotalEngineHours:@.0 h, TotalEngineRevolutions:4294967295000 r)
082868 : Enginel (RequestedTorque:® %, Torque:® %, EngineSpeed:0.0 rpm)
092848 : Enginel (RequestedTorque:@ %, Torque:® %, EngineSpeed:0.0 rpm)
.102844 : Enginel (RequestedTorque:® %, Torque:® %, EngineSpeed:0.0 rpm)
104532 : Brakes (BrakePedalPosition:0.4 %)
.105118 : Transmission (ParkBrakeSwitch:@ State, WheelBasedVehicleSpeed:0.0 km/h)
105704 : Transmission2 (SelectedGear:130, CurrentGear:130)
112850 : Enginel (RequestedTorque:® %, Torque:® %, EngineSpeed:0.0 rpm)
113430 : Engine2 (AcceleratorPedal:1 Status)
117423 : Request (RequestedPgn:65253 pgn)
122852 : Enginel (RequestedTorque:® %, Torque:® %, EngineSpeed:0.0 rpm)
123460 : Engine (TotalEngineHours:0.0 h, TotalEngineRevolutions:4294967295000 r)
132866 : Enginel (RequestedTorque:® %, Torque:@ %, EngineSpeed:0.0 rpm)
142852 : Enginel (RequestedTorque:® %, Torque:® %, EngineSpeed:0.0 rpm)
152863 : Enginel (RequestedTorque:® %, Torque:@ %, EngineSpeed:0.0 rpm)
153444 : Steering (ActualRetarderPercentTorque:65280 %)
154022 : Engine (ParkBrakeSwitch:@ State, WheelBasedVehicleSpeed:0.0 km/h)
154606 : Engine (FuelRate:0.0 L/h)
161560 : Request (RequestedPgn:65253 pgn)
162854 : Enginel (RequestedTorque:® %, Torque:® %, EngineSpeed:0.0 rpm)
163435 : Engine2 (AcceleratorPedal:1 Status)
164023 : Engine (TotalEngineHours:0.0 h, TotalEngineRevolutions:4294967295000 r)
172876 : Enginel (RequestedTorque:@ %, Torque:® %, EngineSpeed:0.0 rpm)

Figure 9. CAN dump frames with timestamp; decoded with J1939 CAN decoder module.

5. Conclusions

An 10T architecture prototype was developed using a RISC processor-based SBC
platform as a proof-of-concept. We used open-source software for data acquisition and
fusion. Data translation allowed for explicit engine fault detection. Data translation was
configured using a module user-configurable file as the fleet management system. This
platform was tested using a commercial computer device. Engine parameters can be
graphically analyzed using graphical CAN tools for normal use, expert analysis, and
diagnostics. We could download data files for further analysis and training models, using
a wireless access point and an embedded web file server, to avoid collapsing tactical radio
channels. The system could be improved with other weak signals from vibration sensors
for fault prediction, through the coupled-neurons method as proposed in [43]. In the next
steps, the system will be interoperable in an open architecture using publish-subscribe
services such as DDS, according to STANAG 4754. For a predictive maintenance approach,
a future data analysis module for identified subsystems has been presented as the next
development according to the received electronic control unit’s data. This work brings a
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system for local condition computing to the edge, avoiding continuous data transmission
in real time for prognostics, as we have seen in previous works. In addition, an analysis
framework must be developed to easily deploy different condition analysis modules for
the defined subsystems described above. Finally, this proposed computing architecture has
been accepted for factory installation in tactical wheeled vehicles developed in a Spanish
factory for future deployment of the predictive logistic system in the Spanish Army.
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