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ABSTRACT
The renormalisation group theory of critical and tri-critical wetting transitions in three-dimensional
systems with short-ranged forces, based on analysis of an effective Hamiltonian with an interfa-
cial binding potential w(�), predicts very strong non-universal critical singularities. These, however,
have famously not been observed in extensive Monte Carlo simulations of the transitions in the
simple cubic Ising model. Here, we show that previous treatments have missed an entropic, or low-
temperature Casimir, contribution to the binding potential, arising from the many different micro-
scopic configurations which correspond to a given interfacial one. We derive the full binding poten-
tial, including the Casimir correction term, starting from a microscopic Landau–Ginzburg–Wilson
Hamiltonian, using a continuum transfer-matrix (path-integral) method. This is illustrated first in
one dimension before generalising to arbitrary dimension. The Casimir contribution is qualitatively
different for first-order, critical and tri-critical wetting transitions and substantially alters previous
predictions for critical singularities bringing themmuch closer to the simulation results.
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1. Introduction

A long-standing problem in the theory of phase tran-
sitions and fluid interfacial phenomena concerns the
nature of the critical wetting transition (for general
reviews of wetting see [1–4]) in three-dimensional sys-
tems with short-ranged forces where predictions of very
strongly non-universal critical singularities, based on
renormalisation group (RG) studies of an effective inter-
facial Hamiltonian [5–7], are not supported by Monte
Carlo simulation studies of the transition in the sim-
ple cubic Ising model [8–13]. Some progress has been
made and have drawn the controversy into sharper
focus. For example, it is not the case, as was origi-
nally thought, that the Ising model simulations only
reveal mean-field-like behaviour but rather that non-
classical behaviour is present, and is observable in surface
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thermodynamic quantities and cumulant averages, but
not in any way to the degree expected – for example,
the correlation length critical exponent is measured to
be ν‖ ≈ 2 [12,13] compared with the theoretical expec-
tation ν‖ ≈ 3.7 [6,7,14,15] (with the mean-field result,
which ignores interfacial fluctuation effects, correspond-
ing to ν‖ = 1 for comparison [16]). In addition, it is
now understood that the critical wetting transition is
not fluctuation-induced first-order, as was once specu-
lated [17–19], because the effectiveHamiltonian contains
non-local interfacial interactions which entirely preclude
this possibility [20–23].Nevertheless, nearly four decades
on from the original RG studies, the suspicion remains
that something fundamental has beenmissing in the the-
oretical description of interfacial fluctuation effects at
wetting transitions which come to light at the marginal
dimension d = 3.
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The general fluctuation theory of wetting transitions
is based, primarily, on studies of interfacial Hamiltonians
which take the simple form [3,24]

HI[�] =
∫

dx
(γ
2
(∇�)2 + w(�)

)
, (1)

where �(x) is a mesoscopic collective coordinate rep-
resenting the local height/thickness of a layer of liquid
adsorbed at a wall-gas interface with x the parallel dis-
placement. The first term in theHamiltonian contains the
surface tension γ of the liquid-gas interface and serves
simply to resist fluctuations which increase the inter-
facial area as the interface unbinds from the wall. The
second term is the binding potential w(�) which corre-
sponds to the energy cost of a wetting layer of liquid
(say) of uniform thickness �. The local Hamiltonian (1)
is an approximation to a more general interfacial model
in which the tension γ multiplies the full interfacial area
(not just the leading order gradient term) and where the
functionw(�) is replacedwithW[�] which is a functional
of the interface (and wall) shape. The binding potential
functionw(�) then corresponds to the specific case when
the wall and interface are both flat and parallel to each
other, which suffices for many purposes. We shall return
to this more general Hamiltonian at the end of our paper.

The form of the binding potential w(�) in the local
Hamiltonian (1) depends on the range of the intermolec-
ular interactions and is well understood for systems with
dispersion interactions, for which fluctuation effects are
not particularly important [25]. However, in a recent
paper [26], we showed that the form of w(�) that has
been used in studies of critical wetting (and also tri-
critical and first-order wetting transitions) in systems
with short-ranged forces is incorrect since it has missed
an important entropic or thermal Casimir contribution
arising from the many microscopic configurations that
correspond to a given interfacial one. This contribution
is entirely absent in traditional mean-field treatments of
wetting which have been used previously to justify and
derive the interfacial model. Consequently, all previous
approaches have, in fact, only identified the classical or
mean-field contribution wMF(�) to the binding potential
function, which more correctly is written

w(�) = wMF(�)+ wC(�) (2)

containing an additive Casimir correction. Including the
Casimir contribution changes, radically, predictions for
critical singularities at tri-critical and first-order wetting
transitions and brings the RG predictions for critical wet-
ting into very close agreement with the results of the Ising
model simulations.

In this paper, we provide comprehensive details of
how the correct binding potential, including the Casimir

contribution, may be calculated rigorously and system-
atically from an underlying Landau–Ginzburg–Wilson
Hamiltonian by performing a (constrained) trace over
microscopic configurations. The method that we follow
here is based on the generalisation to higher dimen-
sions of an elegant transfer matrix or path integral
technique, familiar from related studies in 2D, which
maps the evaluation of the partition function onto ele-
mentary quantum mechanics [27,28]. This method was
also used to derive the Casimir-like forces induced by
director fluctuations in nematic liquid crystals confined
between rigid walls [29]. However, instead of using the
path integral technique to evaluate the partition func-
tion (and equilibrium observables) of the interfacial
model in 2D, here we use the method to determine a
constrained partition function for the microscopic Lan-
dau–Ginzburg–Wilson Hamiltonian and hence derive
the binding potential w(�) for the 3D interfacial model
itself. This very clearly reveals the origin of themean-field
(classical) and Casimir (non-classical), contributions to
w(�) and identifies that in 3D the Casimir term is

wC(�) = kBT
4π

∫ ∞

0
dqq ln

(
1 − g + κq

g − κq
e−2κq�

)
, (3)

where g is the surface enhancement and κq = √
κ2 + q2

with κ = 1/ξ the inverse of the bulk correlation length
and q the modulus of the transverse wavenumber vector.
This is the central result of our paper. We show how the
Casimir term competes with the usual mean-field con-
tribution to the binding potential, maybe attractive or
repulsive depending on the boundary conditions, and is
qualitatively different for critical and first-order wetting.
The impact of the Casimir term on RG studies is out-
lined in the discussion as well as the connection with the
more general non-local Hamiltonian and the diagram-
matic representation of the Casimir contribution,WC[�],
to the binding potential functional.

2. The LGWHamiltonian andmean-field
binding potential

The starting point for our study is the standard Lan-
dau–Ginzburg–Wilson (LGW) Hamiltonian for adsorp-
tion at a planar wall, of infinite area Ld−1

‖ situated in the
z = 0 plane, based on a scalar, magnetisation-like, order
parameter

HLGW[m] =
∫

dr
(
1
2
(∇m)2+f (m)

)
+
∫
S
dxf1(m(x)).

(4)

Here, f (m) is a double well potential modelling bulk
phase coexistence below a critical temperature Tc. We
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assume an Ising symmetry and denote the spontaneous
magnetisation m0 and let κ = 1/ξ be the inverse of the
bulk correlation length. We suppose that the bulk mag-
netic field h = 0− so that, far from the wall, the bulk
phase has equilibrium magnetisation −m0 (which we
may think of as a ‘gas’, in a fluid language). The surface
potential f1 couples to the local surface magnetisation
m(x), for which we take the standard form

f1 = −g
2
m2 − h1m, (5)

where g<0 is the surface enhancement pertinent forwet-
ting by a liquid and h1 > 0 is the surface field which
induces awetting layer of net positivemagnetisation (‘liq-
uid’, in a fluid language). Alternatively, it is convenient to
complete the square and write this as

f1 = −g
2
(m − ms)

2, (6)

where ms = −h1/g is the preferred magnetisation at the
wall. The binding potential w(�) appearing in the local
interfacial Hamiltonian is identified as follows [30]: First,
we define a constrained partition function

Z(�; L, L‖) =
∫

Dm′ e−βHLGW[m], (7)

where L is the system size perpendicular to the wall and
the prime indicates that the functional integral only con-
tains magnetisation profiles that correspond to a wetting
layer of uniform thickness �. We adopt the crossing cri-
terion definition of the wetting layer thickness which, for
a planar wetting layer, means that the value of the mag-
netisation is fixed to m = 0 at a distance z = � from the
wall [30].

From this partition function, we then defined a con-
strained free-energy [30], per unit area, via

F(�) = − kBT
Ld−1

‖
lnZ(�; L, L‖), (8)

which we write as

F(�) = w(�)+ Lfb + γ + γwl. (9)

The dependence on thewetting layer thickness � formally
identifies the binding potential w(�) which, for h = 0−,
vanishes as � → ∞. The constrained free-energy F(�)
also contains the surface tensions of the liquid-gas and
wall-liquid interfaces and also an extensive bulk contri-
bution which is proportional to the system size L, which
is always taken as infinite, with fb denoting the appropri-
ate bulk free-energy density. These are all � independent
terms.

Figure 1. Schematic illustration of the constrained MF magneti-
sation profile mπ (z; �) (smooth, thick, blue line) and small fluc-
tuations around it (wiggly, thin, red lines) which also satisfy the
crossing criterion that m = 0 at z = �. The MF profile is unique
and determines the MF contribution to the binding potential
wMF(�), while the myriad of distinct, small fluctuations, about
mπ (z; �), which all correspond to the same interfacial configu-
ration determines the additive entropic, or Casimir, contribution
wC(�).

In evaluating the constrained partition function, it is
now usual to make the saddle point or mean-field (MF)
approximation, that bulk fluctuations can be entirely
ignored. With this assumption there is only a single con-
tribution to the partition function sum coming from
the magnetisation profile mπ(z; �), which minimises the
LGW Hamiltonian subject to the crossing criterion con-
straintmπ(�; �) = 0 (see Figure 1). This identifies theMF
constrained free-energy as

FMF(�) = HLGW[mπ ], (10)

where in this case the bulk free-energy density is simply
fb = f (−m0) and the values of γ and γwl are known from
standard square-gradient theory.

This recipe for evaluating the binding potential can be
done explicitly within the reliable double-parabola (DP)
approximation for the bulk potential

f (m) = κ2

2
(|m| − m0)

2, (11)

allowing us to determine the mean-field binding poten-
tial analytically. For the case of fixed boundary condi-
tions, where we fix the value of the surface magnetisa-
tion m(0) to ms (equivalent to the limit of −g → ∞),
this determines that fb = 0, γ = κm2

0, γwl = κδm2
s /2 and

that the MF binding potential is given by

wMF(�) = 2κδmsm0
e−κ�

1 − e−2κ�

+ κ(m2
0 + δm2

s )
e−2κ�

1 − e−2κ� , (12)
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or equivalently

wMF(�) = κδmsm0

sinh κ�
+ κ(m2

0 + δm2
s )

2
(coth κ�− 1),

(13)

where δms = ms − m0. This model only shows contin-
uous (critical) wetting at mean-field level and beyond.
More generally, for finite values of the surface enhance-
ment, the binding potential similarly has an expansion in
terms of exponentially decaying contributions

wMF(�) = a e−κ� + b e−2κ� + · · · , (14)

which is believed to be robust beyond the DP approxima-
tion and where the next relevant term is proportional to
e−3κ�. The coefficients appearing in this expression are

a = −γ 2gt
g − κ

, b = γ
g + κ

g − κ
, (15)

where, as earlier γ = κm2
0 is the DP surface tension and

t = (m0 − ms)/m0 is the temperature-like scaling field
appropriate for critical wetting (for which b>0) and
tri-critical wetting (for which b = 0). The MF binding
potential obviously encodes the underlying MF singular-
ities that occur at wetting transitions and has been the
basis for RG studies of interfacial fluctuation based on the
effective Hamiltonian (12) [6,7].

In the next sections, we shall show, however, that the
saddle point evaluation of the constrained partition func-
tion misses some important contributions arising from
small bulk-like fluctuations about the MF configuration
mπ(z; �) which can compete with the exponential terms
in the MF contribution.

3. Transfer-matrix formalism for the 1D case

Here, we employ a transfer matrix approach in order
to derive the constrained partition function, and hence
identify F(�) and the desired binding potential w(�), for
the DP potential without having to make theMF approx-
imation (10). We do this in one dimension first before
explaining how this readily generalises to higher dimen-
sions. The calculation in one dimension also allows us
to give a novel ‘quantum mechanical’ interpretation to
the exponential decay of the binding potential, together
with the values of the coefficient a and b, at and beyond
MF level. The idea is to split the LGW Hamiltonian into
two subdomains, one of them corresponding to the liq-
uid region, where 0 < z < �, for which f (m) = κ2(m −
m0)

2/2, and the gas region, � < z < L, where f (m) =
κ2(m + m0)

2/2 prior to taking the thermodynamic limit
L → ∞. Thus, we write

HLGW[m] = Hliq
LGW[m] + Hgas

LGW[m], (16)

where

Hliq
LGW = −g

2
(m(0)− ms)

2

+
∫ �

0
dz

[
1
2

(
dm
dx

)2
+ κ2

2
(m − m0)

2

]
(17)

and

Hgas
LGW =

∫ L

�

dz

[
1
2

(
dm
dx

)2
+ κ2

2
(m + m0)

2

]
. (18)

The crossing criterion, m(�) = 0, imposed at the inter-
face implies that the spatial regions z < � and z<L are
independent, allowing us to factorise the global path
integral Z(�; L) = e−βF(�) into sums over two field con-
figurations. As before, we start our discussion with the
situation in which the magnetisation at the wall is fixed,
corresponding to the limit g → −∞ and m(0) = ms,
which gave rise to the MF binding potential (12). Under
these circumstances, we can write

e−βF(�) = Z(δms, 0| − m0, �)Z(m0, �|0, L) (19)

where, as earlier, δms = ms − m0. Here,Z(φ1, �1|φ2, �2)
is the partition function defined for the Gaussian
Hamiltonian

H =
∫ �2

�1

dx

[
1
2

(
dφ(x)
dx

)2
+ κ2

2
φ(x)2

]
, (20)

with a field φ(x) which is fixed to the values φ1 and φ2 at
positions �1 and �2, respectively. Elementary path inte-
gral techniques [27,28] imply that this has the spectral
decomposition

Z(φ1, �1|φ2, �2) =
∞∑
n=0

�∗
n(φ1)�n(φ2) e−βEn(�2−�1),

(21)

where the �n(φ) are simply the normalised eigen-
functions of the Schrödinger equation for the simple
harmonic oscillator:

− 1
2β2

d2

dφ2
�n(φ)+ κ2

2
φ2�n(φ) = En�n(φ). (22)

These, of course, have discrete energy levels

βEn =
(
n + 1

2

)
κ , (23)

with corresponding wavefunctions

�n(φ) = 1√
2nn!

(
βκ

π

)1/4
Hn(

√
βκφ) e−βκφ

2/2, (24)
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where Hn(x) are Hermite polynomials. The partition
functionZ(φ1, �1|φ2, �2) can be evaluated in closed form
using Mehler’s identity

∞∑
n=0

(ρ/2)n

n!
Hn(x)Hn(y) e−

x2+y2
2

= 1√
1 − ρ2

exp
[
−ρ

2(x2 + y2)− 2ρxy
1 − ρ2

]
, (25)

yielding

Z(φ1, �1|φ2, �2)

=
√

βκ

2π sinh κ�21

× exp
(
βκφ1φ2

sinh κ�21
− βκ(φ21 + φ22)

2
coth κ�21

)
,

(26)

where �21 = �2 − �1. This result can be alternatively
obtained from a discretised version of the LGWHamilto-
nian Equation (20), see the Appendix for further details.
Substituting into (19) then identifies that the constrained
free energy is exactly given by

e−βF(�) = βκ

2π
e−βFMF(�)

√
sinh κ� sinh κ(L − �)

, (27)

where FMF is the MF free energy given by

FMF(�) = κm2
0 + κδm2

s
2

+ κm0δms

sinh κ�

+ κ(m2
0 + δm2

s )

2
(coth κ�− 1)

+ κm2
0

2
(coth κ(L − �)− 1). (28)

We can recognise that, if we neglect terms which decay as
e−2κL, the terms appearing in the r.h.s. of Equation (28)
are non-other than the MF results for γ , γwl and wMF(�)

. We now take the limit of large κL 
 κ� in which case
this simplifies to

e−βF(�) = βκ

π

e−βFMF(�)−κL/2
√
1 − e−2κ�

. (29)

The term κL/2 appearing in the exponential is the addi-
tional contribution to the bulk free-energy density due
to Gaussian fluctuations (coming from the zero-point
energy E0) while the overall pre-factor arises from the
renormalisation of the surface tensions. These do not
contribute to the binding potential, which is identified
exactly as satisfying

e−βw(�) = e−βwMF(�)

√
1 − e−2κ�

, (30)

That is, the binding potential has classical (mean-field)
and non-classical (Casimir) contributions

w(�) = wMF(�)+ wC(�) (31)

where the Casimir contribution is determined as

wC(�) = kBT
2

ln(1 − e−2κ�). (32)

Both the MF and Casimir contributions have simple
expansions in terms of exponentials, e−nκ�, which arises
directly from the discrete energy levels of the simple har-
monic oscillator. Similarly, the coefficients a and b of
wMF(�) of the exponential terms are related to the wave-
functions, and hence theHermite polynomials, evaluated
at the magnetisations corresponding to those at the wall
and interface.

The generalisation to the case of finite surface
enhancement g<0 is straightforward and simply involves
aweighted integral over the surfacemagnetisation. In this
case, the constrained free energy is given by

e−βF(�) =
√−βg

2π

∫ ∞

−∞
dt e

βg
2 (t−δms)

2Z

× (t, 0| − m0, �)Z(m0, �|0, L), (33)

which, after some algebra, integrates to

e−βF(�) = βκ

2π
e−βFMF(�)√

(sinh κ�− κ
g cosh κ�) sinh κ(L − �)

.

(34)

Here, the MF free energy FMF(�) is given by

FMF(�) = −g
2
δm2

s + g
2

(δms + κm0
g sinh κ� )

2

1 − κ
g coth κ�

+ κm2
0 + κm2

0
2
(coth κ�− 1)

+ κm2
0

2
(coth κ(L − �)− 1), (35)

from which we can read off, if we so wished, the full
MF result for the binding potential from the � dependent
terms in the exponential. Taking the limit L → ∞ yields

e−βF(�) = βκ

π

e−βFMF(�)−κL/2√
(1 − κ

g )− (1 + κ
g ) e

−2κ�
. (36)

which contains the same additional bulk free-energy con-
tribution κL/2 arising from the Gaussian fluctuations
(the zero-point energy). Thus, the generalisation of (30)
reads

e−βw(�) = e−βwMF(�)√
1 − g+κ

g−κ e−2κ�
, (37)
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implying that, again, w(�) = wMF(�)+ wC(�) , identify-
ing that the Casimir correction to the MF result is

wC(�) = kBT
2

ln
(
1 − g + κ

g − κ
e−2κ�

)
, (38)

which reduces to Equation (32) when g → −∞.

4. Formulation for arbitrary dimension d

We are now going to derive the expression for the
Casimir term for a flat interfacial configuration paral-
lel to a flat wall in general dimension d. We will obtain
the constrained partition function with the following
LGW Hamiltonian for an interfacial configuration in a
d-dimensional rectangular parallelepiped of dimensions
L × Ld−1

‖ . Again, owing to the crossing criterion, the
Hamiltonian separates into two independent contribu-
tions, corresponding to the liquid and gas regions, so
that

HLGW[m] = Hliq
LGW[m] + Hgas

LGW[m], (39)

where

Hliq
LGW[m] =

∫
dx
(

−g
2
(m(x, 0)− ms)

2 +
∫ �

0
dz

×
[
1
2
(∇m(x, z))2

+κ
2

2
(m(x, z)− m0)

2
])

(40)

and

Hgas
LGW[m] =

∫
dx
(∫ L

�

dz
[
1
2
(∇m(x, z))2

+ κ2

2
(m(x, z)+ m0)

2
])

. (41)

The crossing criterion now means that all magnetisation
configurations satisfy m(x, �) = 0. In addition, periodic
boundary conditions are applied in the transversal direc-
tions. We follow a similar procedure to that used in [31]
to obtain the partition function of the Gaussian model in
a thin film geometry. The order parameter profile which
minimises Equation (40),mπ , corresponds to the mean-
field solution for the 1D case as it is independent of
x, i.e. mπ = mπ(z; �). If we define φ(x, z) = m(x, z)−
mπ(z), the quadratic expansion of the LGWHamiltonian
about the constrainedMF profile allows us to re-write the
Hamiltonian exactly as

Hliq
LGW[m] = Hliq

LGW[mπ ] +Hliq[φ], (42)

where

Hliq[φ] =
∫

dx
(

−g
2
φ(x, 0)2 +

∫ �

0
dz

×
[
1
2
(∇φ(x, z))2 + κ2

2
φ(x, z)2

])
, (43)

and similarly Hgas
LGW = Hgas

LGW[mπ ] +Hgas[φ] with

Hgas[φ] =
∫

dx
(∫ L

�

dz
[
1
2
(∇φ(x, z))2

+κ
2

2
φ(x, z)2

])
(44)

and φ(x, �) = 0 due to the crossing criterion. In both liq-
uid and gas regions the transverse Fourier representation
of φ is

φ(x, z) = L
1−d
2

‖
∑
q
φ̃q(z) eq·x. (45)

Here, q = 2πn/L‖, with n being a (d − 1)-dimensional
vector with integer components. The range for values of
q is restricted to satisfy that its modulus q < �, where�
is a suitablemicroscopic cut-off. Thus, we can decompose
the fluctuation parts of the Hamiltonian in the liquid and
gas regions as

Hliq =
∑
q

(
−g
2
φ̃q(0)φ̃−q(0)+

∫ �

0
dz

×
[
1
2

(
dφ̃q(z)
dz

)(
dφ̃−q(z)

dz

)

+κ
2
q

2
φ̃q(z)φ̃−q(z)

])
(46)

and

Hgas =
∑
q

(∫ L

�

dz

[
1
2

(
dφ̃q(z)
dz

)(
dφ̃−q(z)

dz

)

+ κ2q

2
φ̃q(z)φ̃−q(z)

])
, (47)

where

κ2q ≡ κ2 + q2. (48)

In this way, we see that the constrained partition func-
tionZ(�; L, L‖) becomes a product of independent, one-
dimensional partition functionsZq(�; L) similar to those
obtained in the previous section, wherein each of them κ2
is replaced by κ2q , i.e.

Z(�; L, L‖) =
∏
q
Zq(�; L). (49)
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In the limit L 
 �, Zq is given by

Zq ∝ e−δq,0βFMF(�)− κqL
2√(

g − κq
)− (

g + κq
)
e−2κq�

. (50)

Now, the binding potential can be obtained as the limits

w(�) = − kBT
Ld−1

‖
ln

Z(�; L 
 �, L‖)
Z(� 
 κ−1; L 
 �, L‖)

, (51)

which is equivalent to (30), identifying that again in
this higher dimension w(�) = wMF(�)+ wC(�) where
the Casimir contribution to the binding potential is

wC(�) = kBT
2Ld−1

‖

∑
q

ln
(
1 − g + κq

g − κq
e−2κq�

)
. (52)

Finally, we take the limit L‖ → ∞, so the sum over q is
replaced by (L‖/2π)d−1 ∫ dq . Thus the Casimir contri-
bution reads

wC(�) = kBT
2(2π)d−1

∫
dq ln

(
1 − g + κq

g − κq
e−2κq�

)
,

(53)

where we may take the limit� → ∞ as the large-q con-
tributions vanish. In 3D, this reduces to Equation (3), as
quoted in the Introduction, and is the central result of our
paper.

5. Discussion

In this paper, we have shown that the constrained parti-
tion function that defines the binding potential,w(�), for
three-dimensional short-ranged wetting, may be exactly
evaluated for the LGWHamiltonian using a path-integral
transfer-matrix method. This reveals that the binding
potential can be written,

w(�) = wMF(�)+ wC(�) (54)

and hence decomposes into separate mean-field and
Casimir contributions. The latter has been neglected
in previous studies of short-ranged wetting transitions
and is equivalent to an entropic free energy for a wet-
ting film of a given thickness associated with the many
microscopic states that correspond to a given interfacial
one. The present derivation of the separate mean-field
and Casimir contributions compliments, and supports,
the more general diagrammatic method which we used
in [26] which can be used for non-planar interfacial
shapes �(x) and wall shapes ψ(x). In this case, the local
Hamiltonian (1) generalises to

HI[�] = γA� + W[�,ψ], (55)

whereA� is the interfacial area andW[�,ψ] is the bind-
ing potential functional. Within the DP model, this also
separates exactly, so that

W[�,ψ] = WMF[�,ψ] + WC[�,ψ], (56)

where the MF and Casimir contributions have diagram-
matic representations in terms of exponentially decay-
ing kernels that connect the interface and wall. Thus,
for completeness, we remark that, in general, Casimir
contribution can be written as

βWC[�,ψ] = 1
2

− 1
4

+ . . . , (57)

where the upper wavy line denotes the interface, the
lower wavy line denotes the wall, and the arrowed and
barred lines are the connecting kernels which are each
modified bulk and surface correlation functions [26].
These diagrams correspond to successively higher-order
exponentially decaying contributions to the Casimir
binding potential. When the wall and interface are flat
these diagrams re-sum to reproduce the expression (3)
for wC(�) multiplied by the wall area. While only being
applicable for the specific case of uniform wetting lay-
ers the transfer-matrix approach presented here has the
advantage of being more straightforward mathematically
and perhaps more readily illustrates the origin of the
Casimir contribution as arising from the fluctuations
about the mean-field constrained profilemπ(z; �).

The Casimir contribution to the binding potential is
qualitatively different for first-order and critical wetting
transitions. This can be readily understood by focusing
on its form near tri-criticality where at leading order it
decays as

wC(�) ≈ e−2κ�

32π2β�2
(1 + 2(g + κ)�) (58)

which very accurately describes its behaviour for all
film thicknesses κ� > 1. For critical wetting (−g > κ),
the Casimir term is repulsive at short distances, attrac-
tive at large distances possessing a minimum near � ∼
−1/(g + κ). For tri-critical and first-order wettingwC(�)

is entirely repulsive – see Figure 2.
The Casimir term strongly affects critical singularities

at wetting transitions of all orders. This is most clearly
apparent for tri-critical wetting (−g = κ) for which the
total binding potential decays as

w(�)
γ

= −t e−κ� + ω

8
e−2κ�

(κ�)2
, (59)

where t = (Tw − T)/Tw is the temperature-like scaling
field and ω = kBTκ2/4πγ is the dimensionless wetting
parameter which controls the non-universality. Thus, it



8 A. SQUARCINI ET AL.

Figure 2. The Casimir contribution to the binding potential for
a wetting layer of uniform thickness �, Equation (3), illustrated
for critical wetting (g = −2κ), tri-critical wetting (g = −κ) and
first-order wetting (g = 0). The dashed lines are the contribution
fromthe leadingorder exponential term in theexpansionofwC(�)

which is near exact over the whole range of film thicknesses.

is the Casimir contribution, and not the higher-order
term coming from the mean-field part, that determines
the interfacial repulsion. The marginal dimension for
interfacial fluctuation effects at tri-critical (and critical)
wetting remains d∗ = 3 – in the sense that this is still
the dimension at which capillary-wave-like interfacial
fluctuations alter predictions for the film thickness, for
example, based on simplyminimising the binding poten-
tial w(�) – but this does not mean that mean-field theory
is correct when interfacial fluctuations are neglected as
has always been thought. Mean-field is only valid if we
set d = ∞ or suppose artificially that the temperature
T = 0. The Casimir contribution reveals there is a sec-
ond source of thermal fluctuation effects at 3D wetting
transitions in addition to interfacial wandering – some-
thing which forces us to reassess the role of thermal
fluctuations and the limitations of mean-field theories of
wetting. Not surprisingly the RG analysis of tri-critical
wetting based on the Casimir corrected binding poten-
tial (59) [26] then leads to different non-universal critical
exponents to those predicted previously [32].

We finish by mentioning that for critical wetting,
the Casimir contribution does not alter the true criti-
cal singularities occurring in the asymptotic regime since
its contribution is smaller than the two leading order
exponential terms in wMF(�) . However, the asymptotic
critical regime is negligibly small and is of no physi-
cal relevance – put colloquially, the correlation length
ξ‖ ∝ t−ν‖ would have to be at least the size of a swim-
ming pool in order to observe the correlation length
critical exponent ν‖ ≈ 3.7 as originally predicted for the
Ising model. However, the Casimir contribution strongly
effects the growth of the wetting layer in the microscopic
to mesoscopic range, which is the actual regime of phys-
ical relevance to simulation and experimental studies.

Figure 3. The divergence of the parallel correlation length and
wetting layer thickness (inset) obtained using the numerical non-
linear RG for critical wetting with ω = 0.8 allowing for a Casimir
correction to the binding potential. The continuous dark line cor-
responds to the asymptotic prediction ξ‖ ∼ (t| ln t|0.3)−3.7 [7]
which is only reached when κξ‖ > 1010 indicating that this
regime is likely unobservable. The approach to this asymptotic
regime is extremely broad and gradualwith the growth of the cor-
relation length for thinner films, being described by an effective
exponent νeff‖ ≈ 2 (dashed line) very similar to that seen in Ising
model simulations [12].

For example, a numerical RG analysis of critical wetting
with the Casimir corrected binding potential, and with
the wetting parameter set at ω = 0.8 (which is the phys-
ical value appropriate to the Ising model and also fluids
close to their critical temperature) shows that in the range
10 < κξ‖ < 1000 the correlation length grows with an
effective exponent νeff‖ ≈ 2.0 , as shown in Figure 3. This
is the same value as that measured in the Ising model
simulations [12] when the correlation length is precisely
of this range. This suggests that the long controversy
surrounding the nature of critical wetting transitions in
three-dimensional systems with short-ranged forces may
finally be coming to an end.
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Appendix. Discrete transfer matrix and
continuum limit

In this Appendix, we will evaluate the partition function asso-
ciated with the Hamiltonian

Hn(�1,φ1, . . . ,φn−1,�2)

= κ2ε�2
1

2

+ ε

n∑
i=1

[
1
2ε2

(φi − φi−1)
2 + 1

2
κ2φ2i

]
, (A1)

with φ0 = �1 and φn = �2. This Hamiltonian is a discretised
version of the Euclidean action H of the harmonic oscillator

H =
∫ �2

�1

dx

[
1
2

(
dφ(x)
dx

)2
+ κ2

2
φ(x)2

]
, (A2)

with the fields φj being equal to φ(xj = jε). The partition
function can be expressed as

Zn(�1, �2; ε) =
(
β

2πε

)(n−1)/2 ∫ ∞

−∞
dφ1 · · ·

×
∫ ∞

−∞
dφn−1 e−βHn(�1,φ1,...,φn−1,�2). (A3)

Since the exponent in the Boltzmann factor is a quadratic form
in the fields φi, it is convenient to assemble the fields into a vec-
tor φ† = (φ1, . . . ,φn−1) and then the discretised Hamiltonian
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Hn can be expressed as

Hn = 1
2ε
φ† · Cn · φ + (1 + κ2ε2)

2ε
(�2

1 +�2
2)

− �1φ1 +�2φn−1

ε
, (A4)

where Cn is a (n − 1)× (n − 1)matrix whose entries are given
by the Hessian of the quadratic form associated to Hn; thus,

(Cn)i,j = 1
2

∂2

∂φi∂φj

(
φ† · Cn · φ

)
. (A5)

The matrix Cn has the tridiagonal structure shown in (A6)

Cn =

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

2p −1 0 . . . 0

−1 2p −1
...

0 −1
. . . . . .

...
. . . 0

−1
0 . . . 0 −1 2p

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
, (A6)

with p = 1 + κ2ε2/2. Let us define the mean-field fields φMF
i

as the solution of the following equations:

φMF
0 = �1, φMF

n = �2,

− φMF
i−1 + 2pφMF

i − φMF
i+1 = 0, i = 1, . . . , n − 1.

(A7)

The latter recursion relationship for i = 2, . . . , n − 2 has as
general solution

φMF
i = Aλi+ + Bλi−, (A8)

where λ± = p ±√
p2 − 1 are the roots of the characteristic

equation

λ2 − 2pλ+ 1 = 0. (A9)

We can fix A and B by imposing the conditions 2pφMF
1 −

φMF
2 = �1 and 2φMF

n−1 − φMF
n−2 = �2 ; hence, it follows that

φMF
i = �1

λn−i
+ − λn−i

−
λn+ − λn−

+�2
λi+ − λi−
λn+ − λn−

. (A10)

By using the property λ+λ− = 1, we have

φMF
i = �1

sinh[(n − i) cosh−1(p)]
sinh(n cosh−1(p))

+�2
sinh[i cosh−1(p)]
sinh(n cosh−1(p))

.

(A11)

If we write φi = φMF
i + ψi for i = 0, . . . , n, then the discrete

Hamiltonian can be expressed as

Hn(�1,φ1, . . . ,φn−1,�2) = Hn(�1,φMF
1 , . . . ,φMF

n−1,�2)

+ Hn(0,ψ1, . . . ,ψn−1, 0),
(A12)

and, consequently, Equation (A3) reads

Zn(�1,�2; ε) = Zn(0, 0; ε) e−βHn(�1,φMF
1 ,...,φMF

n−1,�2), (A13)

where, after substituting Equation (A22) into Equation (A4)
and after some algebra, we get that

Hn(�1,φMF
1 , . . . ,φMF

n−1,�2) = −�1�2

ε

sinh(cosh−1(p)
sinh(n cosh−1(p))

+ �2
1 +�2

2
2ε

(p − 1 + coth(n cosh−1(p)) sinh(cosh−1(p))).

(A14)

The partition function Zn(0, 0, ε) can be evaluated as the fol-
lowing Gaussian integral:

Zn(0, 0; ε) =
(
β

2πε

)(n−1)/2 ∫ ∞

−∞
dψ1

· · ·
∫ ∞

−∞
dψn−1 e−

β
2εψ

†·Cn·ψ =
√

1
dn

, (A15)

where dn ≡ detCn. In order to compute the determinant, we
first note that it satisfies the recursion relation

dn = (
2 + κ2ε2

)
dn−1 − dn−2, (A16)

similar to Equation (A7), so its solution can be written as

dn = Aλn−1
+ + Bλn−1

− , (A17)

From the initial conditions d1 = 1 and d2 = 2 + κ2ε2, we can
fix A and B; hence, it follows that

dn = λn+ − λn−
λ+ − λ−

. (A18)

By using the property λ+λ− = 1, we have

dn = sinh[n cosh−1(p)]
sinh(cosh−1(p))

= sinh[n cosh−1(p)]√
p2 − 1

. (A19)

These solutions are related to the path-integral continuous
formulation, since

Z(�1, �1|�2, �2) =
∫

Dφ e−βH , (A20)

where the path integral is over all the continuous paths φ(x)
on [�1, �2] such that φ(�1) = �1 and φ(�2) = �2. This can be
obtained as the following scaling limit (denoted as s − lim) in
which n → ∞, ε → 0, with finite �2 − �1 = nε [33]

Z(�1, �1|�2, �2) = s − lim

[√
β

2πε
Zn(�1,�2; ε)

]
. (A21)

First, we perform the scaling limit of the above results. Thus
Equation (A22) leads to, writing �21 = �2 − �1

s − limφMF
i = �1

sinh κ(�21 − x)
sinh κ�21

+�2
sinh κx
sinh κ�21

, (A22)

which is the solution of the mean-field equation d2φMF/dx2 −
κ2φMF = 0 subject to the boundary conditions φMF(�1) = �1
and φMF(�2) = �2 (i.e. the scaling limit of the Equation (A7)).
Themean-field energy, on the other hand, can be obtained from
Equation (A14) as

s − limHn(�1,φMF
1 , . . . ,φMF

n−1,�2)

= − κ�1�2

sinh κ�21
+ κ(�2

1 +�2
2)

2
coth(κ�21). (A23)

Finally,

s − lim (εdn) = sinh κ�21
κ

. (A24)

Therefore, Equation (A21) indeed leads to Equation (26),
which was obtained directly in Section 3, within the continuum
LGWmodel description, using the path integral formalism.
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