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Abstract

In this paper, the existence and the limiting behavior of periodic measures for the periodic
stochastic modified Swift-Hohenberg lattice systems with variable delays are analyzed. We
first prove the existence and uniqueness of global solution when the nonlinear T -periodic drift
and diffusion terms are locally Lipchitz continuous and linearly growing. Then we show the
existence of periodic measures of the system under some assumptions. Finally, by strengthening
the assumptions, we prove that the set of all periodic measures is weakly compact, and we also
show that every limit point of a sequence of periodic measures of the original system must be
a periodic measure of the limiting system when the noise intensity tends to zero.
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1. Introduction

Lattice systems are commonly used for modeling in circuit theory, materials science, image
processing, biology, etc. [2, 3]. However, in the actual modeling process, the time delay is
inevitable and reasonable, which means that the current state depends on the past state. A
time-delay system is usually described in the form of differential equations [15, 23].

The solutions and their long-term dynamics of deterministic lattice systems were studied in
[12, 30] without delay and [6, 7, 13, 42, 43] with delay. The long-time behavior of stochastic
lattice systems has been investigated in [5, 8, 31, 32, 35, 36, 37] without delay and [10, 16, 17,
18, 20, 33, 38, 44] with delay.

In this paper, we take into account the existence and the limiting behavior of periodic
measures for the periodic stochastic delay modified Swift-Hohenberg lattice systems on the
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integer set Z given by:

dui(t) + q1(t)
[(
ui+2(t)− 4ui+1(t) + 6ui(t)− 4ui−1(t) + ui+2(t)

)
+ 2
(
ui−1(t)− 2ui(t) + ui+1(t)

)]
dt+ q2(t)ui(t)dt+ q3,i(t)|ui+1(t)− ui(t)|2dt+ u3

i (t)dt

= fi(t, ui(t), ui(t− %(t)))dt+ gi(t)dt

+ ε

∞∑
j=1

(
hi,j(t) + σi,j(t, ui(t), ui(t− %(t)))

)
dWj(t), t > 0,

ui(s) = ϕi(s), s ∈ [−ρ, 0], i ∈ Z,
(1.1)

which is obtained by a spatial discretization of the periodic continuous modified Swift-Hohenberg
equation with a variable time delay on R:

du(t) + q1(t)∆2u(t)dt+ 2q1(t)∆u(t)dt+ q2(t)u(t)dt+ q3(t)|∇u(t)|2dt+ u3(t)dt

= f(t, u(t), u(t− %(t)))dt+ g(t)dt+ ε
∞∑
j=1

(hj(t) + σj(t, u(t), u(t− %(t)))dWj(t), t > 0,

u(s) = ϕ(s), s ∈ [−ρ, 0].
(1.2)

Here q1, q2 : R → R are positive and continuous, q3 = (q3,i)i∈Z : R → `2 is continuous,
fi, σj,i : R×R×R→ R are locally Lipschitz continuous functions for every i ∈ Z and j ∈ Z, noise
intensity 0 < ε ≤ 1 and delay parameter ρ > 0, g : R×R→ R such that g ∈ L2

loc(R, L2(R)) and
hj : R→ L2(R) are given, and (Wj)j∈N is a sequence of standard two-sided real-valued Wiener
processes defined on a complete filtered probability space (Ω,F , {Ft}t∈R,P). Furthermore, for
a given positive constant T , all time-dependent terms of the system (1.1) are T -periodic in
time (as shown in (2.9)).

The Swift-Hohenberg equation was originally derived in the framework of fluid dynamics,
e.g., simple fluid Rayleigh-Bénard convection [28], and has also been applied to chemical and
ecological systems (such as neural tissues) [22]. Equation (1.2) is a usual Swift-Hohenberg
equation when q3(t) = 0, f(t, u(t), u(t − %(t))) = 0 and ε = 0. About the modified Swift-
Hohenberg equation, there have been many papers discussing the existence of attractors (global,
pullback, random, uniform) and bifurcations, e.g., [9, 24, 25, 27, 19, 39, 40, 41], yet there are only
a few papers on the modified Swift-Hohenberg lattice system, [14] considered the deterministic
case and [34] was in the stochastic case. These are both without delay. To our knowledge,
there is no paper on stochastic delay modified Swift-Hohenberg lattice systems.

The existence of periodic measures for stochastic lattice systems without delay was investi-
gated in [21, 11]. In the delay case, [17, 20] considered the periodic measure of the stochastic
lattice system. The above nonlinear terms are all globally Lipschitz continuous. This paper
considers variable delays, the nonlinear functions fi and σj,i, the modified term, and the cubic
terms are all locally Lipschitz continuous.

The first goal of this paper is to prove, by applying Krylov-Bogolyubov’s method, the exis-
tence of periodic measures of the lattice system (1.1) for all ε ∈ [0, 1] in the space C([−ρ, 0], `2).
We need to prove the tightness of distribution laws of solutions to (1.1), and the difficulty of
proving this tightness is analogous to the fact that the Sobolev embedding is no longer com-
pact when stochastic PDEs are over an unbounded domain. To address this difficulty, we show
that the tail of the solution to (1.1) is uniformly small in L2(Ω,F , `2) using the uniform tail-
estimation method proposed in [29]. Furthermore, since the solution ut(·) of the system (1.1)
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depends on the past history and is therefore non-Markov, we use the method in [26] to find the
solution map for stochastic functional differential equations with finite delay possesses Markov
property.

Another objective of this paper is to prove, under stronger assumptions, the limiting behav-
ior of periodic measures of the system (1.1) when the noise intensity ε→ ε0 ∈ [0, 1] (see (5.1)).
We show that for ε ∈ [0, 1], the set of all periodic measures of (1.1) is weakly compact, and any
limit point of a tight sequence of periodic measures of the system (1.1) must be an invariant
measure of the associated limiting equation (see Theorem 5.5).

The outline of this paper is as follows. In the next section, we introduce some assumptions
about nonlinear and time-delay terms and prove the existence and uniqueness of solutions of
(1.1). In Sect. 3, we establish uniform estimates of solutions in space C([−ρ, 0], `2). In Sect.
4, we discuss the existence of periodic measures in C([−ρ, 0], `2). In the last part, the limit of
the periodic measure is studied when the noise intensity ε→ ε0 ∈ [0, 1].

2. Well-posedness of stochastic delay modified Swift-Hohenberg lattice systems

2.1. Some assumptions

We consider a Banach space as below:

`r =
{
w = (wi)i∈Z :

∑
i∈Z

|wi|r < +∞
}
, r ≥ 1, (2.1)

with the norm ‖w‖rr =
∑
i∈Z
|wi|r. For r = 2, it has the norm ‖w‖2 =

∑
i∈Z
|wi|2 and inner product

(w, v) :=
∑
i∈Z

wivi. In addition, we denote the space of all continuous functions from R to R by

C(R,R).
In this paper, we will show the existence of periodic measures for stochastic delay mod-

ified Swift-Hohenberg lattice systems (1.1). To that end, we need to impose the following
assumptions:

A0. The delay term %(·) ∈ C1(R, [0, ρ]) and satisfies

%′(t) ≤ ρ∗ for some ρ∗ ≤ 0, ∀t ≥ 0. (2.2)

A1. The same delay term as in A0 satisfies

%′(t) ≤ ρ∗ for some ρ∗ < 1, ∀t ≥ 0. (2.3)

A2. g(·) = (gi(·))i∈Z ∈ C(R, `2) and hj(·) = (hi,j(·))i∈Z,j∈N ∈ C(R, `2), which means that
for all t ∈ R

‖g(t)‖2 =
∑
i∈Z

|gi(t)|2 <∞ and
∑
j∈N

‖hj(t)‖2 =
∑
j∈N

∑
i∈Z

|hi,j(t)|2 <∞. (2.4)

A3. The nonlinear drift term fi ∈ C(R×R×R,R), fi(t, ·, ·) : R×R→ R is locally Lipschitz
continuous uniformly with respect to i ∈ Z; namely, for any bounded interval I ⊆ R, there
exists a constant L0 = L0(I) > 0, independent of t ∈ R, i ∈ Z such that

|fi(t, s1, s2)− fi(t, s3, s4)| ≤ L0(|s1 − s3|+ |s2 − s4|), ∀t ∈ R, sm ∈ I(m = 1, 2, 3, 4). (2.5)
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A4. For each i ∈ Z, there exists αi > 0 such that,

|fi(t, s5, s6)| ≤ β0(t)(|s5|+ |s6|) + αi, ∀t, s5, s6 ∈ R, (2.6)

where (αi)i∈Z ∈ `2 and β0 : R→ R is a positive continuous and non-increasing function.
A5. The nonlinear diffusion term σj,i ∈ C(R × R × R,R), σj,i(t, ·, ·) : R × R → R is

locally Lipschitz continuous; that is, for any bounded interval I ⊆ R, there exists a constant
L1 = L1(I) > 0, independent of j ∈ N, i ∈ Z, t ∈ R such that

|σi,j(t, s1, s2)− σi,j(t, s3, s4)|
≤ L1(|s1 − s3|+ |s2 − s4|), ∀sm ∈ I(m = 1, 2, 3, 4), t ∈ R, i ∈ Z, j ∈ N. (2.7)

A6. For each t ∈ R, i ∈ Z, j ∈ N, there exists γi,j > 0 such that for all s5, s6 ∈ R

|σi,j(t, s5, s6)| ≤ βj(t)(|s5|+ |s6|) + γi,j, (2.8)

where (γi,j)i∈Z,j∈N ∈ `2 and (βj(·))j∈N : R → `2 is a positive continuous and non-increasing
function.

Remarks on A0: Notice that we are assuming ρ∗ ≤ 0 in A0, which is more restrictive
than the general case ρ∗ < 1 in A1. The reason to consider this assumption is that we will be
able to provide in Remark 2.3, an easy way to prove the existence and uniqueness of solutions
to our problem under assumption A0.

Given T > 0, we assume that all time-dependent functions in (1.1) are T -periodic in t ∈ R,
which means that, for all t ∈ R, i ∈ Z, j ∈ N,

q1(t+ T ) = q1(t), q2(t+ T ) = q2(t), q3,i(t+ T ) = q3,i(t), %(t+ T ) = %(t),

g(t+ T ) = g(t), h(t+ T ) = h(t), β0(t+ T ) = β0(t),

fi(t+ T , ·, ·) = fi(t, ·, ·), σi,j(t+ T , ·, ·) = σi,j(t, ·, ·), βj(t+ T ) = βj(t).

(2.9)

2.2. Existence and uniqueness of solutions

Denote by Cρ = C([−ρ, 0]; `2) the Banach space of all `2-valued continuous functions on
[−ρ, 0] with the norm

‖x‖Cρ = sup
s∈[−ρ,0]

‖x(s)‖ = sup
s∈[−ρ,0]

∑
i∈Z

|xi(s)|2, ∀x ∈ Cρ.

For any map w : [−ρ,∞)→ `2, we denote the delay shift (or segment of the map) by

wt(s) = w(t+ s), ∀t ≥ 0, s ∈ [−ρ, 0].

For convenience, define some operators from `2 to `2 as below: for u = (ui)i∈Z ∈ `2,

(Au)i = −ui−1 + 2ui − ui+1, (Bu)i = ui+1 − ui, (B∗u)i = ui−1 − ui, (2.10)

and

(Du)i = ui+2 − 4ui+1 + 6ui − 4ui−1 + ui−2. (2.11)

Thus, for u = (ui)i∈Z ∈ `2 and v = (vi)i∈Z ∈ `2, we deduce from (2.10) that

A = BB∗ = B∗B, (Bu, v) = (u,B∗v). (2.12)
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and

(Au, v) = (Bu,Bv), ‖Bu‖2 = ‖B∗u‖2 ≤ 4‖u‖2, ‖Au‖2 ≤ 16‖u‖2. (2.13)

Analogously, it follows from (2.11) that

(Du, v) = (Au,Av), ‖Du‖2 ≤ 256‖u‖2. (2.14)

Now, consider u = (ui)i∈Z, g(t) = (gi(t))i∈Z, hj(t) = (hj,i(t))i∈Z, f(t, u, v) = (fi(t, ui, vi))i∈Z
and σj(t, u, v) = (σj,i(t, ui, vi))i∈Z. Based on the above arguments, we study the following
stochastic delay modified Swift-Hohenberg lattice system in `2 for t > 0:

du(t) + q1(t)
[
Du(t)− 2Au(t)

]
dt+ q2(t)u(t)dt+ q3(t)|Bu(t)|2dt+ u3(t)dt

= f(t, u(t), u(t− %(t)))dt+ g(t)dt+ ε
∞∑
j=1

(
hj(t) + σj(t, u(t), u(t− %(t)))

)
dWj(t),

u(s) = ϕ(s), s ∈ [−ρ, 0],

(2.15)

where q1, q2 ∈ C(R,R+), q3 = (q3,i)i∈Z ∈ C(R, `2), ϕ = (ϕi)i∈Z ∈ Cρ.
By A3 and A4, f(t, ·, ·) : `2 × `2 → `2 is locally Lipschitz continuous and grows linearly,

that is, for every R > 0, there exists LfR > 0 such that, for all t ∈ R and u1, v1, u2, v2 ∈ `2 with
‖u1‖ ≤ R, ‖u2‖ ≤ R, ‖v1‖ ≤ R and ‖v2‖ ≤ R,

‖f(t, u1, v1)− f(t, u2, v2)‖2 ≤ LfR(‖u1 − u2‖2 + ‖v1 − v2‖2), (2.16)

and for all t ∈ R and u, v ∈ `2,

‖f(t, u, v)‖2 ≤ 4β2
0(t)(‖u‖2 + ‖v‖2) + 2‖α‖2, (2.17)

where α = (αi)i∈Z ∈ `2. Similarly, it follows from A5 that σj(t, ·, ·) : `2 × `2 → `2 is locally
Lipschitz continuous for j ∈ N in the sense that, for every R > 0, there exists LσR > 0 such that
for all t ∈ R and u1, v1, u2, v2 ∈ `2 with ‖u1‖ ≤ R, ‖u2‖ ≤ R, ‖v1‖ ≤ R and ‖v2‖ ≤ R,∑

j∈N

‖σj(t, u1, v1)− σj(t, u2, v2)‖2 ≤ LσR(‖u1 − u2‖2 + ‖v1 − v2‖2). (2.18)

For each j ∈ N, we infer from A6 that, for all t ∈ R and u, v ∈ `2,∑
j∈N

‖σj(t, u, v)‖2 ≤ 4‖β(t)‖2(‖u‖2 + ‖v‖2) + 2‖γ‖2, (2.19)

where γ = (γi,j)i∈Z,j∈N ∈ `2 and ‖β(t)‖2 =
∑
j∈N
|βj(t)|2.

Definition 2.1. Suppose ϕ ∈ L2(Ω, Cρ) is F0-measurable. Then a continuous `2-valued
stochastic process u is called a solution of lattice system (2.15) if (ut)t≥0 is Ft-adapted, u0 = ϕ,
for all T > 0,

u ∈ L2(Ω, C([−ρ, T ], `2)), (2.20)
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and, for each t ≥ 0,

u(t) = ϕ(0) +

∫ t

0

(
− q1(s)Du(s) + 2q1(s)Au(s)− q2(s)u(s)− q3(s)|Bu(s)|2 − u3(s)

)
ds

+

∫ t

0

(f(s, u(s), u(s− %(s))) + g(s))ds+ ε
∞∑
j=1

∫ t

0

(hj(s) + σj(s, u(s), u(s− %(s))))dWj(s),

(2.21)

in `2 for almost all ω ∈ Ω.

Now, we will show the existence and uniqueness of solutions of the system (2.15). In the
particular case of ρ∗ ≤ 0 in A0, a short and nice proof will be given in Remark 2.3 below.

Theorem 2.2. Suppose A2-A6 hold and ϕ ∈ L2(Ω, Cρ). Then the system (2.15) has a unique
solution u in the sense of Definition 2.1. In addition, if A1 also holds, then for any T ≥ 0,

E
(
‖u‖2

C([−ρ,T ],`2)

)
≤MeMT

(
E(‖ϕ‖2

Cρ) + T + 1

)
, (2.22)

where M is a positive constant independent of ϕ and T .

Proof. (1) The existence and uniqueness of solution follow from a similar argument to the one
used by X. Mao [23] in the case of stochastic differential equations with delay in Rn (see also
Caraballo et al. [6] for a stochastic PDE with delay). We omit the details.

(2) Now, we prove the uniform estimates of solutions. By (2.15) and Ito’s formula, we have
for all t ∈ [0, T ],

‖u(t)‖2 + 2

∫ t

0

q1(s)‖Au(s)‖2ds− 4

∫ t

0

q1(s)‖Bu(s)‖2ds+ 2

∫ t

0

q2(s)‖u(s)‖2ds

+ 2

∫ t

0

‖u(s)‖4
4ds+ 2

∫ t

0

(
q3(s)|Bu(s)|2, u(s)

)
ds

= ‖u(0)‖2 + 2

∫ t

0

(f(s, u(s), u(s− %(s))), u(s))ds+ 2

∫ t

0

(g(s), u(s))ds

+ ε2
∞∑
j=1

∫ t

0

‖hj(s) + σj(s, u(s), u(s− %(s))‖2ds

+ 2ε
∞∑
j=1

∫ t

0

(
hj(s) + σj(s, u(s), u(s− %(s))), u(s)

)
dWj(s). (2.23)

By using Young’s inequality, we obtain

− 2

∫ t

0

(
q3(s)|Bu(s)|2, u(s)

)
ds

≤ 2

∫ t

0

∑
i∈Z

q3,i(s)
∣∣|ui+1(s)− ui(s)|2

∣∣|ui(s)|ds
≤ 8

∫ t

0

‖q3(s)‖2‖u(s)‖2ds+
1

8

∫ t

0

∑
i∈Z

∣∣∣u2
i+1(s)− 2ui+1(s)ui(s) + u2

i (s)
∣∣∣2ds

≤ 8

∫ t

0

‖q3(s)‖2‖u(s)‖2ds+ 2

∫ t

0

‖u(s)‖4
4ds. (2.24)
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From (2.17) and the fact that β0 : R→ R is a positive continuous and non-increasing function
as defined in A4, for all t ∈ [0, T ],

2

∫ t

0

(f(s, u(s), u(s− %(s))), u(s))ds

≤
∫ t

0

1

2β0(s)
‖f(s, u(s), u(s− %(s)))‖2ds+ 2

∫ t

0

β0(s)‖u(s)‖2ds

≤
∫ t

0

4β2
0(s)

2β0(s)
(‖u(s)‖2 + ‖u(s− %(s))‖2)ds+

∫ t

0

‖α‖2

β0(s)
ds+ 2

∫ t

0

β0(s)‖u(s)‖2ds

≤ 4

∫ t

0

β0(s)‖u(s)‖2ds+

∫ t

0

‖α‖2

β0(s)
ds+

2

1− ρ∗

∫ t

−ρ
β0(s)‖u(s)‖2ds

≤ (4 +
2

1− ρ∗
)

∫ t

0

β0(s)‖u(s)‖2ds+ min
t∈[0,T ]

β0(t)‖α‖2T +
2ρ

1− ρ∗
‖ϕ‖2

Cρ max
t∈[0,T ]

β0(t). (2.25)

Using Young’s inequality yields

2

∫ t

0

(g(s), u(s))ds ≤
∫ t

0

1

q2(s)
‖g(s)‖2ds+

∫ t

0

q2(s)E(‖u(s)‖2)ds. (2.26)

By (2.19) and the fact that (βj(·))j∈N : R → `2 is a positive continuous and non-increasing
function as defined in A6, for all t ∈ [0, T ],

ε2
∞∑
j=1

∫ t

0

‖hj(s) + σj(s, u(s), u(s− %(s))‖2ds

≤ 2ε2
∞∑
j=1

∫ t

0

‖hj(s)‖2ds+ 2ε2
∞∑
j=1

∫ t

0

‖σj(s, u(s), u(s− %(s)))‖2ds

≤ 2ε2
∞∑
j=1

∫ t

0

‖hj(s)‖2ds+ 8ε2
∫ t

0

‖β(s)‖2(‖u(s)‖2 + ‖u(s− %(s))‖2)ds+ 4ε2
∫ t

0

‖γ‖2ds

≤ 8ε2(1 +
1

1− ρ∗
)

∫ t

0

‖β(s)‖2‖u(s)‖2ds+
8ε2ρ

1− ρ∗
‖ϕ‖2

Cρ sup
t∈[0,T ]

‖β(t)‖2

+ 2ε2
∫ t

0

(
∞∑
j=1

‖hj(s)‖2 + 2‖γ‖2)ds. (2.27)

Plugging (2.24)-(2.27) into (2.23),

‖u(t)‖2 ≤ ‖u(0)‖2 +

∫ t

0

M1(s)‖u(s)‖2ds+
2ρ

1− ρ∗

(
max
t∈[0,T ]

β0(t) + 4ε2 sup
t∈[0,T ]

‖β(t)‖2

)
‖ϕ‖2

Cρ

+

(
min
t∈[0,T ]

β0(t)‖α‖2 + 4ε2‖γ‖2

)
T +

∫ t

0

1

q2(s)
‖g(s)‖2ds+ 2ε2

∫ t

0

∞∑
j=1

‖hj(s)‖2ds

+ 2ε
∞∑
j=1

∫ t

0

(
hj(s) + σj(s, u(s), u(s− %(s))), u(s)

)
dWj(s). (2.28)
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where M1(s) = 16q1(s) + 8‖q3(s)‖2 + (4 + 2
1−ρ∗ )β0(s) + 8ε2(1 + 1

1−ρ∗ )‖β(s)‖2. Then taking the

expectation of (2.28), for all t ∈ [0, T ],

E
(

sup
0≤r≤t

‖u(r)‖2

)
≤ E(‖u(0)‖2) + E

(∫ t

0

M1(s)‖u(s)‖2ds

)
+

2ρ

1− ρ∗

(
max
t∈[0,T ]

β0(t) + 4ε2 sup
t∈[0,T ]

‖β(t)‖2

)
E(‖ϕ‖2

Cρ) +

(
min
t∈[0,T ]

β0(t)‖α‖2 + 4ε2‖γ‖2

)
T

+ E
(∫ t

0

q−1
2 (s)‖g(s)‖2ds

)
+ 2ε2E

(∫ t

0

∞∑
j=1

‖hj(s)‖2ds

)

+ 2εE
(

sup
0≤r≤t

∣∣∣∣ ∫ r

0

∞∑
j=1

(
hj(s) + σj(s, u(s), u(s− %(s))), u(s)

)
dWj(s)

∣∣∣∣). (2.29)

For the last term of the right-hand side of (2.29), by the Burkhölder-Davis-Gundy inequality
and (2.27), for all t ∈ [0, T ],

2εE
(

sup
0≤r≤t

∣∣∣∣ ∫ r

0

∞∑
j=1

(
hj(s) + σj(s, u(s), u(s− %(s))), u(s)

)
dWj(s)

∣∣∣∣)

≤ C0εE
(∫ t

0

∞∑
j=1

‖u(s)‖2‖hj(s) + σj(s, u(s), u(s− %(s)))‖2ds

) 1
2

≤ C0εE
(

sup
0≤s≤t

‖u(s)‖
(∫ t

0

∞∑
j=1

‖hj(s) + σj(s, u(s), u(s− %(s)))‖2ds

) 1
2
)

≤ 1

2
E
(

sup
0≤s≤t

‖u(s)‖2

)
+

1

2
C2

0ε
2E
(∫ t

0

∞∑
j=1

‖hj(s) + σj(s, u(s), u(s− %(s)))‖2ds

)
≤ 1

2
E
(

sup
0≤s≤t

‖u(s)‖2

)
+ 4C2

0ε
2(1 +

1

1− ρ∗
)E
(∫ t

0

‖β(s)‖2‖u(s)‖2ds

)
+

4C2
0ε

2ρ

1− ρ∗
sup
t∈[0,T ]

‖β(t)‖2E(‖ϕ‖2
Cρ) + C2

0ε
2

∫ t

0

(
∞∑
j=1

‖hj(s)‖2 + 2‖γ‖2)ds, (2.30)

where C0 is a positive constant. Combining (2.29), (2.30) and ‖u(0)‖2 ≤ ‖ϕ‖2
Cρ

, we find

E
(

sup
−τ≤r≤t

‖u(r)‖2

)
≤M2E(‖ϕ‖2

Cρ) +M3E
(∫ t

0

sup
0≤r≤s

‖u(s)‖2ds

)
+M4T +M5, (2.31)

where

M2 = 3 +
4ρ

1− ρ∗

(
max
t∈[0,T ]

β0(t) + (4ε2 + 2C2
0ε

2) sup
t∈[0,T ]

‖β(t)‖2

)
,

M3 = 2 max
t∈[0,T ]

M1(t) + 16C2
0ε

2(1 +
1

1− ρ∗
) sup
t∈[0,T ]

‖β(t)‖2,

M4 = 2

(
min
t∈[0,T ]

β0(t)‖α‖2 + (4ε2 + 2C2
0ε

2)‖γ‖2

)
,

M5 = max
{

2 min
t∈[0,T ]

q2(t), 4ε2 + 2C2
0ε

2
}(
‖g‖2

C([0,T ],`2) + ‖h‖2
C([0,T ],`2)

)
,
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are independent of ϕ and T . It yields from (2.31) and the Gronwall inequality that for all
t ∈ [0, T ] with T > 0,

E
(

sup
−τ≤r≤t

‖u(r)‖2

)
≤
{
M2E(‖ϕ‖2

Cρ) +M4T +M5

}
eM3T . (2.32)

Therefore, the conclusion (2.22) can be obtained.

Remark 2.3. We use the method mentioned in [4, Theorem 1] to consider the existence and
uniqueness of solutions to the system (2.15) in the general case that ρ∗ ≤ 0 as assumed in A0.
By A0 we find that %(t) is non-increasing and non-negative, so there are only the following
three possibilities:

(a) lim
t→+∞

%(t) = γ for some γ > 0.

Since %(t) is non-increasing, we have inf
t∈[0,+∞)

%(t) = γ and %(t) ≥ γ for 0 ≤ t ≤ γ, so t− %(t) ≤

t− γ ≤ 0 for 0 ≤ t ≤ γ. Then the system (2.15) on [0, γ] can be considered as:
du(t) + q1(t)

[
Du(t)− 2Au(t)

]
dt+ q2(t)u(t)dt+ q3(t)|Bu(t)|2dt+ u3(t)dt

= f(t, u(t), ϕ(t− %(t)))dt+ g(t)dt+ ε
∞∑
j=1

(
hj(t) + σj(t, u(t), ϕ(t− %(t)))

)
dWj(t),∀t ∈ [0, γ],

u(0) = ϕ(0),
(2.33)

which is a non-delay system. Since q1, q2 : R → R and q3 = (q3,i)i∈Z : R → `2 are positive,
continuous, and T -periodic functions as defined in (2.9), we can deduce from [34, Theorem 3]
that problem (2.33) has a unique solution u on [0, γ] such that u ∈ L2(Ω, C([0, γ], `2)). For all
k ≥ 0, repeating this procedure, the solution u can be extended from the interval [kγ, (k+ 1)γ]
to [0,∞), so that u ∈ L2(Ω, C([0, T ], `2)) for any T > 0.

(b) lim
t→+∞

%(t) = 0, but %(t) > 0 for any t ≥ 0.

We choose an increasing sequence {tk}k≥0 such that t0 = 0, tk ↑ ∞ and

%(tk+1) = tk+1 + %(tk+1)− tk+1 > tk + %(tk+1)− tk+1 > 0,

which means that tk+1 − %(tk+1) < tk. Similar to (a), our system can be solved on [tk, tk+1] for
k ≥ 0, and hence the solution u can be extended to the entire interval [0,∞).

(c) There exists Tρ > 0 such that %(t) > 0 for t < Tρ, but %(t) = 0 for t ≥ Tρ.
When t < Tρ, we can adopt the same method as in (b). When t ≥ Tρ, system (2.15) becomes

du(t) + q1(t)
[
Du(t)− 2Au(t)

]
dt+ q2(t)u(t)dt+ q3(t)|Bu(t)|2dt+ u3(t)dt

= f(t, u(t), u(t))dt+ g(t)dt+ ε
∞∑
j=1

(
hj(t) + σj(t, u(t), u(t))

)
dWj(t),∀t ∈ [Tρ,∞), (2.34)

with initial data u(Tρ) ∈ L2(Ω, `2). It is easy to find that (2.34) is an equation without delay,
and similar to (2.33), the existence of the solution is obvious.

3. Uniform estimates of solutions

In this part, we will show some estimates of solutions for the stochastic delay lattice system
(1.1). For this purpose, we assume that if q1(t), β0(t) ∈ R+ and q3(t), β(t) ∈ `2 are small enough
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or q2(t) is large enough, there exists p ≥ 2 such that

min
t∈[0,T ]

q2(t) ≥ 16 max
t∈[0,T ]

q1(t) + 8 sup
t∈[0,T ]

‖q3(t)‖2 + 24− 2
pp−1(p− 1)1− 1

p max
t∈[0,T ]

β0(t)

+ 4(3p− 4) sup
t∈[0,T ]

‖β(t)‖2. (3.1)

For all t ∈ R, we setΘ1(t) =
p

2
q2(t)− 8pq1(t)− 4p‖q3(t)‖2 − 23− 2

p (p− 1)1− 1
pβ0(t)− 2p(3p− 4)‖β(t)‖2,

Θ2(t) = 22− 2
p (p− 1)1− 1

pβ0(t) + 8(
p

2
)1− p

2 (p− 1)
p
2‖β(t)‖2,

(3.2)

and {
Θ1(t) = q2(t)− 2q1(t)− 8‖q3(t)‖2 − 4β0(t)− 8‖β(t)‖2,

Θ2(t) = 2β0(t) + 8‖β(t)‖2.
(3.3)

By (3.1) and p ≥ 2, one can obtain Θ1(t) ≥ 0 directly. Since p ≥ 2, we can verify that

24− 2
p (p− 1)1− 1

p ≥ 4p, 4p(3p− 4) ≥ 8p, (3.4)

which, together with (3.1), implies Θ1(t) ≥ 0.
We also need to assume that

χ =

∫ T
0

(
Θ1(s)−Θ2(s)e

∫ s
s−ρ Θ1(r)dr

)
ds > 0, (3.5)

and

χ =

∫ T
0

(
Θ1(s)−Θ2(s)e

∫ s
s−ρ Θ1(r)dr

)
ds > 0. (3.6)

In addition, the following lemma will be very helpful in computing uniform estimates of solu-
tions.

Lemma 3.1. [17, Lemma 3.1] Suppose v ∈ C([t0 − τ,∞),R+) is a solution of the delay in-
equality {

D+v(t) ≤ −κ1(t)v(t) + κ2(t)v(t− τ0(t)) + κ3, t > t0,

v(t0 + s) ≤ φ(s), s ∈ [−τ, 0],
(3.7)

where D+v(t) is the upper right-hand Dini derivative of v at t, t0 ∈ R, τ > 0 and κ3 ≥ 0, φ ∈
C([−τ, 0],R+), τ0 ∈ C([t0,∞), (0, τ ]), κ1(t) and κ2(t), t ∈ R, are nonnegative, continuous, T -

periodic functions. Assume that the average of the function η(t) = κ1(t) − κ2(t)e
∫ t
t−τ κ1(r)dr on

[0, T ] is positive; that is,

λ =
1

T

∫ T
0

η(t)dt > 0. (3.8)

Then, there exist positive constants K = K(κ1, κ2, τ, T ) > 0 and G = G(κ1, κ2, τ, T ) > 0 such
that, for t ≥ t0,

v(t) ≤ Kφ(0)e−λ(t−t0) +G(κ3 + ‖κ2‖C([0,T ],R+)‖φ‖C([−τ,0],R+)). (3.9)
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We now apply Lemma 3.1 to establish the following uniform estimate.

Lemma 3.2. Suppose A1-A6, (3.1) and (3.5) hold. If ϕ ∈ Lp(Ω, Cρ) with p ≥ 2, then for
ε ∈ (0, 1], the solution of system (2.15) satisfies for all t ≥ −ρ,

E(‖u(t)‖p) ≤ C1E(‖ϕ‖pCρ)(e
−λt + 1) + C1, (3.10)

where C1 > 0 may depend on p, but not on t, ε, ρ or ϕ.

Proof. For every t ≥ 0 and R > 0, we define the stopping time

ηR = inf{s ≥ t : ‖u(s)‖ > R}, (3.11)

where ηR = +∞ if {s ≥ t : ‖u(s)‖ > R} = ∅.
Given 4t ≥ 0, by (2.23) and Ito’s theorem in [1, P92], we have

E(‖u((t+4t) ∧ ηR)‖p) + pE
(∫ (t+4t)∧ηR

t

q1(s)‖u(s)‖p−2‖Au(t)‖2ds

)
− 2pE

(∫ (t+4t)∧ηR

t

q1(s)‖u(s)‖p−2‖Bu(s)‖2ds

)
+ pE

(∫ (t+4t)∧ηR

t

q2(s)‖u(s)‖pds
)

+ pE
(∫ (t+4t)∧ηR

t

‖u(s)‖p−2‖u(s)‖4
4ds

)
+ pE

(∫ (t+4t)∧ηR

t

‖u(s)‖p−2
(
q3(s)|Bu(s)|2, u(s)

)
ds

)
= E(‖u(t)‖p) + pE

(∫ (t+4t)∧ηR

t

‖u(s)‖p−2
(
f(s, u(s), u(s− %(s))), u(s)

)
ds

)
+ pE

(∫ (t+4t)∧ηR

t

‖u(s)‖p−2
(
g(s), u(s)

)
ds

)
+
p

2
ε2E
( ∞∑

j=1

∫ (t+4t)∧ηR

t

‖u(s)‖p−2‖hj(s) + σj(s, u(s), u(s− %(s)))‖2ds

)

+
p(p− 2)

2
ε2E
( ∞∑

j=1

∫ (t+4t)∧ηR

t

‖u(s)‖p−4
∣∣(hj(s) + σj(s, u(s), u(s− %(s))), u(s)

)∣∣2ds). (3.12)

For the last term on the left-hand side of (3.12), we obtain

− pE
(∫ (t+4t)∧ηR

t

‖u(s)‖p−2
(
q3(s)|Bu(s)|2, u(s)

)
ds

)
≤ pE

(∫ (t+4t)∧ηR

t

‖u(s)‖p−2
∑
i∈Z

|q3,i(s)|
∣∣|ui+1(s)− ui(s)|2

∣∣|ui(s)|ds)
≤ pE

(∫ (t+4t)∧ηR

t

‖u(s)‖p−2
(

4
∑
i∈Z

|q3,i(s)|2|ui(s)|2

+
1

16

∑
i∈Z

∣∣u2
i+1(t)− 2ui+1(t)ui(t) + u2

i (t)
∣∣2)ds)

≤ 4pE
(∫ (t+4t)∧ηR

t

‖q3(s)‖2‖u(s)‖pds
)

+ pE
(∫ (t+4t)∧ηR

t

‖u(s)‖p−2‖u(s)‖4
4ds

)
. (3.13)
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For the second term on the right-hand side of (3.12), by (2.17) and Young’s inequality

ab ≤ (p− 1)ε0

p
a

p
p−1 +

1

pεp−1
0

bp, ∀ε0 > 0,

we can deduce

pE
(∫ (t+4t)∧ηR

t

‖u(s)‖p−2
(
f(s, u(s), u(s− %(s))), u(s)

)
ds

)
≤ pE

(∫ (t+4t)∧ηR

t

‖u(s)‖p−1‖f(s, u(s), u(s− %(s)))‖ds
)

≤ 22− 2
p (p− 1)1− 1

pE
(∫ (t+4t)∧ηR

t

β0(s)‖u(s)‖pds
)

+ 24−2p− 2
p (p− 1)1− 1

pE
(∫ (t+4t)∧ηR

t

β1−p
0 (s)‖f(s, u(s), u(s− %(s)))‖pds

)
≤ 22− 2

p (p− 1)1− 1
pE
(∫ (t+4t)∧ηR

t

β0(s)‖u(s)‖pds
)

+ 24−2p− 2
p (p− 1)1− 1

p×

× E
(∫ (t+4t)∧ηR

t

[
22p−2β0(s)

(
‖u(s)‖p + ‖u(s− %(s))‖p

)
+ 2p−1β1−p

0 (s)‖α‖p
]
ds

)
≤ 23− 2

p (p− 1)1− 1
pE
(∫ (t+4t)∧ηR

t

β0(s)‖u(s)‖pds
)

+ 22− 2
p (p− 1)1− 1

pE
(∫ (t+4t)∧ηR

t

β0(s)‖u(s− %(s))‖pds
)

+ 23−p− 2
p (p− 1)1− 1

pE
(∫ (t+4t)∧ηR

t

β1−p
0 (s)‖α‖pds

)
. (3.14)

For the third term on the right-hand side of (3.12), we derive

pE
(∫ (t+4t)∧ηR

t

‖u(s)‖p−2
(
g(s), u(s)

)
ds

)
(3.15)

≤ p

4
E
(∫ (t+4t)∧ηR

t

q2(s)‖u(s)‖pds
)

+ 4p−1
(p− 1

p

)p−1

E
(∫ (t+4t)∧ηR

t

q1−p
2 (s)‖g(s)‖pds

)
.

For the last two terms on the right-hand side of (3.12), by (2.19) we have

p

2
ε2E
( ∞∑

j=1

∫ (t+4t)∧ηR

t

‖u(s)‖p−2‖hj(s) + σj(s, u(s), u(s− %(s)))‖2ds

)

+
p(p− 2)

2
ε2E
( ∞∑

j=1

∫ (t+4t)∧ηR

t

‖u(s)‖p−4
∣∣(hj(s) + σj(s, u(s), u(s− %(s))), u(s)

)∣∣2ds)

≤ p(p− 1)

2
ε2E
( ∞∑

j=1

∫ (t+4t)∧ηR

t

‖u(s)‖p−2‖hj(s) + σj(s, u(s), u(s− %(s)))‖2ds

)

≤ p(p− 1)

2
ε2E
(∫ (t+4t)∧ηR

t

‖u(s)‖p−2
(

2‖h(s)‖2 + 2‖σj(s, u(s), u(s− %(s)))‖2
)
ds

)
≤ I1 + I2 + I3, (3.16)
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where

I1 = 4p(p− 1)ε2E
(∫ (t+4t)∧ηR

t

‖β(s)‖2‖u(s)‖pds
)
,

I2 = 4p(p− 1)ε2E
(∫ (t+4t)∧ηR

t

‖β(s)‖2‖u(s)‖p−2‖u(s− %(s))‖2ds

)
,

I3 = p(p− 1)ε2E
(∫ (t+4t)∧ηR

t

‖u(s)‖p−2(‖h(s)‖2 + 2‖γ‖2)ds

)
.

The Young inequality yields

I2 ≤ 2p(p− 2)ε2E
(∫ (t+4t)∧ηR

t

‖β(s)‖2‖u(s)‖pds
)

+ 8(
p

2
)1− p

2 (p− 1)
p
2 ε2E

(∫ (t+4t)∧ηR

t

‖β(s)‖2‖u(s− %(s))‖pds
)
.

Similarly,

I3 ≤
p

4
E
(∫ (t+4t)∧ηR

t

q2(s)‖u(s)‖pds
)

+
2p−1εp(p− 1)

p
2 (p− 2)

p
2
−1

p
p
2
−1

E
(∫ (t+4t)∧ηR

t

q
1− p

2
2 (s)(‖h(s)‖2 + 2‖γ‖2)

p
2ds

)
.

Therefore, by ε ∈ (0, 1] and (3.16),

p

2
ε2E
( ∞∑

j=1

∫ (t+4t)∧ηR

t

‖u(s)‖p−2‖hj(s) + σj(s, u(s), u(s− %(s)))‖2ds

)

+
p(p− 2)

2
ε2E
( ∞∑

j=1

∫ (t+4t)∧ηR

t

‖u(s)‖p−4
∣∣(hj(s) + σj(s, u(s), u(s− %(s))), u(s)

)∣∣2ds)

≤ E
(∫ (t+4t)∧ηR

t

[
2p(3p− 4)‖β(s)‖2 +

p

4
q2(s)

]
‖u(s)‖p

)
+ 8(

p

2
)1− p

2 (p− 1)
p
2E
(∫ (t+4t)∧ηR

t

‖β(s)‖2‖u(s− %(s))‖pds
)

+
2p−1(p− 1)

p
2 (p− 2)

p
2
−1

p
p
2
−1

E
(∫ (t+4t)∧ηR

t

q
1− p

2
2 (s)(‖h(s)‖2 + 2‖γ‖2)

p
2ds

)
. (3.17)

It follows from (3.13)–(3.17) that for all t ≥ 0,

E(‖u((t+4t) ∧ ηR)‖p)

≤ E(‖u(t)‖p)− E
(∫ (t+4t)∧ηR

t

Θ1(s)‖u(s)‖pds
)

+ E
(∫ (t+4t)∧ηR

t

Θ2(s)‖u(s− %(s))‖pds
)

+ 23−p− 2
p (p− 1)1− 1

pE
(∫ (t+4t)∧ηR

t

β1−p
0 (s)‖α‖pds

)
+ 4p−1

(p− 1

p

)p−1

E
(∫ (t+4t)∧ηR

t

q1−p
2 (s)‖g(s)‖pds

)
+

2p−1(p− 1)
p
2 (p− 2)

p
2
−1

p
p
2
−1

E
(∫ (t+4t)∧ηR

t

q
1− p

2
2 (s)(‖h(s)‖2 + 2‖γ‖2)

p
2ds

)
, (3.18)
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where Θ1(t),Θ2(t) are defined in (3.2). It can be deduced from (3.18) that for all t ≥ 0,

E(‖u(t+4t‖p1{t+4t<ηR})

≤ E(‖u(t)‖p)− E
(∫ t+4t

t

Θ1(s)‖u(s)‖pds
)

+ E
(∫ t+4t

t

Θ2(s)‖u(s− %(s))‖pds
)

+4t
[
23−p− 2

p (p− 1)1− 1
p‖α‖p min

0≤t≤T
βp−1

0 (t) + 4p−1
(p− 1

p

)p−1

min
0≤t≤T

qp−1
2 (t)‖g‖pC([0,T ],`2)

+
2

3p
2
−2(p− 1)

p
2 (p− 2)

p
2
−1

p
p
2
−1

min
0≤t≤T

q
p
2
−1

2 (t)
(
‖h‖pC([0,T ],`2) + 2

p
2‖γ‖p

)]
, (3.19)

Thanks to lim
n→∞

ηR = +∞ and the continuity of solutions, we find from (3.19) that, for all t ≥ 0,

D+E(‖u(t)‖p)

≤ −Θ1(t)E
(
‖u(t)‖p

)
+ Θ2(t)E

(
‖u(t− %(t))‖p

)
+ 23−p− 2

p (p− 1)1− 1
p‖α‖p min

0≤t≤T
βp−1

0 (t)

+ 4p−1
(p− 1

p

)p−1

min
0≤t≤T

qp−1
2 (t)‖g‖pC([0,T ],`2)

+
2

3p
2
−2(p− 1)

p
2 (p− 2)

p
2
−1

p
p
2
−1

min
0≤t≤T

q
p
2
−1

2 (t)
(
‖h‖pC([0,T ],`2) + 2

p
2‖γ‖p

)
. (3.20)

Applying Lemma 3.1 to (3.20), then there exists λ = χ
T > 0 such that, for all t ≥ 0,

E(‖u(t)‖p) ≤ c‖ϕ(0)‖pe−λt + c(1 + ‖ϕ‖pCρ). (3.21)

Note that for all t ∈ [−ρ, 0],

E(‖u(t)‖p) ≤ E(‖ϕ‖pCρ), (3.22)

which, together with (3.21) and the fact that ‖ϕ(0)‖ ≤ sup
s∈[−ρ,0]

‖ϕ(s)‖ = ‖ϕ‖Cρ , can conclude

(3.10).

As a consequence of Lemma 3.2, it can be immediately deduced that:

Lemma 3.3. Suppose A1-A6, (3.1) and (3.5) hold. If ϕ ∈ Lp(Ω, Cρ) with p ≥ 6, then for
ε ∈ (0, 1], the solution of system (2.15) satisfies for all t > r ≥ 0,

E(‖u(t)− u(r)‖
p
3 ) ≤ C2

(
1 + E(‖ϕ‖

p
3
Cρ

)
)
(|t− r|

p
3 + |t− r|

p
6 ), (3.23)

where C2 > 0 is depending on p, but not on ε, ρ, t, r or ϕ.

Proof. From (2.15), we have that, for t > r ≥ 0,

u(t)− u(r) = −
∫ t

r

q1(s)[Du(s)− 2Au(s)]ds−
∫ t

r

q2(s)u(s)ds

−
∫ t

r

q3(s)|Bu(s)|2ds−
∫ t

r

u3(s)ds+

∫ t

r

(
f(s, u(s), u(s− %(s))) + g(s)

)
ds

+ ε

∞∑
j=1

∫ t

r

(hj(s) + σj(s, u(s), u(s− %(s))))dWj(s). (3.24)
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We infer from (3.24) that

E(‖u(t)− u(r)‖
p
3 ) ≤ 7

p
3
−124

p
3E
(∫ t

r

q1(s)‖u(s)‖ds
) p

3

+ 7
p
3
−1E

(∫ t

r

q2(s)‖u(s)‖ds
) p

3

+ 7
p
3
−14

p
3E
(∫ t

r

‖q3(s)‖‖u(s)‖2ds

) p
3

+ 7
p
3
−1E

(∫ t

r

q2(s)‖u(s)‖3ds

) p
3

+ 7
p
3
−1E

(∫ t

r

‖f(s, u(s), u(s− %(s)))‖ds
) p

3

+ 7
p
3
−1|t− r|

p
3‖g‖

p
3

C([0,T ],`2)

+ 7
p
3
−1ε

p
3E
(∥∥∥ ∞∑

j=1

∫ t

r

(hj(s) + σj(s, u(s), u(s− %(s))))dWj(s)
∥∥∥ p3). (3.25)

For the first and second terms on the right-hand of (3.25), by using Hölder’s inequality and the
conclusion of Lemma 3.2, it can be concluded that, for p ≥ 6 and t > r ≥ 0,

7
p
3
−124

p
3E
(∫ t

r

q1(s)‖u(s)‖ds
) p

3

+ 7
p
3
−1E

(∫ t

r

q2(s)‖u(s)‖ds
) p

3

≤ 7
p
3
−124

p
3

(
max

0≤t≤T
q

p
p−3

1 (t)

) p
3
−1

|t− r|
p
3
−1

∫ t

r

E(‖u(s)‖
p
3 )ds

+ 7
p
3
−1

(
max

0≤t≤T
q

p
p−3

2 (t)

) p
3
−1

|t− r|
p
3
−1

∫ t

r

E(‖u(s)‖
p
3 )ds

≤ c1

[(
max

0≤t≤T
q

p
p−3

1 (t)

) p
3
−1

+

(
max

0≤t≤T
q

p
p−3

2 (t)

) p
3
−1
](

1 + E(‖ϕ‖
p
3
Cρ

)
)
|t− r|

p
3 . (3.26)

Similarly, for p ≥ 6 and t > r ≥ 0, the third and fourth terms on the right-hand of (3.25)
satisfy

7
p
3
−14

p
3E
(∫ t

r

‖q3(s)‖‖u(s)‖2ds
) p

3
+ 7

p
3
−1E

(∫ t

r

q2(s)‖u(s)‖3ds

) p
3

≤ 7
p
3
−14

p
3

(
sup

0≤t≤T
‖q3(t)‖

p
p−3

) p
3
−1

|t− r|
p
3
−1

∫ t

r

E(‖u(s)‖
2p
3 )ds

+ 7
p
3
−1

(
max

0≤t≤T
q

p
p−3

2 (t)

) p
3
−1

|t− r|
p
3
−1

∫ t

r

E(‖u(s)‖p)ds (3.27)

≤ c2

[(
sup

0≤t≤T
‖q3(t)‖

p
p−3

) p
3
−1(

1 + E(‖ϕ‖
2p
3
Cρ

)
)

+

(
max

0≤t≤T
q

p
p−3

2 (t)

) p
3
−1(

1 + E(‖ϕ‖pCρ)
)]
|t− r|

p
3 .

For the fifth term on the right-hand of (3.25), by (2.17) and (3.10), we have for t > r ≥ 0,

7
p
3
−1E

(∫ t

r

‖f(s, u(s), u(s− %(s)))‖ds
) p

3

≤ 7
p
3
−12

p
6
−14

p
3 |t− r|

p
3
−1

∫ t

r

β
p
3
0 (s)E(‖u(s)‖

p
3 )ds

+ 7
p
3
−12

p
6
−14

p
3 |t− r|

p
3
−1

∫ t

r

β
p
3
0 (s)E(‖u(s− %(s))‖

p
3 )ds+ 7

p
3
−12

p
3
−1|t− r|

p
3‖α‖

p
3

≤ c3

(
max

0≤t≤T
β
p
3
0 (t)

(
1 + E(‖ϕ‖

p
3
Cρ

)
)

+ ‖α‖
p
3

)
|t− r|

p
3 . (3.28)
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By (2.19), (3.10) and the Burkholder-Davis-Gundy inequality, for all ε ∈ (0, 1] and t > r ≥ 0,

7
p
3
−1ε

p
3E
(∥∥∥ ∞∑

j=1

∫ t

r

(hj(s) + σj(s, u(s), u(s− %(s))))dWj(s)
∥∥∥ p3)

≤ C0E
(∫ t

r

∞∑
j=1

‖hj(s) + σj(s, u(s), u(s− %(s))))‖2ds
) p

6

≤ C0E
(∫ t

r

[
2‖h(s)‖2 + 8‖β(s)‖2(‖u(s)‖2 + ‖u(s− %(s))‖2) + 4‖γ‖2

]
ds

) p
6

≤ 4
p
6
−12

p
6C0|t− r|

p
6‖h‖

p
3

C([0,T ],`2) + 4
p
6
−18

p
6C0|t− r|

p
6
−1E

(∫ t

r

‖β(s)‖
p
3‖u(s)‖

p
3ds

)
+ 4

p
6
−18

p
6C0|t− r|

p
6
−1E

(∫ t

r

‖β(s)‖
p
3‖u(s− %(s))‖

p
3ds

)
+ 4

p
3
−1C0|t− r|

p
6‖γ‖

p
3

≤ c4

(
sup

0≤t≤T
‖β(t)‖

p
3

(
1 + E(‖ϕ‖

p
3
Cρ

)
)

+ ‖h‖
p
3

C([0,T ],`2) + ‖γ‖
p
3

)
|t− r|

p
6 . (3.29)

Substituting (3.26) to (3.29) into (3.25), the desired result (3.23) can be obtained.

Next, we present uniform estimates for the tails of the solution to the system (2.15).

Lemma 3.4. Suppose A1-A6, (3.1) and (3.6) hold. If ϕ ∈ L2(Ω, Cρ), then for ε ∈ (0, 1],

lim sup
k→∞

sup
t≥−ρ

∑
|i|≥k

E
(
|ui(t)|2

)
= 0. (3.30)

Proof. Consider a smooth function ϑ : R→ [0, 1] such that

ϑ(r) =

{
0, for |r| ≤ 1,

1, for |r| ≥ 2,
(3.31)

and define a constant c0 > 0 such that |ϑ′(r)| ≤ c0 uniformly for r ∈ R.
Given k ∈ N, define

ϑku = (ϑk,iui)i∈Z =
(
ϑ(
|i|
k

)ui

)
i∈Z

for u = (ui)i∈Z. (3.32)

By (2.15), we have

d(ϑku(t)) + q1(t)ϑkDu(t)dt− 2q1(t)ϑkAu(t)dt+ q2(t)ϑku(t)dt

+ q3(t)ϑk|Bu(t)|2dt+ ϑku
3(t)dt (3.33)

= ϑkf(t, u(t), u(t− %(t)))dt+ ϑkg(t)dt+ ε

∞∑
j=1

(
ϑkhj(t) + ϑkσj(t, u(t), u(t− %(t)))

)
dWj(t).
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Applying Ito’s formula to (3.33), and taking expectation, for all t ≥ 0, we have

E(‖ϑku(t)‖2) + 2

∫ t

0

q1(s)E
(
Au(s), A(ϑ2

ku(s))
)
ds

− 4

∫ t

0

q1(s)E
(
Au(s), ϑ2

ku(s)
)
ds+ 2

∫ t

0

q2(s)E(‖ϑku(s)‖2)ds

+ 2

∫ t

0

E(q3(s)ϑk|Bu(s)|2, ϑku(s))ds+ 2

∫ t

0

E(ϑku
3(s), ϑku(s))ds

= E(‖ϑku(0)‖2) + 2

∫ t

0

E(ϑkf(s, u(s), u(s− %(s))), ϑku(s))ds

+ 2

∫ t

0

E(ϑkg(s), ϑku(s))ds+ ε2
∞∑
j=1

∫ t

0

E(‖ϑkhj(s) + ϑkσj(s, u(s), u(s− %(s)))‖2)ds. (3.34)

It follows from (3.34) that, for 4t ≥ 0 and t ≥ 0,

E(‖ϑku(t+4t)‖2) + 2

∫ t+4t

t

q1(s)E
(
Au(s), A(ϑ2

ku(s))
)
ds

− 4

∫ t+4t

t

q1(s)E
(
Au(s), ϑ2

ku(s)
)
ds+ 2

∫ t+4t

t

q2(s)E(‖ϑku(s)‖2)ds

+ 2

∫ t+4t

t

E(q3(s)|Bu(s)|2, ϑ2
ku(s))ds+ 2

∫ t+4t

t

E(u3(s), ϑ2
ku(s))ds (3.35)

= E(‖ϑku(t)‖2) + 2

∫ t+4t

t

E(ϑkf(s, u(s), u(s− %(s))), ϑku(s))ds

+ 2

∫ t+4t

t

E(ϑkg(s), ϑku(s))ds+ ε2
∞∑
j=1

∫ t+4t

t

E(‖ϑkhj(s) + ϑkσj(s, u(s), u(s− %(s)))‖2)ds.

For the second term on the left-hand side of (3.35), by using the result in [37, Lemma 7], yields

2

∫ t+4t

t

q1(s)E
(
Au(s), A(ϑ2

ku(s))
)
ds

≥ 2

∫ t+4t

t

q1(s)E(‖ϑkAu(s)‖2)ds− 136c0

k

∫ t+4t

t

q1(s)E(‖u(s)‖2)ds. (3.36)

For the third term on the left-hand side of (3.35), by the Young inequality, we obtain

4

∫ t+4t

t

q1(s)E
(
Au(s), ϑ2

ku(s)
)
ds

≤ 2

∫ t+4t

t

q1(s)E(‖ϑkAu(s)‖2)ds+ 2

∫ t+4t

t

q1(s)E(‖ϑku(s)‖2)ds. (3.37)

For the penultimate term on the left-hand side of (3.35), by considering the definition of B in

17



(2.10), we derive

− 2

∫ t+4t

t

E(q3(s)|Bu(s)|2, ϑ2
ku(s))ds

≤ 2

∫ t+4t

t

E
(∑

i∈Z

ϑ2(
|i|
k

)|q3,i(s)|
∣∣|ui+1(s)− ui(s)|2

∣∣|ui(s)|)ds
≤ 4

∫ t+4t

t

E
(∑

i∈Z

ϑ2(
|i|
k

)|q3,i(s)|
(
u2
i+1(s) + u2

i (s)
)
|ui(s)|

)
ds

≤ 8

∫ t+4t

t

∑
|i|≥k

|q3,i(s)|2E(‖ϑku(s)‖2)ds+ 2

∫ t+4t

t

E
(∑

i∈Z

ϑ2(
|i|
k

)|ui(s)|4
)
ds. (3.38)

For the second and third terms on the left-hand side of (3.35), it follows from (2.17) and Young’s
inequality that

2

∫ t+4t

t

E
(
ϑkf(s, u(s), u(s− %(s))), ϑku(s)

)
ds+ 2

∫ t+4t

t

E
(
ϑkg(s), ϑku(s)

)
ds

≤ 1

2

∫ t+4t

t

1

β0(s)
E
(∑
i∈Z

ϑ2(
|i|
k

)
(
4β2

0(s)(|ui(s)|2 + |ui(s− %(s))|2) + 2|αi|2
))
ds

+ 2

∫ t+4t

t

β0(s)E(‖ϑku(s)‖2)ds+

∫ t+4t

t

1

q2(s)

∑
|i|≥k

g2
i (s)ds+

∫ t+4t

t

q2(s)E(‖ϑku(s)‖2)ds

≤
∫ t+4t

t

(
4β0(s) + q2(s)

)
E(‖ϑku(s)‖2)ds+ 2

∫ t+4t

t

β0(s)E(‖ϑku(s− %(s))‖2)ds

+

∫ t+4t

t

1

β0(s)

∑
|i|≥k

|αi|2ds+

∫ t+4t

t

1

q2(s)

∑
|i|≥k

g2
i (s)ds. (3.39)

By (2.19), for t ≥ 0 and ε ∈ (0, 1], the last term on the left-hand side of (3.35) satisfies

ε2
∞∑
j=1

∫ t+4t

t

E(‖ϑkhj(s) + ϑkσj(s, u(s), u(s− %(s)))‖2)ds

≤ 2ε2
∫ t+4t

t

∑
|i|≥k

∞∑
j=1

∣∣hj,i(s)∣∣2ds+ 2ε2
∫ t+4t

t

E
(∑
i∈Z

ϑ2(
|i|
k

)
(
4|βi(s)|2(|ui(s)|2

+ |ui(s− %(s))|2) + 2|γi|2
))
ds

≤ 2

∫ t+4t

t

∑
|i|≥k

∞∑
j=1

∣∣hj,i(s)∣∣2ds+ 8

∫ t+4t

t

∑
|i|≥k

|βi(s)|2E(‖ϑku(s)‖2)ds

+ 8

∫ t+4t

t

∑
|i|≥k

|βi(s)|2E(‖ϑku(s− %(s))‖2)ds+ 4

∫ t+4t

t

∑
|i|≥k

|γi|2ds. (3.40)
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Plugging (3.36)-(3.40) into (3.35),

E(‖ϑku(t+4t)‖2)− E(‖ϑku(t)‖2)

≤ −
∫ t+4t

t

[
q2(s)− 2q1(s)− 8

∑
|i|≥k

|q3,i(s)|2 − 4β0(s)− 8
∑
|i|≥k

|βi(s)|2
]
E(‖ϑku(s)‖2)ds

+

∫ t+4t

t

[
2β0(s) + 8

∑
|i|≥k

|βi(s)|2
]
E(‖ϑku(s− %(s))‖2)ds+

136c0

k

∫ t+4t

t

q1(s)E(‖u(s)‖2)ds

+

∫ t+4t

t

1

β0(s)

∑
|i|≥k

|αi|2ds+

∫ t+4t

t

1

q2(s)

∑
|i|≥k

g2
i (s)ds+ 2

∫ t+4t

t

∑
|i|≥k

∞∑
j=1

∣∣hj,i(s)∣∣2ds
+ 4

∫ t+4t

t

∑
|i|≥k

|γi|2ds. (3.41)

Thanks to Lemma 3.2, for all t > 0,

136c0

k

∫ t+4t

t

q1(s)E(‖u(s)‖2)ds ≤ c0

k

(
E(‖ϕ‖2

Cρ) + 1
)

max
0≤t≤T

q1(t)4t, (3.42)

where c0 is positive and independent of t, ε, k, ρ and ϕ. Given ε > 0, there exists K1(ε) ≥ 1
such that, for all t ≥ 0,4t ≥ 0 and k ≥ K1(ε),

136c

k

∫ t+4t

t

q1(s)E(‖u(s)‖2)ds ≤ ε
(
E(‖ϕ‖2

Cρ) + 1
)

max
0≤t≤T

q1(t)4t. (3.43)

Combining (3.41) and (3.43),

E(‖ϑku(t+4t)‖2)− E(‖ϑku(t)‖2)

≤ −
∫ t+4t

t

Θ1(s)E(‖ϑku(s)‖2)ds+

∫ t+4t

t

Θ2(s)E(‖ϑku(s− %(s))‖2)ds

+ ε
(
E(‖ϕ‖2

Cρ) + 1
)

max
0≤t≤T

q1(t)4t+ min
0≤t≤T

β−1
0 (t)

∑
|i|≥k

|αi|24t+

∫ t+4t

t

1

q2(s)

∑
|i|≥k

g2
i (s)ds

+ 2

∫ t+4t

t

∑
|i|≥k

∞∑
j=1

∣∣hj,i(s)∣∣2ds+ 4
∑
|i|≥k

|γi|24t, (3.44)

where Θ1 and Θ2 are defined in (3.3). Since α, γ ∈ `2, g(·), hj(·) ∈ C(R, `2) and are T -periodic
in t ∈ R , for the same ε > 0 in (3.43), there exists K2(ε) ≥ K1(ε) such that for all t ≥ 0, T ≥ 0,
and k ≥ K2(ε), ∑

|i|≥k

|αi|2 +
∑
|i|≥k

|γi|2 < ε, (3.45)

and, for all t ∈ [0, T ],

∑
|i|≥k

g2
i (t) +

∑
|i|≥k

∞∑
j=1

∣∣hj,i(t)∣∣2 < ε. (3.46)
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Therefore, for all t ≥ 0 and k ≥ K2(ε),

D+E(‖ϑku(t)‖2) ≤ −Θ1(t)E(‖ϑku(t)‖2) + Θ2(t)E(‖ϑku(t− %(t))‖2)

+ ε

(
E(‖ϕ‖2

Cρ) max
0≤t≤T

q1(t) + max
0≤t≤T

q1(t) + min
0≤t≤T

β−1
0 (t) + min

0≤t≤T
q−1

2 (t) + 6

)
. (3.47)

By (3.6) and Lemma 3.1, there exists λ = χ
T > 0 such that, for all t ≥ 0 and k ≥ K2(ε),

E(‖ϑku(t)‖2) ≤ C3E(‖ϑkϕ(0)‖2)e−λt + C4E(‖ϑkϕ‖2
Cρ) (3.48)

+ C5ε

(
E(‖ϕ‖2

Cρ) max
0≤t≤T

q1(t) + max
0≤t≤T

q1(t) + min
0≤t≤T

β−1
0 (t) + min

0≤t≤T
q−1

2 (t) + 6

)
,

where C3, C4, C5 > 0 are independent of ε, ε, ρ.
Thanks to ϕ ∈ L2(Ω, Cρ) and the fact that [−ρ, 0] is compact, we infer that the set {ϕ(s) ∈

`2 : s ∈ [−ρ, 0]} is compact, that is, for ε > 0, there exists K3(ε) ≥ K2(ε) such that for all
s ∈ [−ρ, 0] and k ≥ K3(ε), ∑

|i|≥k

|ϕi(s)|2 ≤ ε. (3.49)

Note that for all t ∈ [−ρ, 0],

E(‖ϑku(t)‖2) ≤ E
(∑
|i|≥k

|ϕi(s)|2
)
. (3.50)

From (3.48) to (3.50), for all t ≥ −ρ and k ≥ K3(ε),∑
|i|≥2k

E(|ui(t)|2) ≤ E(‖ϑku(t)‖2) (3.51)

≤ C3εe
−λt + C4ε+ C5ε

(
E(‖ϕ‖2

Cρ) max
0≤t≤T

q1(t) + max
0≤t≤T

q1(t) + min
0≤t≤T

β−1
0 (t) + min

0≤t≤T
q−1

2 (t) + 6

)
,

thus the desired result is obtained.

We improve the tail estimates given in Lemma 3.4, which is useful for the tightness of a
family of probability distributions of solutions in the space Cρ, as will be shown in Lemma 4.1.

Lemma 3.5. Suppose A1-A6, (3.1), (3.5) and (3.6) hold. If ϕ ∈ L2(Ω, Cρ), then for ε ∈ (0, 1],

lim sup
k→∞

sup
t≥ρ

E

(
sup

t−ρ≤r≤t

∑
|i|≥k

|ui(r)|2
)

= 0. (3.52)

Proof. Consider the same smooth function ϑ as defined in Lemma 3.4, thus also satisfying
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(3.31) and (3.32). It follows from (3.33) that, for all t ≥ ρ and t− ρ ≤ r ≤ t,

‖ϑku(r)‖2 + 2

∫ r

t−ρ
q1(s)

(
Au(s), A(ϑ2

ku(s))
)
ds

− 4

∫ r

t−ρ
q1(s)

(
Au(s), ϑ2

ku(s)
)
ds+ 2

∫ r

t−ρ
(q3(s)ϑk|Bu(s)|2, ϑku(s))ds

+ 2

∫ r

t−ρ
q2(s)‖ϑku(s)‖2ds+ 2

∫ r

t−ρ
(ϑku

3(s), ϑku(s))ds

= ‖ϑku(t− ρ)‖2 + 2

∫ r

t−ρ
(ϑkf(s, u(s), u(s− %(s))), ϑku(s))ds

+ 2

∫ r

t−ρ
(ϑkg(s), ϑku(s))ds+ ε2

∞∑
j=1

∫ r

t−ρ
‖ϑkhj(s) + ϑkσj(s, u(s), u(s− %(s)))‖2ds

+ 2ε
∞∑
j=1

∫ r

t−ρ

(
ϑ2
ku(s), hj(s) + σj(s, u(s), u(s− %(s)))

)
dWj(s). (3.53)

Similar to (3.36), for the second term on the left-hand side of (3.53), we have

2

∫ r

t−ρ
q1(s)

(
Au(s), A(ϑ2

ku(s))
)
ds

≥ 2

∫ r

t−ρ
q1(s)‖ϑkAu(s)‖2ds− 136c0

k

∫ r

t−ρ
q1(s)‖u(s)‖2ds. (3.54)

For the third and fourth terms on the left-hand side of (3.53), the Young inequality yields

4

∫ r

t−ρ
q1(s)

(
Au(s), ϑ2

ku(s)
)
ds ≤ 2

∫ r

t−ρ
q1(s)‖ϑkAu(s)‖2ds+ 2

∫ r

t−ρ
q1(s)‖ϑku(s)‖2ds, (3.55)

and

− 2

∫ r

t−ρ
(q3(s)|Bu(s)|2, ϑ2

ku(s))ds

≤ 4

∫ r

t−ρ

(∑
i∈Z

ϑ2(
|i|
k

)|q3,i(s)|
(
u2
i+1(s) + u2

i (s)
)
|ui(s)|

)
ds

≤ 8

∫ r

t−ρ

∑
|i|≥k

|q3,i(s)|2‖ϑku(s)‖2ds+ 2

∫ r

t−ρ

∑
i∈Z

ϑ2(
|i|
k

)|ui(s)|4ds. (3.56)

Substituting (3.54)-(3.56) into (3.53), taking the supremum in r ∈ [t−ρ, t] and its expectation,
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we derive for all t ≥ ρ and t− ρ ≤ r ≤ t,

E

(
sup

t−ρ≤r≤t
‖ϑku(r)‖2

)
≤ E(‖ϑku(t− ρ)‖2) +

136c0

k

∫ t

t−ρ
q1(s)E(‖u(s)‖2)ds

+ 2

∫ t

t−ρ
q1(s)E(‖ϑku(s)‖2)ds+ 8

∫ t

t−ρ

∑
|i|≥k

|q3,i(s)|2E(‖ϑku(s)‖2)ds

+ 2E

(∫ t

t−ρ
‖ϑkf(s, u(s), u(s− %(s)))‖‖ϑku(s)‖ds

)
+ 2E

(∫ t

t−ρ
‖ϑkg(s)‖‖ϑku(s)‖ds

)

+ ε2
∞∑
j=1

∫ t

t−ρ
E(‖ϑkhj(s) + ϑkσj(s, u(s), u(s− %(s)))‖2)ds

+ 2εE

(
sup

t−ρ≤r≤t

∣∣∣∣∣
∞∑
j=1

∫ r

t−ρ

(
ϑku(s), ϑkhj(s) + ϑkσj(s, u(s), u(s− %(s)))

)
dWj(s)

∣∣∣∣∣
)
. (3.57)

It can be deduced from (3.30) in Lemma 3.4 that for any ε > 0, there exists K1(ε) ≥ 1 such
that, for all s ≥ −ρ and k ≥ K1(ε), ∑

|i|≥k

E(|ui(s)|2) ≤ ε, (3.58)

which means that, for all s ≥ −ρ and k ≥ K1(ε),

E(‖ϑku(s)‖2) ≤
∑
|i|≥k

E(|ui(s)|2) ≤ ε. (3.59)

Considering the second term on the right-hand side of (3.57), we infer from Lemma 3.2 that
there exists M(ϕ) > 0 such that for all t ≥ ρ,

136c0

k

∫ t

t−ρ
q1(s)E(‖u(s)‖2)ds ≤ 136c0ρ

k
max
t∈[0,T ]

q1(t)M(ϕ),

which means that, for every ε > 0, there exists K2(ϕ, ε) ≥ K1(ε) such that, for all t ≥ ρ and
k ≥ K2(ϕ, ε),

136c0

k

∫ t

t−ρ
q1(s)E(‖u(s)‖2)ds ≤ ε. (3.60)

For the third and fourth terms of the right-hand side of (3.57), by (3.59) and q3(·) = (q3,i(·))i∈Z ∈
`2, there exists K3(ϕ, ε) > K2(ϕ, ε) such that, for all t ≥ ρ and k ≥ K3(ϕ, ε),

2

∫ t

t−ρ
q1(s)E(‖ϑku(s)‖2)ds+ 8

∫ t

t−ρ

∑
|i|≥k

|q3,i(s)|2E(‖ϑku(s)‖2)ds

≤ 2ρε max
t∈[0,T ]

q1(t) + 8ρε sup
t∈[0,T ]

∑
|i|≥k

|q3,i(t)|2 ≤ c5ε, (3.61)
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where c5 = c5(ρ, q1(t), q3(t)). For the fifth term of the right-hand side of (3.57), by (2.17),
(3.45) and (3.59), there exists K4(ϕ, ε) > K3(ϕ, ε) such that, for all t ≥ ρ and k ≥ K4(ϕ, ε),

2E

(∫ t

t−ρ
‖ϑkf(s, u(s), u(s− %(s)))‖‖ϑku(s)‖ds

)

≤
∫ t

t−ρ
β0(s)E(‖ϑku(s)‖2)ds+ 4

∫ t

t−ρ
β0(s)E(‖ϑku(s)‖2)ds

+ 4

∫ t

t−ρ
β0(s)E(‖ϑku(s− %(s))‖2)ds+ 2

∫ t

t−ρ
β−1

0 (s)
∑
|i|≥k

|αi|2ds

≤ 5 max
t∈[0,T ]

β0(t)ε+
4

1− ρ∗

∫ t

t−2ρ

β0(s)E(‖ϑku(s)‖2)ds+ 2ρ min
t∈[0,T ]

β−1
0 (t)ε

≤ 5 max
t∈[0,T ]

β0(t)ε+
8ρε

1− ρ∗
max
t∈[0,T ]

β0(t) + 2ρ min
t∈[0,T ]

β−1
0 (t)ε ≤ c6ε, (3.62)

where c6 = c6(ρ, β0(t)). Meanwhile, by Young’s inequality, (3.46) and (3.59), there exists
K5(ϕ, ε) > K4(ϕ, ε) such that, for all t ≥ ρ and k ≥ K5(ϕ, ε),

2E

(∫ t

t−ρ
‖ϑkg(s)‖‖ϑku(s)‖ds

)
≤
∫ t

t−ρ
E(‖ϑkg(s)‖2)ds+

∫ t

t−ρ
E(‖ϑku(s)‖2)ds

≤ ρ sup
t∈[0,T ]

∑
|i|≥k

g2
i (t) + ρmax

s≥0
E(‖ϑku(s)‖2) ≤ c7ε, (3.63)

where c7 = c7(ρ, g). Similar to (3.62), for the second-to-last term of the right-hand side of (3.57),
by (2.19), (3.45), and (3.46), there exists K6(ϕ, ε) > K5(ϕ, ε) such that, for all t ≥ ρ, ε ∈ (0, 1]
and k ≥ K6(ϕ, ε),

ε2
∞∑
j=1

∫ t

t−ρ
E(‖ϑkhj(s) + ϑkσj(s, u(s), u(s− %(s)))‖2)ds

≤ 2ρ sup
t∈[0,T ]

∑
|i|≥k

∞∑
j=1

∣∣hj,i(t)∣∣2 + 8

∫ t

t−ρ

∑
|i|≥k

|βi(s)|2E(‖ϑku(s)‖2)ds

+
8

1− ρ∗

∫ t

t−2ρ

∑
|i|≥k

|βi(s)|2E(‖ϑku(s)‖2)ds+ 4ρ
∑
|i|≥k

|γi|2

≤ 2ρε+ 8ρ sup
t∈[0,T ]

∑
|i|≥k

|βi(t)|2ε+

16ρ sup
t∈[0,T ]

∑
|i|≥k
|βi(t)|2

1− ρ∗
ε+ 4ρε ≤ c8ε, (3.64)

where c8 = c8(ρ, β(t), h(t), γ). For the last term of the right-hand side of (3.57), by the
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Burkhölder-Davis-Gundy inequality and (3.64), for all t ≥ ρ, ε ∈ (0, 1] and k ≥ K6(ϕ, ε),

2εE

(
sup

t−ρ≤r≤t

∣∣∣∣∣
∞∑
j=1

∫ r

t−ρ

(
ϑku(s), ϑkhj(s) + ϑkσj(s, u(s), u(s− %(s)))

)
dWj(s)

∣∣∣∣∣
)

≤ C0E

((∫ t

t−ρ

∞∑
j=1

∣∣(ϑku(s), ϑkhj(s) + ϑkσj(s, u(s), u(s− %(s))))
∣∣2ds) 1

2

)

≤ 1

2
E

(
sup

t−ρ≤r≤t
‖ϑku(r)‖2

)
+

1

2
C2

0

∞∑
j=1

∫ t

t−ρ
E(‖ϑkhj(s) + ϑkσj(s, u(s), u(s− %(s)))‖2)ds

≤ 1

2
E

(
sup

t−ρ≤r≤t
‖ϑku(r)‖2

)
+ c9ε. (3.65)

From (3.60) to (3.65) we deduce that, for all t ≥ ρ and k ≥ K6(ϕ, ε),

E

(
sup

t−ρ≤r≤t

∑
|i|≥2k

|ui(r)|2
)
≤ E

(
sup

t−ρ≤r≤t
‖ϑku(r)‖2

)
≤ cε, (3.66)

where c = max{ci}i=5,6,7,8,9. Therefore, (3.52) is completely proved.

4. Periodic measures for stochastic delay modified Swift-Hohenberg lattice systems

In this section, we will establish the existence of periodic measures of the system (2.15) in
Cρ. Let Bb(Cρ) be the space of all bounded Borel-measurable functions on Cρ, and B(Cρ) be
the Borel σ-algebra on Cρ.

If φ ∈ Bb(Cρ), then for 0 ≤ r ≤ t, we define a probability transition operator with delay by

(pr,tφ)(ν) = E[φ(ut(·; r, ν))], for all ν ∈ Cρ. (4.1)

In addition, for Λ ∈ B(Cρ) and 0 ≤ r ≤ t, denote a transition probability function by

p(r, ν; t,Λ) = (pr,t1Λ)(ν) = P{ω ∈ Ω : ut(·; r, ν) ∈ Λ}, (4.2)

where ν ∈ Cρ and 1Λ is the indicator function of Λ. We now recall the definition of periodic
measure, namely, a probability measure µ on Cρ is called a periodic measure with period
T > 0 if ∫

Cρ

(p0,t+T φ)(ν)dµ(ν) =

∫
Cρ

(p0,tφ)(ν)dµ(ν), ∀t ≥ 0, ν ∈ Cρ. (4.3)

4.1. Tightness of a family of probability distributions

In this part, we show the tightness of a family of probability distributions of solutions to
system (2.15). For this purpose, we need to recall a definition, that is, a family of probability
distributions of solutions is called tight if for each ε ∈ (0, 1], there exists a compact set Zε of
Cρ such that

P{ω ∈ Ω : ut(·; r, ν) ∈ Zε} > 1− ε, for all 0 ≤ r ≤ t ∈ R, ν ∈ Cρ. (4.4)

As verified in Section 2, for any t0 ≥ 0, and any Ft0-measurable ϕ ∈ L2(Ω, Cρ), the system
2.15 has a unique solution u(t, t0, ϕ) for t ∈ [t0 − ρ,∞). In the following lemma, we consider
the initial data ϕ = 0 at initial time t0 = 0.
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Lemma 4.1. Suppose A1-A6, (3.1), (3.5), and (3.6) hold with p ≥ 6. Then, for ε ∈ (0, 1], the
distribution laws of the process {ut(·; 0, 0)}t≥0 to the system (2.15) are tight on Cρ.

Proof. By Lemma 3.2, Lemma 3.3, Lemma 3.5 and tne Arzelà-Ascoli theorem, we can use
similar arguments to thoise in [10, Lemma 4.8] to obtain the conclusion in the sense of (4.4).

4.2. Existence of periodic measures in Cρ

To obtain the existence of the periodic measures, we need to do some pre-preparation as
follows.

We use the same method as in [34] to approximate nonlinear locally Lipschitz continuous
functions f, σj, |Bu|2 and u3 by using a suitable cut-off function as follows:

ζR(s) =


s, if |s| ≤ R.

Rs

|s|
, if |s| > R.

(4.5)

Then, we find that for all s, s1, s2 ∈ R,

|ζR(s1)− ζR(s2)| ≤ |s1 − s2|, |ζR(s)| ≤ |s| ∧R, ζR(0) = 0. (4.6)

Given j ∈ N, R > 0 and i ∈ Z. For all u = (ui)i∈Z ∈ `2, v = (vi)i∈Z ∈ `2, let

fR(t, u, v) =
(
fi(t, ζR(ui), ζR(vi))

)
i∈Z, σRj (t, u, v) =

(
σj,i(t, ζR(ui), ζR(vi))

)
i∈Z.

It can be deduced from (2.5) that for all u1, u2, v1, v2 ∈ `2,

‖fR(t, u1, v1)− fR(t, u2, v2)‖2 ≤ 2L2
0(R)(‖u1 − u2‖2 + ‖v1 − v2‖2), ∀t ∈ R, (4.7)

and by (2.6), for all u, v ∈ `2,

‖fR(t, u, v)‖2 ≤ 2‖fR(t, u, v)− fR(t, 0, 0)‖2 + 2‖fR(t, 0, 0)‖2

≤ 2L2
0(R)(‖u− v‖2) + 2‖α‖2, ∀t ∈ R. (4.8)

Similarly, by (2.7), for all u1, u2, v1, v2 ∈ `2,∑
j∈N

‖σRj (t, u1, v1)− σRj (t, u2, v2)‖2 ≤ 2L2
1(R)(‖u1 − u2‖2 + ‖v1 − v2‖2), ∀t ∈ R, (4.9)

and by (2.19), for all u, v ∈ `2,∑
j∈N

‖σRj (t, u, v)‖2 ≤ 4‖β(t)‖2(‖u‖2 + ‖v‖2) + 2‖γ‖2

≤ 4 sup
t∈[0,T ]

‖β(t)‖2(‖u‖2 + ‖v‖2) + 2‖γ‖2, ∀t ∈ R. (4.10)

The approximation of nonlinear terms |Bu|2 and u3 is the same as (2.25)-(2.28) in [34], that is,
for all u, v ∈ `2,∥∥|BζR(u)|2 − |BζR(v)|2

∥∥2 ≤ 64R2‖u− v‖2,
∥∥|BζR(u)|2

∥∥2 ≤ 64R2‖u‖2, (4.11)

25



and

‖ζ3
R(u)− ζ3

R(v)‖2 ≤ 9R4‖u− v‖2, ‖ζ3
R(u)‖2 ≤ 9R4‖u‖2. (4.12)

Replace now f(t, u(t), u(t−%(t))), σj(t, u(t), u(t−%(t))), |Bu|2 and u3 with fR(t, uR(t), uR(t−
%(t))), σRj (t, uR(t), uR(t−%(t))), |BζR(uR)|2 and ζ3

R(uR), then the existence of a unique solution
uRt for the approximate stochastic system can be proved by [23]. We define a stopping time by

ςR = inf{t ≥ 0 : ‖uRt (·)‖ > R}, (4.13)

where ςR = +∞ if {t ≥ 0 : ‖uRt (·)‖ > R} = ∅.

Lemma 4.2. Suppose A1-A6 hold. If ϕ ∈ L2(Ω, Cρ), then for all 0 ≤ s ≤ t,

lim
R→∞

uRt (·, s, ϕ) = ut(·, s, ϕ) P-a.s., (4.14)

where ut(·) is a solution of (2.15).

Proof. (1) We want to verify that

uR+1(t ∧ ςR) = uR(t ∧ ςR) and ςR+1 ≥ ςR a.s. for all t ≥ −ρ and R > 0. (4.15)

Due to the delay term, it will be different from the treatment of fR, σRj in [34, Lemma 1]. We
only include the proof of fR here, and as the one for σRj is similar, we omit it.

By (4.7) and the Young inequality, we have for all t ≥ 0,

2

∫ t∧ςR

0

(fR+1(s, uR+1(s), uR+1(s− %(s)))− fR(s, uR(s), uR(s− %(s))), uR+1(s)− uR(s))ds

≤ (1 + 2L2
0(R))

∫ t∧ςR

0

‖uR+1(s)− uR(s)‖2ds

+ 2L2
0(R)

∫ t∧ςR

0

‖uR+1(s− %(s))− uR(s− %(s))‖2ds

≤ (1 + 2L2
0(R))

∫ t∧ςR

0

‖uR+1(s)− uR(s)‖2ds+
2L2

0(R)

1− ρ∗

∫ t∧ςR

−ρ
‖uR+1(s)− uR(s)‖2ds

≤
(

1 + 2L2
0(R) +

2L2
0(R)

1− ρ∗
)∫ t

0

sup
−ρ≤r≤s

‖uR+1(r ∧ ςR)− uR(r ∧ ςR)‖2ds, (4.16)

where we used the fact that fR+1(s, uR(s), uR(s − %(s))) = fR(s, uR(s), uR(s − %(s))) due to
‖uRs (·)‖ ≤ R for all s ∈ [0, ςR). We replace (2.41) in [34] with (4.16), then following the
arguments in [34, Lemma 1] and noticing that q1, q2 : R → R and q3 = (q3,i)i∈Z : R → `2 are
positive, continuous and T -periodic functions, we can derive (4.15).

(2) Next we prove that

ς := lim
R→+∞

ςR =∞, P-almost surely. (4.17)

Similarly to Theorem 2.2 (2) and [34, Lemma 2], we obtain (4.17). Combining (4.15) and
(4.17), using the argument of [34, Theorem 3], we can derive (4.14).
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We now prove the existence of periodic measures of stochastic delay modified Swift-Hohenberg
lattice system (2.15).

Theorem 4.3. Suppose A1-A6, (3.1), (3.5), and (3.6) hold with p ≥ 6. Then, system (2.15)
has a periodic measures on Cρ, for any ε ∈ (0, 1].

Proof. We first need to consider some properties of the transition operator {pr,t}0≤r≤t for solu-
tions of the system (2.15) as follows:

(1) Feller property: Using a similar approach to [34, Lemma 7] and combining Lemma
4.1, we realize that {pr,t}0≤r≤t is Feller, that is, for any 0 ≤ r ≤ t, if for any φ : Cρ → R is
bounded and continuous, then pr,tφ : Cρ → R is also bounded and continuous.

(2) T -periodic: It follows from [17, Lemma 4.1] that {pr,t}0≤r≤t is T -periodic, namely, for
any 0 ≤ r ≤ t and ν ∈ Cρ, p(r, ν; t, ·) = p(r + T , ν; t+ T , ·).

(3) Markov property: Given r ≥ 0 and ν ∈ Cρ, we mainly need to prove that the solution
{ut(·, r, ν)}r≤t of system (2.15) is a Cρ-valued Markov process, that is, for every bounded and
continuous function φ : Cρ → R and for all 0 ≤ r ≤ s ≤ t,

E(φ(ut(·, r, ν))|Fs) = (ps,tφ)(z)|z=us(·,r,ν), P-a.s.. (4.18)

Now we briefly provide a standard proof procedure similar to [31, Lemma 4.5]. Since fR, σRj ,
|BζR(uR)|2 and ζ3

R(uR) satisfy (4.7)-(4.12), we can obtain that for every F0-measurable random
variable ϕ ∈ L2(Ω, Cρ),

E
(
φ(uRt (·, s, ϕ))|Fs

)
= E

(
φ(uRt (·, s, z))

)
|z=ϕ, P-a.s., (4.19)

which can be derived from [26, P51]. Recall that Lemma 4.2:

lim
R→∞

uRt (·, s, ϕ) = ut(·, s, ϕ) P-a.s.. (4.20)

From the uniqueness of the solution, for all 0 ≤ r ≤ s ≤ t, we have

ut(·, r, ϕ) = ut(·, s, us(·, r, ϕ)) P-a.s., (4.21)

which together with (4.19)-(4.20) and the Lebesgue dominated convergence theorem, we con-
clude (4.18).

Then it can be inferred from (3) that if φ ∈ Bb(Cρ), for any ν ∈ Cρ and 0 ≤ s ≤ r ≤ t,
P-a.s., (ps,tφ)(ν) = (ps,r(pr,tφ))(ν). Thus the Chapman-Kolmogorov equation can be satisfied
as:

p(s, ν; t,Λ) =

∫
Cρ

p(s, ν; r, dy)p(r, y; t,Λ), (4.22)

where ν ∈ Cρ and Λ ∈ B(Cρ).
Finally, based on the Krylov-Bogolyubov method and the tightness of distributions of solu-

tions shown in Lemma 4.1, we can use the method of Theorem 4.3 in [17] to prove the existence
of periodic measures in the sense of (4.3).
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5. Limits stability of periodic measures as noise intensity goes to zero

In this part, we consider the limiting behavior of periodic measures of (2.15) as the noise
intensity ε→ 0. To that end, we need to strengthen assumptions (3.1) as follows:

min
t∈[0,T ]

q2(t) > 16 max
t∈[0,T ]

q1(t) + 8 sup
t∈[0,T ]

‖q3(t)‖2 + 3 · 23− 2
pp−1(p− 1)1− 1

p max
t∈[0,T ]

β0(t)

+ 4
[
(3p− 4) + 2(2− 2

p
)
p
2

]
sup
t∈[0,T ]

‖β(t)‖2. (5.1)

Then, we can still apply (5.1) to derive Θ1(t) > 0 and Θ1(t) > 0 for t ∈ R. In addition, most
importantly, we can also deduce from (5.1) that

Θ1(t) > Θ2(t) and Θ1(t) > Θ2(t), ∀t ∈ R, (5.2)

where Θ1(t),Θ2(t) and Θ1(t),Θ2(t) are defined in (3.2) and (3.3), respectively. By (4.1) and the
continuity and periodicity of Θ1,Θ2 and Θ1,Θ2, there exists ε > 0 such that Θ1(t)−Θ2(t) ≥ ε
and Θ1(t)−Θ2(t) ≥ ε. Hence there exists h0 > 0 such that∫ T

0

(
Θ1(s)−Θ2(s)e

∫ s
s−h0

Θ1(r)dr
)
ds > 0, (5.3)

and ∫ T
0

(
Θ1(s)−Θ2(s)e

∫ s
s−h0

Θ1(r)dr
)
ds > 0. (5.4)

Noting that (5.2)-(5.4) exactly satisfy conditions in [18, Lemma 3.1], we can use this lemma
so that all the estimates of Section 3 are independent of the initial data. Furthermore, to
illustrate the dependence of solutions of the system (2.15) on the noise intensity ε, we denote
it as uεt(·, 0, ϕ) in the relevant proofs that follow.

Applying the conclusion of [18, Lemma 3.1] in the proof of Lemma 3.2 immediately leads
to the following Lemma.

Lemma 5.1. Suppose A1-A6 and (5.1) hold. Then, for every R > 0, there exists T1 =
T1(R) > 0 such that the solution of the system (2.15) satisfies for all t ≥ T1 and ε ∈ [0, 1],

E(‖uε(t, 0, ϕ)‖p) ≤ C6,

where E(‖ϕ‖pCρ) ≤ R and C6 > 0 is not depending on t, ε, ρ, R and ϕ.

Similar to Lemma 3.3, it can also be deduced from Lemma 5.1 that

Lemma 5.2. Suppose A1-A6 and (5.1) hold. Then for every R > 0, there exists T2 = T2(R) >
0 such that the solution of system (2.15) satisfies for all t ≥ r ≥ T2 and ε ∈ [0, 1],

E(‖uε(t, 0, ϕ)− uε(r, 0, ϕ)‖
p
3 ) ≤ C7(|t− r|

p
3 + |t− r|

p
6 ),

where E(‖ϕ‖pCρ) ≤ R and C7 > 0 is independent of ε, ρ, R and ϕ.

By replacing Lemma 3.1 with the conclusion of [18, Lemma 3.1] and applying it to the proof
of Lemma 3.5, we can derive the following tail-estimate of solutions:
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Lemma 5.3. Suppose A1-A6 and (5.1) hold. Then, for every R > 0 and ε > 0, there exists
T3 = T3(R, ε) > 0 and K1 = K1(ε) ≥ K such that the solution of system (2.15) satisfies for all
t ≥ T3, k ≥ K1 and ε ∈ [0, 1],

E

(
sup

t−ρ≤r≤t

∑
|i|≥k

|uεi(r, 0, ϕ)|2
)
≤ ε, (5.5)

where ϕ ∈ L2(Ω, Cρ) such that E(‖ϕ‖2
Cρ

) ≤ R.

We now show the convergence of solutions of the system (2.15) w.r.t. noise intensity ε as
follows:

Lemma 5.4. Suppose A1-A6 and (5.1) hold. Then, for every compact set K of Cρ, δ > 0,
t ≥ 0 and ε0 ≥ 0,

lim
ε→ε0

sup
ϕ∈K

P({ω ∈ Ω : ‖uεt(·, 0, ϕ)− uε0t (·, 0, ϕ)‖Cρ ≥ δ}) = 0. (5.6)

Proof. For the sake of simplicity, we let u1(t) = uε(t, 0, ϕ) and u2(t) = uε0(t, 0, ϕ) for t ≥ −ρ.
Given T > 0, for every compact set K of Cρ, it follows from Theorem 2.2 that there exists
c = c(K, T ) > 0 such that, for all ϕ ∈ K and ε ∈ (0, 1],

E
(

sup
t∈[−ρ,T ]

‖u1(t)‖2
)
≤ c.

Thus, for every ε > 0, there exists n = n(ε,K, T ) > 0 such that, for all ϕ ∈ K and ε ∈ (0, 1],

P

({
ω ∈ Ω : sup

t∈[−ρ,T ]

‖u1(t)‖ > n

})
<

1

2
ε.

Given ϕ ∈ K and ε, ε0 ∈ (0, 1], we define

Ωε =

{
ω ∈ Ω : sup

t∈[−ρ,T ]

‖u1(t)‖ ≤ n and sup
t∈[−ρ,T ]

‖u2(t)‖ ≤ n

}
.

Then, for all ϕ ∈ K and ε ∈ (0, 1], we have P(Ω \ Ωε) < ε.
Given R > 0, we define a stopping time by

TR = inf{t ≥ 0 : ‖u1(t)‖ > R or ‖u2(t)‖ > R}. (5.7)

Generally, inf ∅ =∞, and we can see that TR ≥ T for each ω ∈ Ωε. For any ϕ ∈ K and δ > 0,

sup
ϕ∈K

P

({
ω ∈ Ω : sup

t∈[−ρ,T ]

‖u1(t)− u2(t)‖ ≥ δ

})

= sup
ϕ∈K

P

({
ω ∈ Ωε : sup

t∈[−ρ,T ]

‖u1(t ∧ TR)− u2(t ∧ TR)‖ ≥ δ

})

+ sup
ϕ∈K

P

({
ω ∈ Ω \ Ωε : sup

t∈[−ρ,T ]

‖u1(t)− u2(t)‖ ≥ δ

})
(5.8)

≤ sup
ϕ∈K

P

({
ω ∈ Ω : sup

t∈[−ρ,T ]

‖u1(t ∧ TR)− u2(t ∧ TR)‖ ≥ δ

})
+ ε.
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To complete the proof, we need to show that

lim
ε→ε0

sup
ϕ∈K

P

({
ω ∈ Ω : sup

t∈[−ρ,T ]

‖u1(t ∧ TR)− u2(t ∧ TR)‖ ≥ δ

})
= 0. (5.9)

Similar to [34, Lemma 11], we can obtain from (2.15) that, for all t ≥ 0,

‖u1(t ∧ TR)− u2(t ∧ TR)‖2 + 2

∫ t∧TR

0

q1(r)‖A
(
u1(r)− u2(r)

)
‖2dr

− 4

∫ t∧TR

0

q1(r)‖B
(
u1(r)− u2(r)

)
‖2dr + 2

∫ t∧TR

0

q2(r)‖u1(r)− u2(r)‖2dr

+ 2

∫ t∧TR

0

(
u3

1(r)− u3
2(r), u1(r)− u2(r)

)
dr

+ 2

∫ t∧TR

0

(
q3(r)

(
|Bu1(r)|2 − |Bu2(r)|2

)
, u1(r)− u2(r)

)
dr

≤ 2

∫ t∧TR

0

(
f(r, u1(r), u1(r − %(r)))− f(r, u2(r), u2(r − %(r))), u1(r)− u2(r)

)
dr

+ 3ε20

∞∑
j=1

∫ t∧TR

0

‖σj(r, u1(r), u1(r − %(r)))− σj(r, u2(r), u2(r − %(r)))‖2dr

+ 3(ε− ε0)2

∞∑
j=1

∫ t∧TR

0

‖σj(r, u1(r), u1(r − %(r)))‖2dr + 3(ε− ε0)2

∞∑
j=1

∫ t∧TR

0

‖hj(r)‖2dr

(5.10)

+ 2|ε− ε0|
∞∑
j=1

∫ t∧TR

0

(hj(r), u1(r)− u2(r))dWj(r)

+ 2|ε− ε0|
∞∑
j=1

∫ t∧TR

0

(σj(r, u1(r), u1(r − %(r))), u1(r)− u2(r))dWj(r)

+ 2ε0

∞∑
j=1

∫ t∧TR

0

(
σj(r, u1(r), u1(r − %(r)))− σj(r, u2(r), u2(r − %(r))), u1(r)− u2(r)

)
dWj(r).

For the second-to-last term on the left-hand side of (5.10), we obtain

− 2

∫ t∧TR

0

(
u3

1(r)− u3
2(r), u1(r)− u2(r)

)
dr

≤ 2

∫ t∧TR

0

∑
i∈Z

∣∣(u1,i(r)− u2,i(r))(u
2
1,i(r) + u1,i(r)u2,i(r) + u2

2,i(r))
∣∣|u1,i(r)− u2,i(r)|dr

≤ 3

2

∫ t∧TR

0

(‖u1(r)‖2 + ‖u2(r)‖2)‖u1(r)− u2(r)‖2dr ≤ 3R2

∫ t∧TR

0

‖u1(r)− u2(r)‖2dr. (5.11)
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For the last term on the left-hand side of (5.10), by (2.13) we have

− 2

∫ t∧TR

0

(
q3(r)

(
|Bu1(r)|2 − |Bu2(r)|2

)
, u1(r)− u2(r)

)
dr

≤ 2

∫ t∧TR

0

∑
i∈Z

|q3,i(r)|
∣∣∣|u1,i+1(r)− u1,i(r)|2 − |u2,i+1(r)− u2,i(r)|2

∣∣∣|u1,i(r)− u2,i(r)|dr

≤ 8

∫ t∧TR

0

∑
i∈Z

|q3,i(r)|2|u1,i(r)− u2,i(r)|2dr +
1

8

∫ t∧TR

0

∑
i∈Z

(
|u1,i+1(r)− u1,i(r)|

+ |u2,i+1(r)− u2,i(r)|
)2
∣∣∣u1,i+1(r)− u1,i(r)− (u2,i+1(r)− u2,i(r))

∣∣∣2dr
≤ 8

∫ t∧TR

0

‖q3(r)‖2‖u1(r)− u2(r)‖2dr +
1

4

∫ t∧TR

0

(‖Bu1(r)‖2 + ‖Bu2(r)‖2)‖Bu1(r)−Bu2(r)‖2

≤ 8

∫ t∧TR

0

(‖q3(r)‖2 +R2)‖u1(r)− u2(r)‖2dr. (5.12)

Combining (5.7) and (2.16), for the first term on the right-hand side of (5.10), we can deduce

2

∫ t∧TR

0

(
f(r, u1(r), u1(r − %(r)))− f(r, u2(r), u2(r − %(r))), u1(r)− u2(r)

)
dr

≤
∫ t∧TR

0

‖f(r, u1(r), u1(r − %(r)))− f(r, u2(r), u2(r − %(r)))‖2dr +

∫ t∧TR

0

‖u1(r)− u2(r)‖2dr

≤ LfR

∫ t∧TR

0

(‖u1(r)− u2(r)‖2 + ‖u1(r − %(r))− u2(r − %(r))‖2)dr +

∫ t∧TR

0

‖u1(r)− u2(r)‖2dr

≤ (LfR + 1 +
LfR

1− ρ∗
)

∫ t∧TR

0

‖u1(r)− u2(r)‖2dr. (5.13)

Analogously, by (5.7), (2.18) and (2.19), for the second and third terms on the right-hand side
of (5.10),

3ε20

∞∑
j=1

∫ t∧TR

0

‖σj(r, u1(r), u1(r − %(r)))− σj(r, u2(r), u2(r − %(r)))‖2dr

+ 3(ε− ε0)2

∞∑
j=1

∫ t∧TR

0

‖σj(r, u1(r), u1(r − %(r)))‖2dr

≤ 3ε20
2

(LσR + 1 +
LσR

1− ρ∗
)

∫ t∧TR

0

‖u1(r)− u2(r)‖2dr + 12(ε− ε0)2

∫ t∧TR

0

‖β(r)‖2‖u1(r)‖2dr

+ 12(ε− ε0)2

∫ t∧TR

0

‖β(r)‖2‖u1(r − %(r))‖2dr + 6(ε− ε0)2

∫ t∧TR

0

‖γ‖2dr

≤ 3ε20
2

(LσR + 1 +
LσR

1− ρ∗
)

∫ t∧TR

0

‖u1(r)− u2(r)‖2dr +
12(ε− ε0)2

1− ρ∗

∫ 0

−ρ
‖β(r)‖2‖ϕ(r)‖2dr

+ 6(ε− ε0)2

∫ t∧TR

0

[
2(1 +

1

1− ρ∗
)R2‖β(r)‖2 + ‖γ‖2

]
dr. (5.14)
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Bringing the combination of (5.12)-(5.14) into (5.10) and taking expectation, we have

E
(

sup
0≤r≤t

‖u1(r ∧ TR)− u2(r ∧ TR)‖2
)

≤
∫ t

0

(16q1(r) + 8‖q3(r)‖2 + c10)E
(

sup
0≤r≤s

‖u1(r ∧ TR)− u2(r ∧ TR)‖2
)
ds

+ 3(ε− ε0)2

∞∑
j=1

∫ t∧TR

0

‖hj(r)‖2dr + I4, (5.15)

where c10 = 11R2 + LfR + 1 +
LfR

1−ρ∗ +
3ε20
2

(LσR + 1 +
LσR

1−ρ∗ ) and

I4 = 2|ε− ε0|E
(

sup
0≤r≤t∧TR

∣∣∣ ∞∑
j=1

∫ r

0

(hj(s), u1(s)− u2(s))dWj(s)
∣∣∣)

+ 2|ε− ε0|E
(

sup
0≤r≤t∧TR

∣∣∣ ∞∑
j=1

∫ r

0

(σj(s, u1(s), u1(s− %(s))), u1(s)− u2(s))dWj(s)
∣∣∣)

+ 2ε0E
(

sup
0≤r≤t∧TR

∣∣∣ ∞∑
j=1

∫ r

0

(
σj(s, u1(s), u1(s− %(s)))− σj(s, u2(s), u2(s− %(s))),

u1(s)− u2(s)
)
dWj(s)

∣∣∣).
By the Burkholder-Davis-Gundy inequality, we derive from (5.14) that

I4 ≤
3

4
E
(

sup
0≤r≤t

‖u1(r ∧ TR)− u2(r ∧ TR)‖2
)

+ c(ε− ε0)2C2
0

∞∑
j=1

∫ t∧TR

0

‖hj(r)‖2dr

+ c(ε− ε0)2C2
0

∫ t∧TR

0

[
‖β(r)‖2 + ‖γ‖2

]
dr + c(ε− ε0)2C2

0

∫ 0

−ρ
‖β(r)‖2‖ϕ(r)‖2dr

+ cC2
0

∫ t

0

E
(

sup
0≤r≤s

(‖u1(r ∧ TR)− u2(r ∧ TR)‖2
)
ds. (5.16)

Combining (5.15) and (5.16), for every compact set K of Cρ, there exists c11 = c11(K) > 0 such
that, for all ϕ ∈ K and t ∈ [0, T ],

E
(

sup
0≤r≤t

‖u1(r ∧ TR)− u2(r ∧ TR)‖2
)

(5.17)

≤ 4(16 max
t∈[0,T ]

q1(t) + 8 sup
t∈[0,T ]

‖q3(t)‖2 + c10)

∫ t

0

E
(

sup
0≤r≤s

(‖u1(r ∧ TR)− u2(r ∧ TR)‖2
)
ds

+ c11(ε− ε0)2T

(
sup
r∈[0,T ]

∞∑
j=1

‖hj(r)‖2 + sup
r∈[0,T ]

‖β(r)‖2 + ‖γ‖2

)
.

From the Gronwall inequality, for all t ∈ [0, T ],

E
(

sup
0≤r≤t

‖u1(r)− u2(r)‖2
)

≤ c11(ε− ε0)2T

(
sup
r∈[0,T ]

∞∑
j=1

‖hj(r)‖2 + sup
r∈[0,T ]

‖β(r)‖2 + ‖γ‖2

)
× e4(16 maxt∈[0,T ] q1(t)+8 supt∈[0,T ] ‖q3(t)‖2+c10)T , (5.18)
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which means that, for all t ∈ [0, T ],

E
(

sup
−ρ≤r≤t

‖u1(r)− u2(r)‖2
)

≤ c11(ε− ε0)2T

(
sup
r∈[0,T ]

∞∑
j=1

‖hj(r)‖2 + sup
r∈[0,T ]

‖β(r)‖2 + ‖γ‖2

)
× e4(16 maxt∈[0,T ] q1(t)+8 supt∈[0,T ] ‖q3(t)‖2+c10)T , (5.19)

which together with Chebyshev’s inequality, we can obtain (5.9) as ε tends to ε0. The proof
can then be completed by (5.8) and (5.9).

Given ε ∈ [0, 1], let Sε be the collection of all T -periodic measures µε of system (2.15). Notice
that all estimates in Section 3 are valid under (5.1),(5.3) and (5.4), thus for every ε ∈ [0, 1], Sε

is nonempty by the argument of Theorem 4.3.
Now, we show the tightness of

⋃
ε∈[0,1]

Sε in the sense of (4.4), then use Theorem 5.1 in [17]

to establish the limiting behavior of any sequence of Sε for the system (2.15) as ε→ 0.

Theorem 5.5. Suppose A1-A6 and (5.1) hold. Then,

(i)
⋃

ε∈[0,1]

Sε is tight on Cρ.

(ii) If µεn ∈ Sεn with εn → ε0 ∈ [0, 1], then there exists a subsequence εnk and a T -periodic
measures µε0 ∈ Sε0 such that µεn ⇀ µε0.

Proof. (i) Given a compact set K̃ of Cρ. Based on Lemma 5.1-Lemma 5.3, using a similar
approach to Lemma 4.1 , it is known that, for every ε > 0 and ϕ ∈ Cρ, there exists Tε > 0 such
that, for all t ≥ Tε and ε ∈ [0, 1],

P{ω ∈ Ω : uεt(·; 0, ϕ) ∈ K̃} > 1− ε.

Then using the method of [17, Theorem 5.6], we can obtain that for any µε ∈ Sε with ε ∈ [0, 1],

µε(K̃) ≥ 1− ε,

which implies that
⋃

ε∈[0,1]

Sε is tight in the sense of (4.4).

(ii) It is clear from (i) that {µεn}∞n=1 is tight, which means that there exists a subsequence
{µεnm}∞m=1 of {µεn}∞n=1 and a probability measures µ such that µ

εnm
t ⇀ µ as m → ∞. Then,

by Lemma 5.4 and [17, Theorem 5.1], we can complete the proof.
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