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OPTIMIZATION AND CONVERGENCE OF NUMERICAL1

ATTRACTORS FOR DISCRETE-TIME QUASI-LINEAR LATTICE2

SYSTEM∗3

YANGRONG LI† , SHUANG YANG † , AND TOMÁS CARABALLO ‡4

Abstract. Existence and connection of numerical attractors for discrete-time p-Laplace lattice5
systems via the implicit Euler scheme are proved. The numerical attractors are shown to have an6
optimized bound, which leads to the continuous convergence of the numerical attractors when the7
graph of the nonlinearity closes to the vertical axis or when the external force vanishes. A new type8
of Taylor expansion without Fréchet derivatives is established and applied to show the discretization9
error of order two, which is crucial to prove that the numerical attractors converge upper semi-10
continuously to the global attractor of the original continuous-time system as the step size of the11
time goes to zero. It is also proved that the truncated numerical attractors for finitely dimensional12
systems converge upper semi-continuously to the numerical attractor and the lower semi-continuity13
holds in special cases.14
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1. Introduction. We study the numerical scheme of attractors as well as solu-18

tions for the p-Laplace lattice dynamical system (LDS)19

dui(t)

dt
= ν(Apu(t))i + f(ui(t)) + gi, i ∈ Z,(1.1)20

21

where ν > 0, p ≥ 2, u = (ui)i∈Z, and the discrete p-Laplace operator is defined by22

(Apu)i = |ui+1 − ui|p−2(ui+1 − ui)− |ui − ui−1|p−2(ui − ui−1), i ∈ Z.2324

As one knows, a LDS has many applications in fluid dynamics, chemistry and25

neural networks, see [3, 5, 18, 32]. The p-Laplace LDS (1.1) is the space-discretization26

of the corresponding p-Laplace partial differential equation (defined on the real line),27

while the dynamics of the (deterministic or stochastic) p-Laplace PDE was studied in28

[8, 11, 12, 13, 23, 26, 27, 28, 29, 30, 33, 37].29

As preliminaries, we show in Section 2 that the LDS (1.1) has a positively invariant30

ball Br∗(0) and a global attractor A in `2, where the dissipative condition of f ∈31

C(R,R) is different from those in [10, 14, 15, 36] and given by32

α := inf
s6=0

−f(s)

s
> 0.(1.2)33

34
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2 Y. LI, S. YANG AND T. CARABALLO

In this paper, we mainly consider the numerical scheme in the discrete-time sense.35

Using the step size ε := tn+1 − tn of the time to discretize the LDS (1.1), we obtain36

the p-Laplace implicit Euler scheme (IES)37

uεn,i = uεn−1,i + εν(Apu
ε
n)i + εf(uεn,i) + εgi, ∀n ∈ N, i ∈ Z.(1.3)3839

As pointing out by Han, Kloeden, Sonner [17], the IES (1.3) with p = 2 is not40

globally solvable for a common step size (see Lemma 5.3 for the reason if p > 2).41

Instead the global solvability, we will prove in Theorem 3.1 that, for sufficiently small42

step sizes, the IES (1.3) is uniquely solvable when the initial datum belongs to the43

positively invariant ball Br∗(0). In the recursive proof of Theorem 3.1, we use a new44

method of enlarging the radius to overcome the difficulty that the ball Br∗(0) is no45

longer a positively invariant set under the operator defined by the right-hand side of46

(1.3). The proof is more careful and technical than in [17] even for the case of p = 2.47

For the later purpose, we have to consider the numerical approximation of so-48

lutions as ε → 0. In this respect, Kloeden and Lorenz [25] (see also Jentzen et al.49

[4, 20, 21, 22]) have introduced the method of the Taylor expansion by using the50

Fréchet derivatives of the linear Laplacian Ap (p = 2) and f . However, the nonlinear51

operator Ap (p > 2) has not a Fréchet derivative.52

To overcome the above difficulty, we establish a new type of Taylor expansions53

without Fréchet derivatives and give the continuous-time error of solutions for the54

LDS (1.1) (see Lemma 4.1). Using this continuous-time error, we can show the dis-55

cretization error of order two for the solutions between LDS (1.1) and IES (1.3), see56

Theorem 4.2. Our method is suitable for a wider class of discrete-time equations even57

if the operators are not Fréchet differential.58

From Section 5, our main purpose is to study the numerical scheme of attractors,59

which is a relative new subject (introduced by Han, Kloeden, Sonner [17], see also60

[38]) in both Numerical Analysis and Dynamical Systems [31]. More precisely, we61

study the discrete approximation of the global attractor A for LDS (1.1) in terms of62

numerical attractors for IES (1.3) and its finitely dimensional truncated system.63

We prove in Theorem 5.2 that the discrete semigroup, generated from the IES64

(1.3), possesses a unique connected numerical attractor Aε for sufficiently small step65

sizes. In the proof, we need to recursively estimate the tail of solutions for all n ∈ N,66

where the usual cut-off function technique (see [1, 2, 6, 7, 16, 19, 35, 39, 40]) is still67

valid in the discrete-time case.68

Furthermore, we prove in Theorem 5.4 that Aε has an optimized bound given69

by ‖g‖/α. This bound is crucial to prove that the numerical attractor converges70

continuously (upper and lower) to zero as the graph of f closes enough to the y-axis71

and as g → 0, respectively. This subject of optimization and convergence of numerical72

attractors is new in the literature.73

In Theorem 6.1, we establish the upper semi-continuity from the numerical attrac-74

tor Aε to the global attractor A as ε→ 0, where the discretization error of solutions75

in Theorem 4.2 plays a crucial role in the proof.76

In Section 7, we study the finitely dimensional approximation of the numerical77

attractor. For this end, we truncate the IES (1.3) on the (2m+ 1)-dimensional Euclid78

space to obtain the truncated numerical scheme with the periodic boundary condition,79

see the model (7.2). We then prove in Theorem 7.4 that the truncated IES (7.2) has80

an attractor denoted by Aε,m, and that Aε,m converges upper semi-continuously to81

the numerical attractor Aε as m → ∞. If the viscosity is zero, i.e. ν = 0, the lower82

semi-continuity from Aε,m to Aε still holds as proved in Theorem 7.6.83
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OPTIMIZATION AND CONVERGENCE OF NUMERICAL ATTRACTORS 3

Fig. 1. Convergence paths and bounds of attractors.

In a word, we have established a convergence path from Aε,m to the global at-84

tractor A through Aε. In fact, there is another convergence path from Aε,m to A85

through Am, where Am is the global attractor for the truncated system of the LDS86

(1.1) on the (2m+ 1)-dimensional Euclid space. All convergence paths and optimized87

bounds of attractors are displayed in FIG. 1.88

2. Positively invariant ball and global attractor for p-Laplace lattice.89

The discrete p-Laplace operator Ap (p ≥ 2) can be formally written as90

Apu = −B∗(|Bu|p−2Bu), (Bu)i := ui+1 − ui, (B∗u)i := ui−1 − ui,9192

where u = (ui)i∈Z, |u|q = (|ui|q)i∈Z and uv = (uivi)i∈Z. By [14], we have (Apu, u) =93

−‖Bu‖pp, where ‖·‖q (omitting the subscript if q = 2) denotes the norm in the Banach94

space95

`q := {u = (ui)i∈Z : ‖u‖qq =
∑
i∈Z
|ui|q <∞}, q ≥ 1.96

97

We assume that g = (gi)i∈Z ∈ `2 and f : R → R is locally Lipschtz continuous,98

i.e. for each r > 0, there is Lr ≥ 0 (increasingly in r) such that99

|f(s1)− f(s2)| ≤ Lr|s1 − s2|, ∀|s1| ≤ r, |s2| ≤ r,(2.1)100101

and the dissipative condition (1.2) holds. Note that both (2.1) and (1.2) imply that102

f(s)s ≤ −αs2, ∀s ∈ R, f(0) = 0,(2.2)103104

and the Nemytskii operator F : `2 → `2, F (u) = (f(ui))i∈Z is bounded and locally105

Lipschtz continuous.106

Now, the p-Laplace LDS (1.1) is rewritten as an abstract form107

du(t)

dt
= νApu(t) + F (u(t)) + g, t > 0, u(0) = u0 ∈ `2,(2.3)108

109
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4 Y. LI, S. YANG AND T. CARABALLO

where ν > 0, p > 2. Although the dissipative condition ((1.2) or equivalently (2.2))110

is different from those in [10, 14], one can similarly prove that the p-Laplace LDS111

(2.3) has a unique solution u ∈ C([0,∞), `2), which generates a continuous semigroup112

(semi dynamical system) defined by113

S(t) : `2 → `2, S(t)u0 = u(t;u0), ∀t ≥ 0, u0 ∈ `2.114115

Lemma 2.1. The semigroup S(·) has a positively invariant absorbing ball116

Br∗(0) := {x ∈ `2 : ‖x‖ ≤ r∗ :=
√

1 + ‖g‖2/α2}.117118

Proof. By the inner product of (2.3) with u(t), using (2.2) we obtain119

d

dt
‖u‖2 = −2ν‖Bu‖pp − 2α

∑
i∈Z

f(ui)ui + 2(g, u) ≤ −α‖u‖2 +
‖g‖2

α
.120

121

The Gronwall lemma yields122

‖u(t)‖2 ≤ e−αt‖u0‖2 +
‖g‖2

α2
(1− e−αt), ∀t ≥ 0.(2.4)123

124

For all u0 ∈ Br(0) with arbitrary radius r > 0, we have125

‖u(t, u0)‖2 ≤ e−αtr2 +
‖g‖2

α2
(1− e−αt) ≤ 1 +

‖g‖2

α2
= (r∗)2126

127

if t ≥ 2
α log r. Hence Br∗(0) is an absorbing ball.128

By (2.4) again, for all u0 ∈ Br∗(0) and t ≥ 0,129

‖u(t, u0)‖2 ≤ e−αt
(

1 +
‖g‖2

α2

)
+
‖g‖2

α2
(1− e−αt) = e−αt +

‖g‖2

α2
≤ 1 +

‖g‖2

α2
= (r∗)2.130

131

Hence Br∗(0) is also positively invariant under S(·).132

We remark here that the larger radius
√

1 + 2‖g‖2/α2 was used in [17] for p = 2.133

By the technique of a cut-off function (see e.g. [1, 39]), one can give the uniform134

estimates of the tail of the solution on the ball Br∗(0), which leads to the existence of135

a global attractor. The proof is similar to the one given in [14].136

Theorem 2.2. The semigroup S(·), generated from the p-Laplace lattice, pos-137

sesses a unique global attractor A ⊂ Br∗(0).138

3. Numerical solutions and discrete semigroup on a ball. The implicit139

Euler scheme for the p-Laplace LDS (2.3) with the step size ε > 0 can be read as140

uεn = uεn−1 + ενApu
ε
n + εF (uεn) + εg, uε0 = u0 ∈ `2.(3.1)141142

Note that there does not exist a common step size such that (3.1) is solvable for143

all initial data (see Lemma 5.3 later or see [17, 31] in the case of p = 2). So, we will144

restrict (3.1) on the ball Br∗(0) to ensure the existence of a discrete-time dynamical145

system for at least one step size.146

We need to use the local Lipschitz continuity of the discrete p-Laplace operator147

‖Apu−Apv‖ ≤ Lp,r‖u− v‖ and ‖Apu‖ ≤ Lp,r‖u‖, ∀u, v ∈ Br(0),(3.2)148149

where Lp,r := (p− 1)22prp−2 depends increasingly on r ≥ 0, see [34] for the proof.150
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OPTIMIZATION AND CONVERGENCE OF NUMERICAL ATTRACTORS 5

Theorem 3.1. There is ε∗ > 0 such that, for each ε ∈ (0, ε∗] and u0 ∈ Br∗(0),151

the IES (3.1) has a unique solution such that152

uεn(u0) ∈ Br∗(0), ∀n ∈ N, where r∗ =
√

1 + ‖g‖2/α2.153154

Proof. We recursively prove the theorem in four steps.155

Step 1. In the case of n = 1, we find an ε∗ > 0 such that the IES (3.1) has a156

solution157

uε1(u0) ∈ Br∗+1(0), ∀ε ∈ (0, ε∗], u0 ∈ Br∗(0),158159

where the radius is temporarily enlarged (from r∗ to r∗ + 1).160

For each ε > 0 and u0 ∈ Br∗(0), we define an operator Mε
u0

: `2 → `2 by161

Mε
u0

(x) = u0 + ενApx+ εF (x) + εg, ∀x ∈ `2.(3.3)162163

We prove that Mε
u0

maps Br∗+1(0) into itself if ε is small enough. Since Ap is164

bounded, it follows from the second inequality of (3.2) that165

ν‖Apx‖ ≤ νLp,r∗+1‖x‖ ≤ (r∗ + 1)νLp,r∗+1, ∀x ∈ Br∗+1(0).166167

By the local Lipschitz continuity (2.1) and f(0) = 0, we obtain168

‖F (x)‖ ≤ Lr∗+1‖x‖ ≤ (r∗ + 1)Lr∗+1, ∀x ∈ Br∗+1(0).169170

Hence, for all u0 ∈ Br∗(0) and x ∈ Br∗+1(0), we have171

‖Mε
u0

(x)‖ ≤ ‖u0‖+ ε(ν‖Apx‖+ ‖F (x)‖+ ‖g‖)172

≤ r∗ + ε
(

(r∗ + 1)(νLp,r∗+1 + Lr∗+1) + ‖g‖
)
.173

174

We define an essential constant by175

ε∗ :=
1

(r∗ + 1)(νLp,r∗+1 + Lr∗+1) + ‖g‖
.(3.4)176

177

Then ‖Mε
u0

(x)‖ ≤ r∗ + 1 for all ε ∈ (0, ε∗], u0 ∈ Br∗(0) and x ∈ Br∗+1(0).178

We then prove that, for each ε ∈ (0, ε∗] and u0 ∈ Br∗(0), the mapping Mε
u0

:179

Br∗+1(0)→ Br∗+1(0) is contractive. Indeed, by the local Lipschitz continuity in (2.1)180

and (3.2), for all x, y ∈ Br∗+1(0),181

‖Mε
u0

(x)−Mε
u0

(y)‖ ≤ ε(ν‖Apx−Apy‖+ ‖F (x)− F (y)‖)(3.5)182

≤ ε(νLp,r∗+1 + Lr∗+1)‖x− y‖.183184

If ε ∈ (0, ε∗], where ε∗ is the constant defined by (3.4), then185

ε(νLp,r∗+1 + Lr∗+1) ≤ ε∗(νLp,r∗+1 + Lr∗+1)186

=
νLp,r∗+1 + Lr∗+1

(r∗ + 1)(νLp,r∗+1 + Lr∗+1) + ‖g‖
≤ 1

r∗ + 1
< 1.187

188

By the contraction mapping principle, for each ε ∈ (0, ε∗] and u0 ∈ Br∗(0), the189

mapping Mε
u0

: Br∗+1(0)→ Br∗+1(0) has a unique fixed point190

uε1 ∈ Br∗+1(0) such that Mε
u0

(uε1) = uε1,191192
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6 Y. LI, S. YANG AND T. CARABALLO

which is the unique solution of the IES (3.1) for n = 1 in Br∗+1(0).193

Step 2. We further prove that the unique solution in Step 1 satisfies194

uε1(u0) ∈ Br∗(0), ∀ε ∈ (0, ε∗], u0 ∈ Br∗(0).195196

For this purpose, we take the inner product of the equation (3.1) for n = 1 by uε1197

to obtain198

‖uε1‖2 = (u0, u
ε
1) + εν(Apu

ε
1, u

ε
1) + ε(F (uε1), uε1) + ε(g, uε1).(3.6)199200

By (2.2),201

ε(F (uε1), uε1) = ε
∑
i∈Z

f(uε1,i)u
ε
1,i ≤ −εα‖uε1‖2.202

203

The Young inequality implies204

(u0, u
ε
1) ≤ 1

2
‖u0‖2 +

1

2
‖uε1‖2 and ε(g, uε1) ≤ ε

2α
‖g‖2 +

εα

2
‖uε1‖2.205

206

Since (Apu
ε
1, u

ε
1) = −‖Buε1‖pp ≤ 0, it follows from (3.6) and the above estimates that207

‖uε1‖2 ≤
1

1 + εα

(
‖u0‖2 +

ε

α
‖g‖2

)
.(3.7)208

209

Since u0 ∈ Br∗(0), it follows from (3.7) that210

‖uε1‖2 ≤
1

1 + εα

(
1 +
‖g‖2

α2
+
ε

α
‖g‖2

)
≤ 1 +

‖g‖2

α2
= (r∗)2,211

212

which means that uε1 ∈ Br∗(0) as desired.213

Step 3. We show that the solution is unique globally. Let ε ∈ (0, ε∗] and u0 ∈214

Br∗(0). By Step 1, the solution uε1(u0) is unique in Br∗+1(0). By Step 2, there is215

not a solution outside Br∗(0) and thus the solution uε1(u0) is unique in `2. So far, the216

theorem for n = 1 has been proved.217

Step 4. Suppose the theorem holds for a certain n, that is, for each ε ∈ (0, ε∗]218

(where ε∗ is still the constant given by (3.4)) and u0 ∈ Br∗(0), the n-th IES (3.1) has219

a unique solution uεn(u0) ∈ Br∗(0). We then define a mapping by220

Mε
uεn

(x) = uεn + ενApx+ εF (x) + εg, ∀x ∈ Br∗+1(0),221
222

where uεn ∈ Br∗(0) instead of u0 ∈ Br∗(0) in (3.3). Repeating the process in Step223

1, we know that, for each ε ∈ (0, ε∗], the mapping Mε
uεn

: Br∗+1(0) → Br∗+1(0) is224

well-defined and contractive, which implies the existence of a unique fixed point uεn+1225

in Br∗+1(0).226

Repeating the estimates in Step 2, we obtain an analogue inequality of (3.7)227

‖uεn+1‖2 ≤
1

1 + εα

(
‖uεn‖2 +

ε

α
‖g‖2

)
.(3.8)228

229

By the recursive hypothesis uεn ∈ Br∗(0), we infer from (3.8) that uεn+1 ∈ Br∗(0), which230

is the unique solution of the (n+ 1)-th IES (3.1). The recursive proof is complete.231

Remark 3.2. The above proof is more careful than the proof of [17, Lemma 2]232

even in the case of p = 2 . In fact, Br∗(0) may not be positively invariant under the233

operator Mε
u0

(although it is invariant under the solution mapping, see [17, Lemma234

1]). To overcome this difficulty, we enlarge the radius r∗ to r∗+ 1 such that Br∗+1(0)235

is positive invariant under Mε
u0

with a possible maximal size ε∗.236
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OPTIMIZATION AND CONVERGENCE OF NUMERICAL ATTRACTORS 7

The following result shows the generation of a discrete-time dynamical system (see237

[24]), which has better properties than the continuous system. The proof is standard.238

Corollary 3.3. For each ε ∈ (0, ε∗], where ε∗ is given by (3.4), the unique239

solution of the IES (3.1) in Br∗(0) generates a discrete semigroup given by240

Sε(n) : Br∗(0)→ Br∗(0), Sε(n)u0 = uεn(u0), ∀n ∈ N0, u0 ∈ Br∗(0).241242

Lemma 3.4. For ε ∈ (0, ε∗] and n ∈ N, the operator Sε(n) is Lipschitz continuous243

in Br∗(0).244

Proof. Let n = 1 and u0, v0 ∈ Br∗(0). By (3.5), the solutions uε1 = Sε(1)u0 and245

vε1 = Sε(1)v0 satisfy246

‖uε1 − vε1‖ ≤ ‖u0 − v0‖+ ε(ν‖Apuε1 −Apvε1‖+ ‖F (uε1)− F (vε1)‖)247

≤ ‖u0 − v0‖+ ε(νLp,r∗+1 + Lr∗+1)‖uε1 − vε1‖,248249

which further implies that for all ε ∈ (0, ε∗],250

‖uε1 − vε1‖ ≤
‖u0 − v0‖

1− ε(νLp,r∗+1 + Lr∗+1)
≤ ‖u0 − v0‖

1− ε∗(νLp,r∗+1 + Lr∗+1)
,251

252

where ε∗(νLp,r∗+1 + Lr∗+1) < 1 in view of (3.4). By the semigroup property,253

‖Sε(n)u0 − Sε(n)v0‖ ≤
‖u0 − v0‖

(1− ε∗(νLp,r∗+1 + Lr∗+1))n
254
255

for all n ∈ N. The proof is complete.256

4. Generalized Taylor expansion and discretization error. To study the257

convergence of attractors, we need to estimate the discretization error of solutions,258

for which we need to develop a generalized Taylor expansion.259

4.1. Generalized Taylor expansion for continuous-time error. According260

to the method in [17, 25], one must consider the Taylor expansion of LDS (2.3) starting261

from u(tn+1;u0) and going back to u(tn;u0) as follows:262

u(tn) = u(tn+1) + (−ε)Hp(u(tn+1)) +
1

2
(−ε)2DHp(u(θε))263

264

where tn+1 − tn = ε, θε ∈ (tn, tn+1), the operator Hp : `2 → `2 is given by265

Hp(x) := νApx+ F (x) + g, ∀x ∈ `2(4.1)266267

and DHp denotes the Fréchet derivative (perhaps formal) of Hp. If p = 2, then268

A := Ap is a bounded linear operator, which has a Fréchet derivative given by itself,269

and thus, by the method as in [21], one can clearly write the Fréchet derivative as270

DH(x) = (νA + diag(f ′(xi))H(x) for x ∈ `2. However, if p > 2, then the nonlinear271

operator Ap has not a Fréchet derivative (even the original function y = |s|p−2s is not272

differential in R).273

To overcome the difficulty, we give an alternative for the second order Taylor274

expansion of LDS (2.3) without Fréchet derivatives, which will be useful for estimating275

the discretization error in the next subsection.276

Lemma 4.1. Let u(·;u0) be the solution of LDS (2.3), tn+1 − tn = ε > 0, tn ≥ 0.277

Then, for each u0 ∈ Br(0) with any radius r > 0, there is Mε(u0) ∈ `2 such that278

u(tn;u0) = u(tn+1;u0)− εHp(u(tn+1;u0)) + εMε(u0),(4.2)279

‖Mε(u0)‖ ≤ εCr, ∀u0 ∈ Br(0),(4.3)280281
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8 Y. LI, S. YANG AND T. CARABALLO

where Cr is increasing in r (but independent of ε) and the operator Hp : `2 → `2 is282

well-defined by (4.1).283

Proof. The first order Taylor expansion of LDS (2.3) can be read as284

u(tn) = u(tn+1)− εdu
dt

(θ) = u(tn+1)− εHp(u(θ))285

= u(tn+1)− εHp(u(tn+1)) + ε(Hp(u(tn+1))−Hp(u(θ))),286287

where θ ∈ (tn, tn+1). Hence (4.2) follows if we put288

Mε(u0) := Hp(u(tn+1;u0))−Hp(u(θ;u0)).289290

To prove (4.3), we assume without loss of generality that r > ‖g‖/α (otherwise,291

one can use r+ ‖g‖/α instead of r), and claim that Br(0) is a positively invariant set292

for the semigroup S(·). Indeed, by (2.4), for all t ≥ 0 and u0 ∈ Br(0),293

‖u(t;u0)‖2 ≤ e−αt‖u0‖2 +
‖g‖2

α2
(1− e−αt) ≤ e−αt

(
r2 − ‖g‖

2

α2

)
+
‖g‖2

α2
≤ r2.(4.4)294

295

By the local Lipschitz continuity of Ap and F , we obtain296

‖Mε(u0)‖ = ‖ν(Apu(tn+1)−Apu(θ)) + (F (u(tn+1))− F (u(θ)))‖297

≤ (νLp,r + Lr)‖u(tn+1)− u(θ)‖.298299

By the first order Taylor expansion again, we have300

u(tn+1)− u(θ) = (tn+1 − θ)
du

dt
(θ̂) = (tn+1 − θ)Hp(u(θ̂))301

= (tn+1 − θ)(νApu(θ̂) + F (u(θ̂)) + g)302303

for some θ̂ ∈ (θ, tn+1). By the local Lipschitz continuity of Ap and F again, it follows304

from (4.4) that305

‖u(tn+1)− u(θ)‖ ≤ |tn+1 − θ|
(

(νLp,r + Lr)‖u(θ̂)‖+ ‖g‖
)
≤ ε(r(νLp,r + Lr) + ‖g‖),306

307

which further implies that for all u0 ∈ Br(0),308

‖Mε(u0)‖ ≤ ε
(
r(νLp,r + Lr)

2 + ‖g‖(νLp,r + Lr)
)

=: εCr,309
310

where Cr is obviously increasing in r. The proof is complete.311

4.2. Discretization error of order two. We now use the generalized Taylor312

expansion in Lemma 4.1 to estimate the discretisation error of solutions when the313

initial data are restricted on the ball Br∗(0).314

Theorem 4.2. Let u(t;u0) and uεn(u0) be the solutions of LDS (2.3) and IES315

(3.1) respectively, where u0 ∈ Br∗(0). We have the discretisation error of order 2:316

‖u(ε;uεn(u0))− uεn+1(u0)‖ ≤ ε2Cr∗ , ∀ε ∈ (0, ε∗], n ∈ N0.(4.5)317318

Furthermore, for each T > 0, there is a CT,r∗ > 0 such that319

‖u(tn;u0)− uεn(u0)‖ ≤ εCT,r∗ , ∀tn := εn ∈ [0, T ], ε ∈ (0, ε∗].(4.6)320321
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Proof. Both (4.2) and (3.1) can be rewritten as322

u(tn+1) = u(tn) + εHp(u(tn+1))− εMε(u0) and uεn+1 = uεn + εH(uεn+1),323324

where Hp = νAp + F + gI as given in (4.1). From the difference between the above325

two equalities, we know that the discretisation error ∆ε
n(u0) := u(tn;u0) − uεn(u0)326

satisfies the following equation:327

∆ε
n+1 = ∆ε

n + ε(Hp(u(tn+1))−Hp(uεn+1))− εMε(u0).328329

Taking the inner product with ∆ε
n+1 yields330

‖∆ε
n+1‖2 = (∆ε

n + ε(Hp(u(tn+1))−Hp(uεn+1))− εMε(u0),∆ε
n+1)331

≤ (‖∆ε
n‖+ ε‖Hp(u(tn+1))−Hp(uεn+1)‖+ ε‖Mε(u0)‖)‖∆ε

n+1‖,332333

which further implies334

‖∆ε
n+1‖ ≤ ‖∆ε

n‖+ ε‖Hp(u(tn+1))−Hp(uεn+1)‖+ ε‖Mε(u0)‖.(4.7)335336

Since Br∗(0) is positively invariant under both S(t) and Sε(n) (see Lemma 2.1 and337

Theorem 3.1), it follows that u(tn+1), uεn ∈ Br∗(0), and thus we see from the local338

Lipschitz continuity of Ap and F that339

‖Hp(u(tn+1))−Hp(uεn+1)‖ ≤ ν‖Apu(tn+1)−Apuεn+1‖+ ‖F (u(tn+1))− F (uεn+1)‖340

≤ (νLp,r∗ + Lr∗)‖u(tn+1)− uεn+1‖ = (νLp,r∗ + Lr∗)‖∆ε
n+1‖.341342

By Lemma 4.1, ‖Mε(u0)‖ ≤ εCr∗ for all u0 ∈ Br∗(0), and thus (4.7) yields343

‖∆ε
n+1‖ ≤ ‖∆ε

n‖+ ε(νLp,r∗ + Lr∗)‖∆ε
n+1‖+ ε2Cr∗ .344345

Denote by L̂r∗ := νLp,r∗ + Lr∗ . By (3.4), for all ε ∈ (0, ε∗], εL̂r∗ ≤ ε∗L̂r∗ < 1 and346

thus347

‖∆ε
n+1‖ ≤

1

1− εL̂r∗
‖∆ε

n‖+ ε2Cr∗ , ∀n ∈ N0, ε ∈ (0, ε∗],(4.8)348
349

where Cr∗ is 1/(1 − ε∗L̂r∗)-times bigger than the original constant. Since ∆ε
0 = 0,350

we infer from (4.8) that ‖u(ε;u0) − uε1(u0)‖ = ‖∆ε
1‖ ≤ ε2Cr∗ . Using uεn as an initial351

datum in the above formula, we obtain the discretization error (4.5) of order 2.352

On the other hand, for all tn = εn ∈ [0, T ], by the recursive inequality (4.8) and353

∆ε
0 = 0, we have354

‖∆ε
n‖ ≤ ε2Cr∗

n−1∑
j=0

1

(1− εL̂r∗)j
.(4.9)355

356

Since εL̂r∗ < 1 and n ≤ T/ε, it follows that357

εL̂r∗
n−1∑
j=0

1

(1− εL̂r∗)j
=

1− (1− εL̂r∗)n

(1− εL̂r∗)n−1
≤ (1− εL̂r∗)−(n−1) ≤ (1− εL̂r∗)−

T
ε ↑ eTL̂r∗358

359

as ε ↓ 0, where the last limit is deduced from the basic limit (1 + 1/k)k ↑ e as k →∞.360

By (4.9),361

‖∆ε
n‖ ≤ ε

Cr∗

L̂r∗
εL̂r∗

n−1∑
j=0

1

(1− εL̂r∗)j
≤ εCr

∗eTL̂r∗

L̂r∗
=: εCT,r∗ ,362

363

for all ε ∈ (0, ε∗], tn = εn ∈ [0, T ] and u0 ∈ Br∗(0). Hence (4.6) holds true.364
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5. Numerical attractors: existence, optimized bound and continuity. In365

this section, we derive the existence, optimized bound and continuity of a numerical366

attractor for IES (3.1).367

5.1. Estimates for tails of numerical solutions. We need to give the esti-368

mate of tails of the solutions in Br∗(0).369

Lemma 5.1. Let ε ∈ (0, ε∗]. Then, for each δ > 0, there are I(δ) ∈ N (independent370

of ε) and Nε(δ) ∈ N such that the solution of IES (3.1) satisfies371

‖Sε(n)u0‖2`2(|i|≥I(δ)) =
∑
|i|≥I(δ)

|uεn,i|2 < δ, ∀n ≥ Nε(δ), u0 ∈ Br∗(0).(5.1)372

373

Proof. As usual, we consider a cut-off function ξ ∈ C1(R+, [0, 1]) such that ξ(s) =374

0 for all s ∈ [0, 1/2] and ξ(s) = 1 for all s ∈ [1,+∞). For each k > 0, we define375

ξk := (ξk,i)i∈Z where ξk,i = ξ
( |i|
k

)
, ∀i ∈ Z.(5.2)376

377

Since the IES (3.1) is well-defined in `2 and ξku
ε
n = (ξk,iu

ε
n,i)i∈Z ∈ `2, we can use the378

inner product of (3.1) with ξku
ε
n to obtain379 ∑

i∈Z
ξk,i|uεn,i|2 = (uεn−1, ξku

ε
n) + ε(νApu

ε
n + F (uεn) + g, ξku

ε
n).(5.3)380

381

We now estimate all terms on the right-hand side. First,382

(uεn−1, ξku
ε
n) ≤ 1

2

∑
i∈Z

ξk,i|uεn,i|2 +
1

2

∑
i∈Z

ξk,i|uεn−1,i|2.383

384

Second, since Apx = −B∗(|Bx|p−2Bx) and B(xy) = xBy + yBx, it follows that385

(Apu
ε
n, ξku

ε
n) = −(|Buεn|p−2Buεn, B(ξku

ε
n))386

= −(|Buεn|p−2Buεn, ξkBuεn)− (|Buεn|p−2Buεn, uεnBξk)387

= −
∑
i∈Z

ξk,i|(Buεn)i|p − (|Buεn|p−2Buεn, uεnBξk) ≤ |(|Buεn|p−2Buεn, uεnBξk)|.388

389

Since |ξ′(s)| ≤ C for all s ≥ 0, it follows from the mean-valued theorem that390

|(Bξk)i| =
∣∣∣ξ( |i+ 1|

k

)
− ξ
( |i|
k

)∣∣∣ ≤ C

k
, ∀k ∈ N, i ∈ Z.391

392

By Theorem 3.1, uεn ∈ Br∗(0) and thus |(Buεn)i| ≤ ‖Buεn‖ ≤ 2‖uεn‖ ≤ 2r∗. Therefore,393

ε(νApu
ε
n, ξku

ε
n) ≤ εν|(|Buεn|p−2Buεn, uεnBξk)|394

≤ εν
∑
i∈Z
|(Bξk)i||(Buεn)i|p−1|uεn,i| ≤ ε

Cp
k

(r∗)p−1‖uεn,i‖ ≤ ε
Cp
k

(r∗)p.395

396

Third, by (2.2), we have397

ε(F (uεn) + g, ξku
ε
n) ≤ −εα

2

∑
i∈Z

ξk,i|uεn,i|2 +
ε

2α

∑
i∈Z

ξk,ig
2
i .398

399
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Substituting the three estimates into (5.3) we find400 ∑
i∈Z

ξk,i|uεn,i|2 ≤
1

1 + εα

∑
i∈Z

ξk,i|uεn−1,i|2 +
ε

1 + εα

(Cp
k

(r∗)p +
1

α

∑
|i|≥−1+k/2

g2i

)
.(5.4)401

402

Given δ > 0, there is I(δ) ∈ N (independent of ε) such that403

Cp
k

(r∗)p +
1

α

∑
|i|≥−1+k/2

g2i <
α

2
δ, ∀k ≥ I(δ),404

405

which together with (5.4) implies that for all k ≥ I(δ),406 ∑
i∈Z

ξk,i|uεn,i|2 ≤
1

1 + εα

∑
i∈Z

ξk,i|uεn−1,i|2 +
ε

1 + εα

α

2
δ.407

408

Iterating the above inequality yields409 ∑
i∈Z

ξk,i|uεn,i|2 ≤
1

(1 + εα)n

∑
i∈Z

ξk,i|u0,i|2 +
δ

2

n∑
j=1

εα

(1 + εα)j
410

≤ ‖u0‖2

(1 + εα)n
+
δ

2
≤ (r∗)2

(1 + εα)n
+
δ

2
→ δ

2
as n→∞.411

412

Hence, there is Nε(δ) ∈ N such that for all n ≥ Nε(δ) and k ≥ I(δ),413 ∑
|i|≥k

|uεn,i|2 ≤
∑
i∈Z

ξk,i|uεn,i|2 < δ.414

415

Setting k = I(δ) we obtain (5.1) as desired.416

5.2. Existence and connection of numerical attractors. Recall that a com-417

pact subset Aε of Br∗(0) is call a (numerical) attractor of the discrete-time dynamical418

system {Sε(n)}n∈N0 for the IES (3.1) if Aε is invariant and attracting419

Sε(n)Aε = Aε (∀n ∈ N), and lim
n→∞

dist`2(Sε(n)Br∗(0),Aε) = 0.420
421

Theorem 5.2. For each ε ∈ (0, ε∗], the discrete semigroup {Sε(n)}n∈N0
on Br∗(0)422

has a unique numerical attractor Aε such that Aε is topologically connected in `2.423

Proof. We prove that the semigroup Sε(·) is asymptotically compact on Br∗(0).424

It suffices to prove that the sequence {Sε(n)un0 : n ∈ N} is relative compact for any425

sequence {un0 : n ∈ N} in Br∗(0).426

Given δ > 0, we see from Lemma 5.1 that there are Nε(δ), I(δ) ∈ N such that427

‖Sε(n)un0‖2`2(|i|>I) = ‖uεn(un0 )‖2`2(|i|>I) < δ2, ∀ n ≥ N.428
429

By Theorem 3.1, {Sε(n)un0 : n ∈ N} ⊂ Br∗(0), which is bounded in `2. In particular,430

(Sε(n)un0 )|i|≤I is bounded in `2(|i| ≤ I) ∼= R2I+1,431432

where the space is finitely dimensional. Then the sequence {(Sε(n)un0 )|i|≤I}n≥N has433

a finite δ-net with centers x1, x2, · · · , xk0 ∈ R2I+1. We define the null-expansion ỹ of434

an element y ∈ R2I+1 by435

ỹi = yi,∀|i| ≤ I and ỹi = 0,∀|i| > I.436437
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12 Y. LI, S. YANG AND T. CARABALLO

Hence, for each n ≥ N , there is xk ∈ R2I+1, where k ∈ {1, 2, · · · , k0}, such that438

‖Sε(n)un0 − x̃k‖2 = ‖Sε(n)un0‖2`2(|i|>I) + ‖Sε(n)un0 − xk‖2`2(|i|≤I) < 2δ2,439
440

which means that the sequence {Sε(n)un0 : n ≥ N} has a finite
√

2δ-net in `2. Since441

the finite set {Sε(n)un0 : n < N} is compact, it follows that the whole sequence442

{Sε(n)un0 : n ∈ N} has a finite
√

2δ-net too and thus relatively compact in `2.443

Therefore, since the state space Br∗(0) is bounded, it follows that the discrete444

semigroup Sε(·) has a unique numerical attractor denoted by Aε.445

Suppose that Aε is not topologically connected. Then there are two open sets446

O1, O2 ⊂ `2 such that447

O1 ∪O2 ⊃ Aε O1 ∩ Aε 6= ∅, O2 ∩ Aε 6= ∅.448449

Let Kε be the closed convex hull of Aε in `2. Then Kε is pathwise connected and450

thus topologically connected in `2. As the ball Br∗(0) is closed and convex, we have451

Kε ⊂ Br∗(0) and thus the set Sε(n)Kε is well-defined. By the invariance of Aε, we452

have Aε = Sε(n)Aε ⊂ Sε(n)Kε and thus453

O1 ∩ Sε(n)Kε 6= ∅, O2 ∩ Sε(n)Kε 6= ∅, ∀n ∈ N.(5.5)454455

By Lemma 3.4, the operator Sε(n) : Br∗(0)→ Br∗(0) is (Lipschitz) continuous. Since456

Kε is topologically connected, Sε(n)Kε is topologically connected too, which together457

with (5.5) implies that O1 ∪ O2 cannot cover Sε(n)Kε. In particular, for each n ∈ N458

there is xn ∈ Sε(n)Kε so that xn 6∈ O1 ∪ O2. Since Aε attracts the bounded set Kε,459

it follows that d`2(xn,Aε) → 0. as n → ∞. By the compactness of Aε, passing to460

a subsequence, xn → x for some x ∈ Aε. Hence x ∈ O1 ∪ O2, which contradicts461

xn ∈ `2 \ (O1 ∪O2) (a closed set).462

5.3. Optimized bound and continuity of attractors on f, g. To give an463

optimized bound of the numerical attractors, we consider the restriction of the IES464

(3.1) on arbitrary balls.465

Lemma 5.3. For each r0 > ‖g‖/α, there is εr0 > 0, given by466

εr0 :=
1

(r0 + 1)(νLp,r0+1 + Lr0+1) + ‖g‖
,467

468

such that, for all ε ∈ (0, εr0 ] and u0 ∈ Br0(0), the IES (3.1) has a unique solution469

{uεn}n∈N ⊂ Br0(0), which generates a discrete semigroup470

Sε,r0(n) : Br0(0)→ Br0(0), Sε,r0(n)u0 = uεn(u0), ∀ε ∈ (0, εr0 ].471472

Proof. By the same method as in Step 1 of Theorem 3.1, one can prove that,473

for each u0 ∈ Br0(0) and ε ∈ (0, εr0 ], the operator Mε
u0

: Br0+1(0) → Br0+1(0) is474

well-defined and contractive. Hence the IES (3.1) with n = 1 has a unique solution475

uε1 ∈ Br0+1(0). By the method in Step 2, we have uε1 ∈ Br0(0). Suppose the solution476

uεn ∈ Br0(0) for some n ∈ N. Then we see from (3.8) in Step 3 and r0 > ‖g‖/α that477

‖uεn+1‖2 ≤
1

1 + εα

(
‖uεn‖2 +

ε

α
‖g‖2

)
≤ 1

1 + εα

(
r20 +

ε

α
‖g‖2

)
478

=
1

1 + εα

(
r20 −

‖g‖2

α2

)
+

1

1 + εα

(‖g‖2
α2

+ εα
‖g‖2

α2

)
479

≤
(
r20 −

‖g‖2

α2

)
+
‖g‖2

α2
= r20.480

481

Hence the recursive proof is available.482
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Note that εr0 ↓ 0 as r0 →∞ and εr∗ = ε∗, where ε∗ is defined by (3.4).483

Theorem 5.4. For each r0 > ‖g‖/α, there is εr0 > 0 such that, for each ε ∈484

(0, εr0 ], the discrete semigroup Sε,r0(·) has a unique attractor Aε,r0 in Br0(0). More-485

over, the numerical attractor Aε in Theorem 5.2 fulfills486

Aε = Aε,r0 , ∀ε ∈ (0,min{εr0 , ε∗}],487

‖Aε‖ := sup
x∈Aε

‖x‖ ≤ ‖g‖
α
, ∀ε ∈ (0, ε∗].(5.6)488

489

Proof. By the same method as in Theorem 5.2, one can prove the existence of a490

unique attractor Aε,r0 . To prove the equality between two attractors, we let r0 < r̂0491

and r0, r̂0 ∈ (‖g‖/α,+∞) (note that r∗ belongs to this interval). Since r0 → εr0 is492

decreasing, we have min{εr0 , εr̂0} = εr̂0 .493

Next, we prove that Br0(0) is an absorbing set of the semigroup Sε,r̂0(·) on Br̂0(0)494

for all ε ∈ (0, εr̂0 ]. Given any ball Br(0) with the radius r ∈ (0, r̂0]. For each u0 ∈495

Br(0) ⊂ Br̂0(0), it is similar to prove the recursive formula as in (3.8), given by496

‖Sε,r̂0(n)u0‖2 ≤
1

1 + εα

(
‖Sε,r̂0(n− 1)u0‖2 +

ε

α
‖g‖2

)
, ∀n ∈ N0.497

498

Iterating it yields499

‖Sε,r̂0(n)u0‖2 ≤
1

(1 + εα)n
‖u0‖2 +

ε

α
‖g‖2

n∑
j=1

1

(1 + εα)j
≤ r2

(1 + εα)n
+
‖g‖2

α2
.500

501

Since r2/(1 + εα)n → 0 as n → ∞ and r0 > ‖g‖/α, there is N = N(r) such that for502

all n ≥ N ,503

‖Sε,r̂0(n)u0‖2 ≤
r2

(1 + εα)n
+
‖g‖2

α2
≤ (r20 −

‖g‖2

α2
) +
‖g‖2

α2
= r20.504

505

Hence Br0(0) is a bounded absorbing set for Sε,r̂0(·).506

Since an attractor is the omega-limit set of any bounded absorbing set, it follows507

that508

Aε,r̂0 = ∩k∈N∪n≥kSε,r̂0(n)Br0(0) = ∩k∈N∪n≥kSε,r0(n)Br0(0) = Aε,r0 ,509510

where we have used the uniqueness of solutions to ensure Sε,r̂0(n) = Sε,r0(n) on Br0(0).511

In particular, since Aε = Aε,r∗ , it follows that512

Aε = Aε,r0 , ∀0 < ε ≤ min{εr0 , ε∗}, r0 >
‖g‖
α
.513

514

If r0 ∈ (‖g‖/α, r∗], then εr0 ≥ ε∗. The above equality implies515

Aε ⊂ Br0(0), ∀r0 ∈ (
‖g‖
α
, r∗], ε ∈ (0, ε∗].516

517

Letting r0 → ‖g‖/α we obtain Aε ⊂ B‖g‖/α(0) for all ε ∈ (0, ε∗].518

Example. The bound ‖g‖/α of ‖Aε‖ in (5.6) seems to be optimized. Let ν = 0519

and f(s) = −αs (satisfying (2.2)). Then the IES (3.1) is read as520

un = un−1 − εαun + εg.521522
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It has an entire solution un ≡ g/α for all n ∈ Z, which belongs to the attractor and523

‖un‖ = ‖g‖/α.524

To close this section, we deduce the continuity (upper and lower semi-continuity)525

of the numerical attractors depending on the nonlinearity f or the external force g.526

The Hausdorff metric between two subsets X,Y ⊂ `2 is defined by527

disth(X,Y ) = max(d(X,Y ), d(X,Y )), d(X,Y ) := sup
x∈X

inf
y∈Y
‖x− y‖.528

529

Corollary 5.5. Denoting the numerical attractor Aε by Aε(α, g), depending on530

the constant α in (1.2) and the force g, we have531

lim
α→∞

disth(Aε(α, g), {0}) = 0 and lim
g→0

disth(Aε(α, g), {0}) = 0.532
533

In particular, if f1 and f2 satisfy (2.2) with the same constant α, then534

lim
α→∞

disth(Aε(f1),Aε(f2)) = 0.535
536

Proof. By (5.6) we have537

disth(Aε(α, g), {0}) = ‖Aε(α, g)‖ ≤ ‖g‖
α
→ 0538

539

as α→∞ or g → 0. By (5.6) again,540

disth(Aε(f1),Aε(f2)) ≤ ‖Aε(f1)‖+ ‖Aε(f2)‖ ≤ 2
‖g‖
α
→ 0541

542

as α→∞.543

Remark 5.6. A continuous function f : R → R satisfies the dissipative condition544

(2.2) if and only if the curve y = f(s) falls in the area surrounded by two straight545

lines y = −αs and s = 0, In particular, the graph of y = f(s) closes to the vertical546

axis as α→∞, see FIG. 2.547

Fig. 2. Graph and limit of f

6. Convergence from numerical attractor to global attractor. We are in548

a position to establish the upper semi-continuity of the numerical attractors.549
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Theorem 6.1. Let Aε and A be the numerical attractor and the global attractor550

for IES (3.1) and Eq.(2.3) respectively. Then it holds the upper semi-continuity under551

the Hausdorff semi-metric552

lim
ε→0+

d`2(Aε,A) = 0.(6.1)553
554

Proof. Suppose (6.1) is false, then there are εk ↓ 0 (as k → +∞), xk ∈ Aεk and555

δ0 > 0 such that556

d`2(xk,A) ≥ δ0, ∀k ∈ N.(6.2)557558

Since the global attractor A attracts Br∗(0), we can find a T > 0 such that559

d`2(u(t;Br∗(0)),A) <
δ0
2
, ∀t ≥ T.560

561

We can assume εk < 1 for all k ∈ N. Then, for each k ∈ N, there exists nk ∈ N such562

that εknk ∈ [T, T + 1] and thus563

d`2(u(εknk;Br∗(0)),A) <
δ0
2
, ∀k ∈ N.564

565

By the invariance of each attractor Aεk , we have xk = Sεk(nk)yk for some yk ∈ Aεk ⊂566

Br∗(0). Now, the discretization error (4.6) in Lemma 4.5 implies567

‖Sεk(nk)yk − u(εknk; yk)‖ ≤ εkCT+1,r∗ ,568569

where the constant depends on T + 1 in view of εknk ≤ T + 1. Since εk ↓ 0, there is570

an k0 ∈ N such that571

‖Sεk(nk)yk − u(εknk; yk)‖ < δ0
2
, ∀k ≥ k0.572

573

Therefore, for all k ≥ k0,574

d`2(xk,A) = dist`2(Sεk(nk)yk,A)575

≤ ‖Sεk(nk)yk − u(εknk; yk)‖+ d`2(u(εknk;Br∗(0)),A) <
δ0
2

+
δ0
2

= δ0,576
577

which gives a contradiction to (6.2).578

Corollary 6.2. The union ∪ε∈(0,ε∗]Aε is relatively compact in `2.579

Proof. Let {xk}k∈N be a sequence taken from the union. Then there is {εk} ⊂580

(0, ε∗] such that xk ∈ Aεk . We prove that {xk}k∈N has a convergent subsequence in581

two cases.582

Case 1: inf εk > 0. Then εk ∈ [ε0, ε
∗] for some ε0 > 0. By Lemma 5.1, the583

tail estimate of solutions is uniform for all εk. More precisely, for δ > 0, there is584

N(δ), I(δ) ∈ N such that for all n ≥ N ,585

‖Sεk(n)u0‖`2(|i|>I) < δ, ∀ n ≥ N, k ∈ N, u0 ∈ Br∗(0).586587

The invariance implies xk = Sεk(N)yk for some yk ∈ Br∗(0) and thus588

‖xk‖`2(|i|>I) < δ, ∀k ∈ N.(6.3)589590
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Since {xk} is bounded in `2, its truncation on `2(|i| ≤ I) = R2I+1 is also bounded.591

Hence the truncated sequence of {xk} has a finite δ-net in R2I+1, which together592

with (6.3) implies that the sequence {xk} has a finite 2δ-net and thus it is relatively593

compact in `2.594

Case 2: inf εk = 0. Passing to a subsequence, we assume εk → 0. By the upper595

semi-continuity as in Theorem 6.1, we have596

d`2(xk,A) ≤ d`2(Aεk ,A)→ 0 as k →∞.597598

SinceA is compact, we see from [9, lemma 2.3] that the sequence {xk} has a convergent599

subsequence.600

Remark 6.3. The uniform compactness of attractors is usually applied to prove601

the upper semi-continuity, see [28, 37]. For the numerical attractors, the situation is602

reversed.603

7. Finitely dimensional approximation of numerical attractors . How to604

truncate the IES (3.1) on a finite-dimensional space? For each m ∈ N, the operator605

F : `2 → `2 has a natural truncation given by606

Fm : R2m+1 → R2m+1, Fm(x) = (f(xi))|i|≤m, ∀x = (xi)|i|≤m ∈ R2m+1.607608

However, it is not easy to truncate the discrete p-Laplace operators Ap because609

Apx (x = (xi)|i|≤m) involves two unknown components xm+1 and x−m−1 outside610

R2m+1. To overcome it, we use the periodic boundary conditions (see [2, 17])611

xm+1 = x−m and x−m−1 = xm.612613

So, the truncation Ap,m : R2m+1 → R2m+1 of Ap can be defined by614

(Ap,mx)−m = |x−m+1 − x−m|p−2(x−m+1 − x−m)− |x−m − xm|p−2(x−m − xm),615

(Ap,mx)i = (Apx)i, ∀|i| < m,616

(Ap,mx)m = |x−m − xm|p−2(x−m − xm)− |xm − xm−1|p−2(xm − xm−1)617618

for all x = (xi)|i|≤m ∈ R2m+1. For p > 2, the truncated operator Ap,m is nonlinear619

and thus it is not a matrix. But Ap,m is a function of matrixes620

Ap,mx = −BTm(|Bmx|p−2Bmx), ∀x ∈ R2m+1,621622

where BTm is the transport matrix of Bm and623

Bm =



−1 1 0 · · · 0

0 −1
. . .

. . .
...

...
. . .

. . .
. . . 0

0
. . . −1 1

1 0 · · · 0 −1


∈ (R2m+1)2.624

As in (3.2), Ap,m : R2m+1 → R2m+1 is locally Lipschitz continuous:625

‖Ap,mx−Ap,my‖ ≤ Lp,r‖x− y‖ and ‖Ap,mx‖ ≤ Lp,r‖x‖, ∀x, y ∈ Bmr (0),(7.1)626627

where Bmr (0) is the ball in R2m+1 and Lp,r := (p− 1)22prp−2.628

Then the IES (3.1) can be truncated as follows:629

uε,mn = uε,mn−1 + ενAp,mu
ε,m
n + εFm(uε,mn ) + εg|m, uε,m0 = um0 ∈ R2m+1,(7.2)630631

where g|m := (gi)|i|≤m ∈ R2m+1 is the truncation of g ∈ `2, and the unknown is632

denoted by uε,mn = (uε,mn,i )|i|≤m ∈ R2m+1.633
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7.1. Existence and bound of truncated numerical attractors. As in the634

infinite dimension case, we show that the truncated IES (7.2) with small step size is635

solvable when the initial datum belongs to some suitable balls.636

Lemma 7.1. For each r0 > ‖g|m‖/α and m ∈ N, there is εr0 > 0, such that,637

for all ε ∈ (0, εr0 ] and um0 ∈ Bmr0(0), the truncated IES (7.2) has a unique solution638

{uε,mn }n∈N which satisfies639

‖uε,mn ‖2 ≤
1

1 + εα

(
‖uε,mn−1‖2 +

ε

α
‖g|m‖2

)
.(7.3)640

641

In particular, for all n ∈ N, uε,mn ∈ Bmr0(0).642

Proof. We recursively prove it as done in Theorem 3.1. Consider the case n = 1.643

For ε > 0 and um0 ∈ Bmr0(0), we denote by644

Mε
um0

(x) = um0 + ενAp,mx+ εFm(x) + εg|m, ∀x ∈ Bmr0+1(0).645
646

By the local Lipschitz continuity of Ap,m and Fm, we have647

‖Mε
um0

(x)‖ ≤ ‖um0 ‖+ ε(ν‖Ap,mx‖+ ‖Fm(x)‖+ ‖g|m‖)648

≤ r0 + ε
(

(r0 + 1)(νLp,r0+1 + Lr0+1) + ‖g|m‖
)
.649

650

Using ‖g‖ instead of ‖g|m‖ we put651

εr0 :=
1

(r0 + 1)(νLp,r0+1 + Lr0+1) + ‖g‖
,(7.4)652

653

which is independent of m. Since ‖g|m‖ ≤ ‖g‖, it follows that for all ε ∈ (0, εr0 ],654

‖Mε
um0

(x)‖ ≤ r0 +
(r0 + 1)(νLp,r0+1 + Lr0+1) + ‖g|m‖
(r0 + 1)(νLp,r0+1 + Lr0+1) + ‖g‖

≤ r0 + 1,655
656

which means thatMε
um0

: Bmr0+1(0)→ Bmr0+1(0) is well-defined. By the local Lipschitz657

continuity of Ap,m and Fm again, for all ε ∈ (0, εr0 ] and x, y ∈ Bmr0+1(0),658

‖Mε
um0

(x)−Mε
um0

(y)‖ ≤ ε(ν‖Ap,mx−Ap,my‖+ ‖Fm(x)− Fm(y)‖)659

≤ ε(νLp,r0+1 + Lr0+1)‖x− y‖ ≤ 1

r0 + 1
‖x− y‖.660

661

Then the contraction mapping principle implies that the first equation of (7.2) has a662

unique solution uε,m1 ∈ Bmr0+1(0) for all ε ∈ (0, εr0 ].663

Now, we take the R2m+1-inner product of the truncted IES (7.2) with uε,m1 , the664

result is665

‖uε,m1 ‖2 = 〈um0 , u
ε,m
1 〉+ εν〈Ap,muε,m1 , uε,m1 〉+ ε〈Fm(uε,m1 ), uε,m1 〉+ ε〈g|m, uε,m1 〉.(7.5)666667

Since Ap,m is the function of the matrix Bm, it follows that for all x ∈ R2m+1,668

〈Ap,mx, x〉 = −〈|Bmx|p−2Bmx,Bmx〉 = −
∑
|i|≤m

|(Bmx)i|p ≤ 0.669

670

Hence, by estimating other three terms in (7.5) and using the method in Theorem671

3.1, we obtain672

‖uε,m1 ‖2 ≤
1

1 + εα

(
‖um0 ‖2 +

ε

α
‖g|m‖2

)
.673

674
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Since r0 > ‖g|m‖/α and um0 ∈ Bmr0(0), it follows that675

‖uε,m1 ‖2 ≤
1

1 + εα

(
r20 +

ε

α
‖g|m‖2

)
676

=
1

1 + εα

(
r20 −

‖g|m‖2

α2

)
+

1

1 + εα

(‖g|m‖2
α2

+
ε

α
‖g|m‖2

)
677

=
1

1 + εα

(
r20 −

‖g|m‖2

α2

)
+
‖g|m‖2

α2
≤ r20,678

679

which means uε,m1 ∈ Bmr0(0) for all ε ∈ (0, εr0 ]. Repeating the above process with680

uε,mn−1 ∈ Bmr0(0) instead of um0 ∈ Bmr0(0), the recursive proof is available.681

Note that the radius r∗ and step size ε∗ in the previous sections satisfy682

r∗ =

√
1 +
‖g‖2
α2

>
‖g|m‖
α

, and ε∗ = εr∗ ,683
684

where εr∗ is defined as in (7.4). By Lemma 7.1, for each ε ∈ (0, ε∗] and m ∈ N, we685

can define a discrete semigroup by686

Sε,m(n) : Bmr∗(0)→ Bmr∗(0), Sε,m(n)um0 = uε,mn (um0 ), ∀n ∈ N0.687688

Theorem 7.2. For each ε ∈ (0, ε∗] and m ∈ N, the discrete semigroup Sε,m(·)689

has a (numerical) attractor Aε,m such that690

Aε,m ⊂ Bm‖g|m‖/α(0) and Aε,m is connected.(7.6)691
692

Proof. The existence of a unique attractor Aε,m follows from the compactness of693

the state space Bmr∗(0) immediately. The connection of Aε,m follows from the same694

method as in Theorem 5.2.695

To prove the bound of the attractor, we put r0 ∈ (‖g|m‖/α, r∗) and prove that696

Bmr0(0) is an absorbing set for the semigroup Sε,m(·). It suffices to prove that Bmr0(0)697

absorbs the whole state space Bmr∗(0). Iterating (7.3) in Lemma 7.1, we have for all698

um0 ∈ Bmr∗(0),699

‖uε,mn ‖2 ≤
1

1 + εα

(
‖uε,mn−1‖2 +

ε

α
‖g|m‖2

)
700

≤ ‖um0 ‖2

(1 + εα)n
+
ε

α
‖g|m‖2

n∑
j=1

1

(1 + εα)j
≤ (r∗)2

(1 + εα)n
+
‖g|m‖2

α2
.701

702

Since r0 > ‖g|m‖/α, it follows that there is N ∈ N such that for all n ≥ N ,703

‖uε,mn ‖2 ≤
(
r20 −

‖g|m‖2

α2

)
+
‖g|m‖2

α2
= r20.704

705

Since r0 < r∗, we see from (7.4) that εr0 > ε∗. By Lemma 7.1, Bmr0(0) is positively706

invariant under Sε,m(·) for all 0 < ε ≤ ε∗ (and thus ε ≤ εr0). Therefore,707

Aε,m = ∩k∈N∪n≥kSε,m(n)Bmr0(0) ⊂ Bmr0(0)708709

for all ε ∈ (0, ε∗] and r0 ∈ (‖g|m‖/α, r∗). Taking the limit as r0 → ‖g|m‖/α, we obtain710

the inclusion in (7.6).711
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7.2. Convergence from truncated attractor to numerical attractor. The712

following result states that the tail of any element in Aε,m is uniformly small in713

ε ∈ (0, ε∗] as m→∞.714

Lemma 7.3. For each δ > 0, there exists I(δ) ∈ N such that for all m ∈ N and715

ε ∈ (0, ε∗],716 ∑
I(δ)≤|i|≤m

|xi|2 < δ, ∀(xi)|i|≤m ∈ Aε,m,(7.7)717

718

where the sum is zero if m < I(δ).719

Proof. Taking the inner product of the truncated IES (7.2) with ξmk u
ε,m
n in R2m+1,720

where ξmk = (ξk,i)|i|≤m, we obtain721 ∑
|i|≤m

ξk,i|uεn,i|2 = (uε,mn−1, ξ
m
k u

ε,m
n )722

+ εν(Ap,mu
ε,m
n , ξmk u

ε,m
n ) + ε(Fm(uε,mn ) + g|m, ξmk uε,mn ).723724

Since Ap,m and Ap have the same local Lipschitz constants, we can similarly obtain725

ν(Ap,mu
ε,m
n , ξmk � uε,mn ) ≤ Cp

k
(r∗)p.(7.8)726

727

where the constant Cp is independent of m. Hence, by other same arguments as in the728

proof of Lemma 5.1, it follows that, for each δ > 0 and ε ∈ (0, ε∗], there are Nε(δ) ∈ N729

and I(δ) ∈ N such that730 ∑
I(δ)≤|i|≤m

|uε,mn,i |
2 < δ, ∀n ≥ Nε(δ).731

732

Given now x ∈ Aε,m with arbitrary ε ∈ (0, ε∗] and m ∈ N. The invariance implies733

that734

x = Sε,m(Nε(δ))u
m
0 = uε,mNε(δ)(u

m
0 ), for some um0 ∈ Bmr∗(0),735

736

and thus737 ∑
I(δ)≤|i|≤m

|xi|2 =
∑

I(δ)≤|i|≤m

|uε,mNε(δ),i|
2 < δ,738

739

which implies (7.7) as desired.740

Any x ∈ R2m+1 has a null-extension x̃ ∈ `2 defined by741

x̃i = 0, ∀|i| > m, x̃i = xi, ∀|i| ≤ m.742743

Then a set D in R2m+1 still has a null-extension set in `2 denoted by D̃. In this744

viewpoint, both attractors Aε,m and Aε can be contained into the same ball Br∗(0)745

of `2.746

Theorem 7.4. For each ε ∈ (0, ε∗], the numerical attractor Aε,m of the truncated747

IES (7.2) upper semi-converges to the attractor Aε of the IES (3.1), i.e.748

d`2(Aε,m,Aε) := d`2(Ãε,m,Aε)→ 0, as m→∞.(7.9)749750

This manuscript is for review purposes only.



20 Y. LI, S. YANG AND T. CARABALLO

Proof. Suppose (7.9) is false for a fixed ε ∈ (0, ε∗]. Then there are η0 > 0, a751

subsequence {mj} of {m} and xmj ∈ Aε,mj such that the null-extension x̃mj of xmj752

satisfies753

d(x̃mj ,Aε) ≥ η0, ∀j ∈ N.(7.10)754755

The solution of (7.2) with the initial data xmj is given by756

uε,mjn = uε,mjn (xmj ) = Sε,mj (n)xmj , ∀n ∈ N0, j ∈ N.757758

Since xmj ∈ Aε,mj , it follows that the solution u
ε,mj
n can be expanded as an entire759

solution, i.e. defined for all n ∈ Z.760

Since u
ε,mj
n ∈ Aε,mj for all n ∈ Z, it follows from Lemma 7.3 that, for each δ > 0,761

there is I(δ) ∈ N such that762 ∑
|i|≥I(δ)

|ũε,mjn,i |
2 =

∑
I(δ)≤|i|≤mj

|uε,mjn,i |
2 < δ2, ∀n ∈ Z, j ∈ N,(7.11)763

764

where ũ is the null-extension of u. By the previous discussion, all attractors are765

contained in those balls of radius r∗ and thus the double sequence766

{(ũε,mjn,i )|i|<I(δ) : n ∈ Z, j ∈ N}767
768

is bounded in R2I(δ)−1 and thus it has a finite δ-net, which together with (7.11) implies769

that the double sequence770

{ũε,mjn : n ∈ Z, j ∈ N}771772

has a finite 2δ-net and thus it is relatively compact in `2. By a diagonal argument,773

there are {u∗n : n ∈ Z} ⊂ `2 and an index subsequence (denoted by itself) of {j} such774

that775

‖ũε,mjn − u∗n‖ → 0 as j →∞, ∀n ∈ Z.(7.12)776777

We then prove that {u∗n : n ∈ Z} is an entire solution of the IES (3.1). As an778

entire solution, {uε,mjn : n ∈ Z} satisfies the truncated IES (7.2) for all n ∈ Z:779

uε,mjn = u
ε,mj
n−1 + ενAp,mju

ε,mj
n + εFm(uε,mjn ) + εg|mj .780781

We now fix i ∈ Z, then there is ji ∈ N such that for all j ≥ ji we have mj ≥ |i|+1,782

and thus783

u
ε,mj
n,i = ũ

ε,mj
n,i , (Ap,mju

ε,mj
n )i = (Apũ

ε,mj
n )i, (g|mj )i = gi784

785

for all j ≥ ji and n ∈ Z. Hence, the ith-component of the entire solution u
ε,mj
n786

satisfies787

ũ
ε,mj
n,i = ũ

ε,mj
n−1,i + εν(Apũ

ε,mj
n )i + εf(ũ

ε,mj
n,i ) + εgi(7.13)788

789

for all n ∈ Z and j ≥ ji. By the local Lipschitz continuity of Ap and F , we have790

|(Apũε,mjn )i − (Apu
∗
n)i| ≤ ‖Apũε,mjn −Apu∗n‖ ≤ Lp,r∗‖ũε,mjn − u∗n‖,791

|f(ũ
ε,mj
n,i )− f(u∗n,i)| ≤ ‖F (ũε,mn )− F (u∗n)‖ ≤ Lr∗‖ũε,mjn − u∗n‖.792

793
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Letting j →∞ (thus mj →∞) in (7.13) and using (7.12), we obtain794

u∗n,i = u∗n−1,i + εν(Apu
∗
n)i + εf(u∗n,i) + εgi, ∀n ∈ Z.795796

Since i ∈ Z is arbitrary, it follows that {u∗n : n ∈ Z} is a (bounded) entire solution of797

the truncated IES (7.2). Hence, u∗0 ∈ Aε, which together with798

x̃mj = ũ
ε,mj
0 → u∗0 as j →∞799800

gives a contradiction to (7.10).801

7.3. Lower semi-continuity of numerical attractors for viscosity zero.802

We denote the restrictions of an element x ∈ `2 and a subset D ⊂ `2 on R2m+1 by803

x|m = (xi)|i|≤m and D|m = {y ∈ R2m+1 : ∃x ∈ D, s.t. y = x|m}.804805

806

Proposition 7.5. For each ε ∈ (0, ε∗], the numerical attractor Aε of the IES807

(3.1) satisfies the following lower semi-continuity:808

lim
m→∞

d`2(Aε,Aε|m) = 0.(7.14)809
810

Proof. By Lemma 5.1, for each δ > 0, there are I(δ) ∈ N and Nε(δ) ∈ N such811

that the solution of the IES (3.1) satisfies812

‖Sε(n)u0‖`2(|i|≥I(δ)) < δ, ∀n ≥ Nε(δ), u0 ∈ Br∗(0).813814

Given any x ∈ Aε. By the invariance, we have x = Sε(Nε(δ))y for some y ∈ Aε.815

Hence, for all m ≥ I(δ),816

‖x− x̃|m‖2 = ‖x‖2`2(|i|≥m) = ‖Sε(Nε(δ))y‖2`2(|i|≥m) < δ2.817
818

Since x̃|m ∈ Ãε|m, it follows that for all m ≥ I(δ) and x ∈ Aε,819

d`2(x, Ãε|m) ≤ ‖x− x̃|m‖ < δ,820821

which further implies822

d`2(Aε, Ãε|m) = sup
x∈Aε

d`2(x, Ãε|m) < δ,823

824

for all m ≥ I(δ). Hence the lower semi-continuity (7.14) holds as desired.825

However, Aε,m 6= Aε|m generally, where Aε,m is the truncated numerical attractor826

for the truncated IES (7.2). We only prove the lower semi-continuity in a special case827

of viscosity zero.828

Theorem 7.6. Suppose ν = 0 in both IES (3.1) and (7.2). Then, for each ε ∈829

(0, ε∗], we have the following lower semi-convergence:830

lim
m→∞

d`2(Aε,Aε,m) = 0.(7.15)831
832

Proof. Given x ∈ Aε. We know that the solution un := uεn(x) = Sε(n)x can be833

expanded into an entire solution defined for all n ∈ Z. Hence, the entire solution834

{un : n ∈ Z} satisfies835

un = un−1 + εF (un) + εg, ∀n ∈ Z, u0 = x.(7.16)836837
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The component form of (7.16) can be read as838

un,i = un−1,i + εf(un,i) + εgi, ∀n ∈ Z, i ∈ Z.(7.17)839840

Considering the truncation of (7.17) for those components |i| ≤ m, it follows that841

un|m satisfies842

un|m = un−1|m + εFm(un|m) + εgm, ∀n ∈ Z,843

u0|m = x|m ∈ R2m+1,844845

which means {un|m : n ∈ Z} is an entire solution of the truncated IES (7.2) with846

ν = 0. Due to the positively invariance, we know un|m ∈ Bmr∗(0) and thus the entire847

solution is bounded in R2m+1, which implies848

x|m = u0|m ∈ Aε,m.849850

Denote by x̃|m the null-expansion of x|m, by x ∈ `2, we have851

lim
m→∞

‖x̃|m − x‖ = lim
m→∞

∑
|i|>m

|xi|2 = 0.(7.18)852

853

Suppose now the lower semi-convergence (7.15) is false. Then there is a subse-854

quence {mj} of {m} and δ0 > 0 such that855

d`2(Aε, Ãε,mj ) > δ, ∀j ∈ N,856857

where the tilde denotes the null-expansion of the set. Furthermore, for each j ∈ N,858

there is yj ∈ Aε such that859

d`2(yj , Ãε,mj ) > δ, ∀j ∈ N.(7.19)860861

Since Aε is compact in `2, there is an index subsequence {jk} of {j} such that yjk → x862

for some x ∈ Aε.863

By the previous proof, we know x|m ∈ Aε,m such that (7.18) holds. In particular,864

lim
k→∞

‖x̃|mjk − x‖ = 0, and x̃|mjk ∈ Ãε,mjk .865
866

Hence,867

d`2(yjk , Ãε,mjk ) ≤ ‖yjk − x‖+ ‖x− x̃|mjk ‖868

+ d`2(x̃|mjk , Ãε,mjk )→ 0, as k →∞,869
870

which contradicts (7.19).871

7.4. Final Conclusions. As displaying in FIG. 1, we have established a path872

of upper semi-convergence from the truncated numerical attractor Aε,m to the global873

attractor A through the numerical attractor Aε, see Theorems 7.4 and 6.1.874

On the other hand, we can establish another path of upper semi-convergence from875

Aε,m to A through Am, where Am is the attractor of the following truncated LDS of876

LDS (2.3):877

du(t)

dt
= νAp,mu(t) + Fm(u(t)) + g|m, u(0) ∈ R2m+1.878

879
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In fact, by the similar method as in Theorem 6.1, one can prove the upper semi-880

convergence from Aε,m to Am, while the upper semi-convergence from Am to A881

follows from the same method as in [2].882

Only in the special case of ν = 0, we can establish the two classes of lower semi-883

convergence as in FIG. 1. Lower semi-convergence in other cases remains open.884
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