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1.1 Proliferative heterogeneity: definition and key concepts.  
 
Heterogeneity can be defined as “the quality or state of being diverse in character 
or content” (Oxford language dictionary), in other words, the presence of 
different features within a population of any kind. Cell populations are also 
characterized by the presence of heterogeneity among its members (Ackermann, 
2015; Ryall et al., 2012a; Sánchez-Romero & Casadesús, 2014a). It has been widely 
studied that isogenic cells show phenotypical heterogeneity that does not 
depend on mutations or environmental changes, and this is common on all 
organisms. Not only do they differentiate from other cell types, in an organ or 
tissue, for example, but also in monoclonal populations. In the latter case, this 
heterogeneity is known as cell to cell variability and can be present on any aspect 
of their phenotype or genotype: shape, growth rate, differential expression of 
genes, size, mutations, etc. 4–7. 
 
There is a particular type of heterogeneity that affects the velocity or the capacity 
of certain cells to divide. This is referred as proliferative heterogeneity8–10 and it 
is commonly studied from unicellular microorganisms to human cells, due to its 
major role in population fitness and survival and to its relationship with resistance 
mechanisms in pathogenic infections and in cancer cells (figure 1 and 2)11–14. For 
this reason, the understanding of the mechanisms underlying this proliferative 
heterogeneity and its consequences is of great importance and could be easily 
translated to humans from microorganisms’ studies. In this thesis, we will focus 
on proliferative heterogeneity. 

 
Figure 1 Effects of clonal heterogeneity in the progression of a tumour caused by mutations. Due to the enhanced 
proliferation and uncontrolled division of tumorigenic cells, the probability of mutations is increased. As a result, in 
one tumour that comes from the division of clonal cells, there are different subset of cancer cells in this population 
with different proliferation rates and characteristics 14. 
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Figure 2. Proliferative heterogeneity in a clonal culture of S.cerevisiae. We observe a real time imaging of the 
proliferation of 3 different cells from a clonal yeast culture. Even though these cells share the same genetic 
information, their proliferation is very different6.  

 

1.2 Heterogeneity: genetic and non-genetic 
 
The differences among cells within the same culture, arisen by mutations or any 
other kind of changes in cells genome that alters their DNA sequence, are known 
as genetic heterogeneity 15–20. Alterations in the DNA sequence can lead to 
phenotypical changes creating a source of heterogeneity within, originally, clonal 
cultures. A typical example of heterogeneity caused by genetic alterations are 
tumoral cells. Their genomic instability leads to the accumulation of certain 
mutations that, eventually, leads to uncontrolled proliferation and resistance to 
death signals. 
However, and interestingly, there are differences among genetically identical 
cells, designed as “non-genetic heterogeneity” or phenotypical heterogeneity, 
and they can be displayed at different levels: morphology, resistance to drugs, 
tolerance to different types of stress or heterogeneity in proliferation capacity, 
among others 6,21–24. 
 
Within the non-genetic heterogeneity category, one of the more studied sources 
of heterogeneity on isogenic population are epigenetic differences among clonal 
cells. Despite the lack of consensus on the definition of epigenetics, most of the 
scientific community considers epigenetic changes those that meet the following 
two criteria: they alter chromatin configuration, and they are hereditable 25. 
Epigenetic phenomena are broadly studied and a lot of advances have been made 
on this field, identifying a wide range of chromatin modifications and thousands 
of different patterns related to one or another state of the chromatin. Bacteria 
and yeast have been a great tool for these studies, since their epigenetic 
footprints are simpler than higher eukaryotes but still hold a lot of similarities 
26,27. In case of Saccharomyces cerevisiae and Schizosaccharomyces pombe, 
histone acetylation is the main chromatin mark linked to epigenetic phenomena 
25. 

     0h    4h        8h  
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Another source of non-genetic proliferative heterogeneity are differences in 
expression patterns of several genes 8,21,28,29 among clonal cells exposed to the 
same environment, caused by small fluctuations in certain protein 
concentrations, mRNA levels, or small differences in cell cycle progression that 
leads to this proliferative heterogeneity. These changes are referred as “noise” 
and they may be caused by stochastic differences in gene expression, mRNA 
degradation or different mRNA isoforms expression, or it can be caused by other 
phenomena such as asymmetric division in S. cerevisiae. In this thesis work, we 
will focus on the heterogeneity that arises from non-genetic sources. 
 
 
It has been proposed that the evolutional significance of said heterogeneity is the 
perseverance of part of the population even if the environment changes 
drastically, and therefore, it would mean a favorable trait for its own survival as 
a culture 30. In budding yeast, proliferative heterogeneity is also well described as 
a fitness and survival mechanism but, in addition to this, heterogeneity also plays 
a role in fitness through the replicative life of the culture. 
 

1.2.1 Importance of proliferative non-genetic heterogeneity  
 
Commonly in all microorganisms, variability in phenotypic attributes increase the 
population fitness when exposed to fluctuating conditions or environments. 
 
In bacteria and yeast cultures, bistable systems conform a bet-hedging strategy 
to survive challenging conditions. This bistability consists of a two steady 
phenotypical state in a clonal population, which gives it a selective advantage 
within variable environments. Thanks to this mechanism part of the population 
will survive to a specific change in culture conditions and, this way, ensure the 
production of more offspring. Something interesting about bet-hedging is that 
the differential gene expression that will eventually lead to survival of part of the 
population is prior to any change30–33   
 
Bacteria populations guarantee their survival as a group betting on two or several 
phenotypic states that will favor part of the culture in one condition but may be 
deleterious in others. As an example, heterogeneity in expression patterns in 
critical functions within resistance mechanisms contributes to resistance to 
antibiotics in Salmonella enterica.34 studies reveal that there is heterogeneous 
expression of OmpC, an outer-membrane porin, and this heterogeneity is also 
responsible for the heterogeneity found in S. enterica against Kanamycin. Cells 
expressing lower levels of this porin, showed an increased resistance to the 
antibiotic. As ompC expression is downregulated by Kanamycin presence, and 
this increases resistance, it is possible that a feedback loop is also participating in 
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this resistance mechanism. This implies that ompC expression is noisy enough to 
produce two subpopulations: one has reached the lower expression threshold 
necessary for resistance in the event of Kanamycin appearance in their 
environment; the other one have enough porin to have great fitness at the 
expense of susceptibility to Kanamycin. This is an example of how populations 
“bet” on a particular expression profile, which is usually decided stochastically, 
either betting on their fitness in normal conditions, or in their survival given any 
deleterious change in the environment.  
Another strategy example are persistent cells: these bacteria have a slow growth 
phenotype, sometimes entering a spore state, allowing them to better face 
adverse conditions. In this case, this part of the bacterial population is somehow 
“waiting” for environment changes rather than betting on an expression pattern 
that will favor them in case of a specific condition change. In the first case, slow 
growth phenotype favors resistance to stress or enables a better adaptive 
response 35. 
 
In yeast, cell to cell variation and bet hedging strategies are also present. 
Proliferative heterogeneity is tightly related to growth rate heterogeneity, and 
this is commonly observed in Saccharomyces cerevisiae cultures, growing in 
identical environments36,37. As a proof of that, Murat A, et al. (Acar et al., 2008b) 
designed a quite simple experiment in which it is demonstrated that yeast 
populations improve its fitness thanks to the natural fluctuations in gene 
expression that would make part of the population better fit to a changing 
environment. Under normal conditions, fast growers out-compete slow growers, 
however, when environment conditions change, slow growers take over the 
culture. This suggest a survival mechanism in which yeast cultures ensures the 
survival of, at least, part of the population under changing conditions.  
 
Levy et al. 36, studied bet hedging in yeast and found that clonal yeast populations 
display a wide range of growth rates and that this growth rate is inversely 
proportional to several stresses resistance. They found that older cells (generally, 
those cells that have undergone more than 17-20 divisions) , which usually grow 
slower than younger cells, had more Tsl1 (trehalose synthase) expression 
abundance, a protein involved in stress response, making them more resistant to 
acute stress conditions. However, not only older cells had more Tsl1, they found 
that a heterogeneous expression of Tsl1 exists among clonal cells and this 
correlated with the growth rate. Moreover, following studies 38 showed that the 
responsible element for this heterogeneity in the expression of Tsl1 is a 
heterogeneous expression of cAMP. cAMP is implied in nutrient sensing and 
other stress-related responses through the Ras/cAMP/PKA pathway. In glucose 
deficit conditions, cAMP levels decrease, which decrease PKA levels (cAMP 
inhibits bcy1 in normal conditions, a PKA inhibitor). This dephosphorylates Msn2 
and Msn4, allowing it to go to the nucleus. As a consequence, there is a decrease 
in growth rate and an activation of stress-response genes transcription.  
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Their findings suggest that cAMP and PKA levels are implicated in the correlation 
between slow growth and stress tolerance. In fact, increasing cAMP levels in cells, 
reduces the number of slow growers in the culture and a decrease in the 
heterogeneity of Tsl1 expression. Complementary to this, cells expressing more 
Tsl1 were slow growing subpopulation and had less natural cAMP expression. 
Interestingly, Msn2 nucleus localization is also heterogeneous among clonal cells 
and correlates with growth rate. Msn2 and Msn4 are both responsible for the 
correlation between slow growth phenotype and Tsl1 abundance. This means 
that fluctuations in cAMP levels ends in differential Msn2 and Msn4 expression, 
having as consequence heterogeneity in growth rates and in stress tolerance. 
 
On another hand, S. cerevisiae replicative aged cells lose progressively 
proliferative capacity until they reach senescence39. This means that aged cells 
grow slower than young cells and may overcome challenging environments 
better than the latter. Though the relationship between replicative aging and 
proliferative heterogeneity will be more deeply addressed later, it is important to 
notice that age is a source of proliferative heterogeneity and it is also crucial for 
fitness and survival40,41. In fact, when yeast cells are exposed to a limited resource 
environment such as low-metal media, the proliferation of the culture is 
restricted to mother cells, that retain the limiting resource in their vacuoles, and 
daughter cells arrest in G142. This has been proven to be a stress-response 
strategy that enhances the survival and fitness of the culture.  
 
Bringing everything together, it is clear that the fluctuating nature of gene 
expression in microorganisms is a source of survival advantage in population 
sharing the same environments, ensuring the proliferation of, at least, part of the 
population and the progression of the progeny and perpetuation of the culture, 
and that it is tightly related to growth rate 40,41,43–45. It seems that microorganisms 
ensure their survival as a population thanks to fluctuations in critical set of genes 
expression, which leads to proliferative and stress tolerance heterogeneity. in 
this way, slow growing cells would be at disadvantage (in terms of proliferation) 
in normal conditions, but if the environment turns hostile, their slow growth give 
them a critical advantage in the opportunity of adaptation and survival to several 
external stresses34,46–48. 
 
Slow growing subpopulation of cells is not only characterized by higher resistance 
and tolerance to challenging environments, it is also characterized for having a 
quite interesting expression profile. 49shows that this subpopulation expresses 
more diversity of genes than fast growing cells, which have higher expression of 
a smaller subset of genes. This way, slow growing cells diversify their expression 
profile at the expense of their proliferation rate, but in beneficial of their survival 
if the environment changes. That is, because among those genes that are more 
expressed in slow growers that are not or little expressed in the faster 
subpopulation, there is higher probability that there are some useful gene for 
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stress tolerance. Moreover, slow growing cells displays less RNA polymerase 
fidelity. Having more prone to errors RNA polymerase will increase mutations 
which could be deleterious for protein function, but in some cases, it can also 
diversify protein functions, and diversity is a well-known ally for survival and 
resistance when the environment changes. 
 
 

1.3 Experimental methods to address proliferation 
heterogeneity.  

 
Recently, it has become patent for the scientific community that the study of 
whole populations has been of great importance to have a rough idea of how 
living organisms function, however, these studies overlook the differences that 
can be observed when we look at a single cell level. For this reason, in the last 
few years, the necessity to develop different techniques that would allow the 
study of populations at a single-cell level increased and, consequently, nowadays 
there have been developed plenty of different methods to isolate single cells 
from the rest of the culture. 
 
1.3.1 Single cell microencapsulation 
 
Microencapsulation has been used for years in different fields such as 
biochemistry, pharmacology and biomedicine50,51. In the field of biomedicine, it 
has been of great importance on the development of specific drug release in 
certain parts of the body, or the protection of biological active substances from 
any damage (as for example, protection from the immune system). In this thesis, 
microencapsulation technique is employed for the isolation of S.cerevisiae cells 
within an alginate particle that allows the flow of media in and out from the 
microcapsule. These isolated cells can be cultured and later analyzed using 
microscopy and flow cytometry. This technique has the important advantage of 
not only separating one cell from the others, but also the progeny of that single 
cell. This way, for every capsule, it can be analyzed how one single cell has 
progressed and divided, as well as its progeny for a given time of culture52 . 
 
As an example, to microencapsulate cells from a wildtype S.cerevisiae culture, we 
use a mixture of cells and a solution of sodium alginate. The concentration of cells 
used was previously optimized to keep the degree of capsule occupation low. This 
will dramatically increase the number of empty microcapsules, but will ensure 
that the vast majority of microcolonies analyzed are produced by a single cell. 
After the solution preparation, this is injected on a Cellena encapsulator 
(Ingeniatrics) that will use a nebulizer with constant air flux to form droplets of 
this solution. The droplets jellify when they fall into a calcium chloride solution 
forming regular 100µm alginate particles with, in some cases, a single cell trapped 
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inside. These microcapsules are collected and incubated on rich media and the 
analyzed by optical microscopy. Interestingly, the microcolonies produced from 
a clonal culture of S. cerevisiae cells, display a wide range of microcolonies sizes 
as a consequence of different proliferation capacities52 37. 
In light of these facts, the microencapsulation technique not only enables the 
identification of these proliferation differences, but also allows the study of the 
possible causes beneath this heterogeneity.   
 

1.3.2 Real-time imaging 
 
Other methods more recently developed consist of microfluidic devices that 
allows real time imaging of living cells53–58 . These techniques enable the study of 
very interesting aspects of living cells, such as growth rate, replicative life span, 
protein localization changes upon environment fluctuations, etc. 
 
Within this category of methods, we can find different devices: Lee et al.  59 
developed a microfluidic device that trapped cells in a uniform focal plane (Figure 
3). This attached to a fluorescence microscope and adapted into a 96 well plate 
enables the recording of living cells. Moreover, this device allows the change of 
media flux (for example, to change the concentration of glucose or any other 
element of the media) without misplacing the cells, which is of great importance 
for the following tracking of the cells during the recording. This is not exactly a 
single cell trapping device, but allows the imaging of several cells trapped in the 
chamber through the recording time. 
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Figure 3. Live imaging of yeast cells. This microfluidic device is attached to a fluorescent microscope coupled with a 
camera, that allows the recording of living cells within a focal plane. This device enables the live-imaging of several 
cells under controlled environment that can be changed according to the experiment requirements (adapted from 59.  

Similar devices were developed in Welkenhuysen et al. 60 In this model, cells are 
trapped into wells, also forming a monolayer, allowing the recording of cells and 
their daughters across time. In this case, single cells can be trapped into the wells 
if necessary, by adjusting cell concentration. However, several cells fit on every 
well. This device is also attached to a fluorescence microscope and enables the 
imaging of fluorescent tagged elements in the living cell. 
 
Other microfluidic methods consist of the trapping of mother cells, which are 
commonly developed to study replicative life span (Figure 4). These devices58,61,62  
trap single cells in a chamber that allows the rotation of this cell, which is 
important for the release of the new born cell after the budding through the flux 
network. This is quite useful for studying how replicative age affects mother cells 
on a variety of aspects, however, it loses all the information from new born cells, 
which are washed away by the media flow. 
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Figure 4. Live- imaging of replicating mother yeast cells. With this device, mother cells can be recorded through their 
entire lifespan, providing us with a huge amount of information on how mother cells bud, as well as their changes in 
shape, cell cycle progression, expression of certain genes or size through their replicative lifespans. Daughter cells, 
however, are removed by the flow 62.  

 
All methods described above, are great powerful tools for heterogeneity studies. 
Their common limitation is the reduced number of cells that can be analyzed per 
time unit. However, they enable the study of the high heterogeneity found in 
every characteristic analyzed on single cells that, if they were to be studied on 
bulk populations, may be overlooked. 
 

1.3.3 Flow cytometry 
 
Even though this technique does not analyze cells at a single-cell level, it is a 
powerful tool for heterogeneity analysis of cell populations. Thus, flow cytometry 
measures a specific trait of cells within a population by making them flow 
individually in front of its detectors63. Depending on the cytometer, these 
detectors can measure size, complexity and several fluorescent markers by 
exposing cells to a source of light or exciting laser (in case of fluorescence 
detection). Fluorescence plays an important role in flow cytometry, and is 
commonly used to tag different proteins or some other cell elements 64,65. By 
measuring the intensity of fluorescent markers, flow cytometers can distinguish 
small differences of expression among different cells, providing a lot of 
information about the expression of that particular molecule within a population.   
The scattered light registered gives information about cell size and complexity of 
every cell that goes through the detectors, which means, that flow cytometry can 
provide information about several characteristics. Another advantage of this 
technique is the high number of cells that it can analyze per time unit. However, 
the main limitation is the lack of information at a single cell level, which may 
overlook heterogeneous traits among cells not detectable by cytometry. 
 



 
 

18 

In conclusion, all devices to study heterogeneity among isogenic cells have 
advantages and disadvantages, the choice of one or another depends on which 
aspect of heterogeneity needs to be studied.  
 
1.4 Aging as a source of proliferative heterogeneity in clonal 

cultures 
 

1.4.1 Aging model in S. cerevisiae  
 
In S.cerevisiae, aging can be considered from two points of view. The first one, 
considers the number of divisions that cells can make before entering senescence 
and it is known as replicative life span (RLS). In this thesis work, we center our 
attention in the RLS of mother cells. The second one, is calculated by the 
maximum time of survival of non-dividing cells and it is denominated 
chronological life span (CLS) 39,66,67.  
 
Laboratory yeast strains have a mean RLS of approximately 20 divisions 
(depending on the background this number can vary by some 
divisions)(MORTIMER RK & JOHNSTON JR., 1959). This aging process is characterized 
by accumulation of oxidative reactive species (ROS), increased cell volume, 
increased generation times and in the latest states of aging, increased DNA 
damage, loss of DNA repair capacity and failure to activate cell cycle 
checkpoints62,69–72. All this combined, leads to cell senescence and death of 
mother cells after a high number of divisions 73,74.  
 
Interestingly, in S.cerevisiae, the replicative aging process is tightly linked to 
asymmetric division. Due to this phenomenon, mother cells retain aging factors, 
which are deleterious for cell survival and division, allowing the new-born 
daughter cell to gain full proliferative capacity 74. In this way, mother cells keep 
accumulating aging factors on every division until they reach senescence 75–77. The 
canonical model of replicative aging in yeast can be explain using a spiral 67 in 
which every loop represents a cell division (Figure 5). The mother cell gives birth 
to a new-born cell with full proliferative capacity for most of its replicative 
lifespan, retains aging factors and grows in size. However, the retention of aging 
factors, maybe due to the excessive cell volume78 and the severe accumulation 
of them, is defective at late stages or the mother cell lifespan, and it starts giving 
birth to new-born cells with less proliferative capacity and lower replicative 
lifespan. 



 
 

19 

 
Figure 5. Spiral model of replicative aging in S.cerevisiae. This model exemplifies the replicative lifespan of any given 
cell. This cell starts dividing and, with every division, the mother cell gives a new-born cell with full proliferative 
potential but, in turn, the mother cell retains damage and aging factors, as well as growing bigger in size. Finally, due 
to the accumulation of these aging factors, the mother cell dies (Adapted form (Michael Breitenbach et al., 2012)).  

 
In S. cerevisiae, this aging process can be monitored thanks to the formation of 
bud scars on every division, a chitin accumulation on the cell wall of the mother 
cell. This allows the quantification of how many divisions a mother cell has 
produced by simply staining the cell wall with calcofluor and the subsequent 
counting of the bud scars number (Figure 6). 
 

 
Figure 6. Calcofluor staining of a S.cerevisiae microcolony. The calcofluor stain has high affinity for the chitin 
accumulation that forms the bud scars. This impressions on the cell wall are left every time the mother cell divides. 
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1.4.2 Replicative aging and heterogeneity in S. cerevisiae 
 
There are several aspects of replicative aging that impacts on the proliferative 
heterogeneity found in clonal cultures 79–83. The first one and more evident is the 
effect of asymmetric cell division. Moher and daughter cells make a symmetric 
repartition of the majority of the cytoplasmic proteins, however, certain proteins 
and other elements such as ERCs (extrachromosomal rDNA circles) are retained 
in mother cells77,84–86. 
Asymmetric division constitutes an important source of heterogeneity among 
clonal cells in S. cerevisiae. Apart from differential inheritance of deleterious 
aging factors such as misfolded protein aggregates and ERCs between mother and 
daughter cells, the newly replicated Spindle Pole Body (SPB) is also 
asymmetrically inherited by the mother cell. This has been proven to be 
necessary for rejuvenation of the daughter cell, and crucial for its replicative 
lifespan 75. There are a lot of mechanisms implied in maintaining the correct 
asymmetric segregation of aging factor to the mother cell, that includes the old 
SPB systematic inheritance by the daughter cell, in order to preserve the fitness 
of the culture. It basically consists of continuously creating an immortal lineage 
with full replicative capacity, and this confers proliferative heterogeneity to the 
culture, which is also a strategy for fitness and survival itself. In normal 
conditions, cells with higher proliferative capacity outcompete those with lower 
proliferation rates, but are also known for having more susceptibility to toxic 
agents and stresses. Cells with lower proliferation rates, however, conforms the 
subpopulation more resistant to challenging changes in the environment 30.  
The accumulation of aging factors in older cells in a progressively and continuous 
way constitutes a source of heterogeneity among clonal cells proportional to the 
different replicative ages found in the culture. As a consequence, intracellular 
heterogeneity increases with replicative age due to asymmetric cell division. As 
older cells generally have slower proliferation rates, which provides them with 
better adaptation to environment and a more heterogeneous expression profile 
42, they conform a subpopulation of slow grower cells very heterogeneous among 
themselves. 
 
A specific example of this is the accumulation of ERCs and other circular DNAs 
during aging. They are asymmetrically retained into the mother cell during cell 
division, which leads to exponentially higher concentrations of this ERCs with 
replicative age, until a certain threshold of repeats that is too high for the cell to 
maintain cell homeostasis and leads senescence entry and cell death. An 
increased rDNA regions activity produces more ERCs. These are formed by double 
strand breaks and recombination events of the rDNA cluster, caused by the action 
of Fob1, a nucleolar protein that binds rDNA repeats and blocks the transcription 
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fork in order to avoid the collision between DNA replication and rDNA 
transcription machinery 84 
As ERCs, other circular DNAs are also asymmetrically segregated to the mother 
cell and may as well have their own replication fork, which allows its replication 
during S phase. However, some circular DNAs do not have a replication fork or, 
despite having it, the do not replicate efficiently during S phase, so their 
concentration decreases with age. Interestingly, this accumulation of circular 
DNAs is not random. For example, Hull et al. 86 shows that formation of circular 
DNA containing a stress protectant against cooper (CUP1) is proportionally 
dependent on transcription of CUP1 chromosomal locus, and this is regulated by 
cooper presence. This means that mother cells that have been previously 
exposed to cooper, having accumulated circular DNAs containing CUP1 will have 
advantage compared to young cells when a future exposure to cooper occurs. If 
we could extrapolate this to other stress protectant genes, we could explain why 
older cells are more prone to resist environmental changes than young cells, 
having a proliferative advantage in these situations at the expense of having less 
proliferation capacity in not deleterious conditions.  
 
Finally, the more studied gene in aging, SIR2, can also explain some of the 
heterogeneity caused by replicative aging. Sir2 is a NAD+ dependent histone 
deacetylase involved in silencing of heterochromatin regions, especially in the 
regulation of rDNA region stability, and it has been long described as a longevity 
gene. Loss of Sir2 produces instability of rDNA region which leads to a decreased 
replicative lifespan. However, it has little effect on chronological aging, or even 
sir2∆ mutants display a shortened CLS 87.  This means that Sir2 activity prolongs 
the number of times a cell can divide before entering senescence (RLS), but is has 
the opposite effect on the time the cell lives before entering senescence (CLS). 
Some studies 87–89 reveals stochasticity in Sir2 expression, which may lead, once 
surpassed the threshold, to significant differences among cells in terms of their 
replicative life destiny: Higher Sir2 activity increases deacetylation of 
heterochromatin and rDNA regions, silencing them and decreasing genomic 
instability, and this favors an increased proliferation capacity. ERCs accumulates 
almost completely in mother cells, and are thought to interfere with nucleolar 
machinery, leading to senescence and death. This means that cells with higher 
silencing in these regions produce less ERCs and they will have longer 
proliferative lifespan. Interestingly, this differences in epigenetic patterns, that 
produces proliferation heterogeneity among clonal cells, are also caused by 
stochastic variations in Sir2 levels, which suggest that heterogeneity is an 
undeniably complex phenomenon. In terms of replicative capacity, cells with 
higher Sir2 expression will have more advantage. It has been described that cells 
with an increased size have less Sir2 expression and, therefore, a reduced 
replicative lifespan 87 
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In summary, replicative aging together with asymmetric cell division are 
responsible for great part of the proliferative heterogeneity found in clonal yeast 
cells. Therefore, we considered it an important element worthy of study in our 
proliferative heterogeneity field together with cell cycle, as a key connector 
element between asymmetric cell division and cell replicative aging. 
 

1.5 Cell cycle as a source of proliferative heterogeneity 
 

1.5.1 Cell cycle in S. cerevisiae 
 
Cell cycle in yeast have great similarities with mammalian cells. In both, cell cycle 
starts with the commitment of the cell to divide. This decision depends on the 
integration of internal and external signals and, once they have committed, there 
is no way back to the previous cell cycle phase90,91.  
In yeast, as in all eukaryotes and, therefore, similarly to mammals, cells undergo 
through G1 phase to S phase to enter after that G2 and mitosis in which cells 
segregates the chromatids between mother and daughter and finally, the 
cytokinesis separates both cytoplasm. 
 
The restriction point in mammals, or START in yeast, is the point beyond which 
cells commit to cell cycle 90. In yeast cells, START point mainly controls, between 
others, that cells have the correct size to divide. The mechanisms by which cell 
“sense” that they have reached the correct size remains unclear and is a subject 
in discussion. Nevertheless, there seems to be a consensus in that cyclin Cln3 
responds to the “correct-size-signal” forming a complex with Cdc28, the only 
cyclin dependent kinase in yeast. This complex Cln3/Cdc28 inhibits the repressors 
Whi5 and Stb1. They stop repressing the transcription factors SBF and MBF, which 
are responsible for the transcription of more than 200 genes implied in the cell 
cycle progression92. This generates a pulse of transcription that will activate the 
transcription of activators of the cell cycle, but also inhibitors of cell cycle 
repressors (Whi5, among them) 93,94. An example of this are the G1 cyclins Cln1 
and Cln2 that are activators of the G1/S transition but also repressors of Whi5. 
This creates a positive feedback loop that guarantees the no-return of cells to the 
previous cell cycle phase. This transcription pulse, moreover, also enhances the 
transcription of several cyclin repressors that, eventually leads to the degradation 
of the G1 cyclins and the activation of the correct subset of genes for the next cell 
cycle phase (Figure 7)90,95–97. 
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Figure 7. G1/S transition through START. The Cln3-Cdk1 (Cdc28) complex enhances the activity of transcription 
factors SBF and MBF, although it is still not clear whether it does through Whi5 direct inhibition or not. This produces 
the transcription of G1 cyclins Cln1 and Cln2, among other necessary genes for cell cycle progression. These G1 cyclins 
further inhibit Whi5 creating a positive feedback loop that ensures the cell commitment to progress through the cell 
cycle. 

As expected for a critical mechanism for cell survival, cell cycle is tightly regulated. 
There are several checkpoints during cell cycle that control the accuracy and 
correct replication and segregation of the chromosomes, as well as other aspects 
as correct cell size and right spindle body localization. START is the first and 
essential control point during cell cycle and mainly controls, among others 
signals, cell size and nutrients availability. Whi5, as mentioned above, is a G1/S 
transition inhibitor necessary for accurate input into S phase, thus Whi5 mutants 
enter cell cycle with smaller size as the wildtype 98–101. Cln3 also controls cell size 
upon cell cycle progression, however, the lack of this cyclin is neither essential for 
cell cycle progression but, cln3Δ mutants are larger than wildtype cells because 
the longer time spent in G1102,103  
This suggest that cell size is important for division commitment, maybe even for 
culture fitness, but it is not essential. Finally, at START are also controlled other 
aspects of great importance for cell survival as nutrient deprivation or other kind 
of stress. In case of low nutrient availability, cells arrest in G1 trough Sic1, a cyclin 
dependent kinase inhibitor or CDKI. Sic1 is stabilized by the inhibition of TORC1 
pathway upon nutrient restriction and arrest cells in G1, preventing them of 
entering a new cell cycle and enlarging the population in case of nutrient 
deprivation104.  
In other stresses such as osmotic stress, cells are also arrested in G1 by 
downregulation of G1 cyclins thanks to the activity of Hog1. Hog1 is a stress-
activated protein kinase responsible for adaptive responses upon stress, and 
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targets cell cycle regulator such as Whi5 and Msa1105 (a cell cycle activator) to 
coordinately repress G1 cyclins expression 106. 
Another important checkpoint is the DNA damage control in G2/M phase. The 
activation of this checkpoint prevents cells from going through 
metaphase/anaphase transition to avoid chromatids segregation in case of DNA 
damage or incomplete DNA replication of the sister chromatids, and it depends 
on the activation of several proteins implied in the DNA Damage Response or 
DDR. Among these proteins, there are Rad9 and Mec1, necessary for the 
phosphorylation of Rad53, which is essential for DNA damage reparation, G2/M 
arrest and stabilization of replication forks107–109. 
 
The correct progression of the cell cycle and the survival of the progeny depends 
on the correct functioning of these regulatory pathways, that guarantee the 
correct propagation of the genetic material to the next generation. 
 

1.5.2 Whi5 and asymmetric cell division 
 
In light of the information displayed, cell cycle is an utterly essential process for 
cell survival and culture fitness. In S.cerevisiae, the cell cycle is an asymmetric 
division between mother and daughter cell. In this type of division, mother cells 
retain the aging factors, achieving a full replicative potential and rejuvenation for 
their daughters. This has been proven to be of great importance for culture 
fitness 75–77. 
Asymmetric cell division has another characteristic, and it is the size difference 
between mother and daughter cells. In addition to the aging factors, mother cells 
also retain a great part of the cytoplasm, making daughter cells smaller in size. 
This explains why daughter cells spend more time in their first G1 until they reach 
the correct size to divide, although the mechanisms implied in this regulation is 
still poorly understood.  
 

1.5.3 Whi5 role in cell size regulation 
 
What seems clear is that Whi5 plays an important role on this size regulation prior 
to cell cycle entry in daughter cells. It has been shown that daughter cells spend 
more time in G1 thanks to the retention of Whi5 in their nucleus by preventing 
its exportation through the nuclear pore complexes (NPC) 110. These NPC are 
deacetylated by Hos3, a lysine deacetylase that is specifically located to NPCs in 
daughter cells, retaining Whi5 in daughter nuclei but not in their mothers. 
However, how cells decide to enter cell cycle once they have reached the correct 
cell size is still on debate. The fact that cells divide in a very narrow range of size, 
reveals a thigh control of cell size prior to cell division, which why a great number 
of researchers have tried to unravel the mechanisms behind its regulation. 
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Until very recently, some studies 96,101,111–113 shed some light to the mechanisms 
underlying size control and cell division: Whi5 concentration dilution. In this 
study, they postulate that Cln3 and Whi5 synthesis rates escalate differentially 
with cell size. Whi5 is synthesized during late G2/M phase and, in this model, does 
not scale with cell size, which leads to a dilution of the repressor with cell growth. 
In contrast, Cln3 does not increase its activity prior to G1/S transition, but its 
synthesis rate does scale with cell size. This means, that Cln3, the activator, has 
constant concentration and activity while cell grows, however, Whi5 is diluted 
due to the increase in cell size during G1 phase. Reaching the correct threshold 
of Cln3 activity and Whi5 dilution would lead to a rapid Whi5 inhibition and the 
outbreak of cell cycle transition. 
Nonetheless, some other recent studies 114–117 suggest that Whi5 dilution is not 
the key to understand how cells achieve to divide in such a small range of size. 
Although they have found evidences that are consistent with Whi5 dilution taking 
place, some other experiments show that the dilution model is not sufficient to 
explain how cells control the size at which they divide. Firstly, when Whi5 is 
expressed from a galactose-dependent GAL1 promoter, its synthesis rate does 
scale with cell size and, therefore, it is not diluting with cell growth. However, 
these cells show very similar sizes as cells that express Whi5 from their 
endogenous promoters. Secondly, cln3 114,115 studies reveal that Cln3 
concentration does peak prior to G1/S transition and that this increased activity 
determines cell cycle entry. Moreover, there are studies that suggest that Whi5 
is not a good phosphorylation target of Cln3. Rather than that, what drives G1/S 
transition is an increased Cln3 activity, that leads to RNA polymerase II activation 
in SBF and MBF promoters, which eventually transcribe G1 cyclins Cln1 and Cln2 
that finally phosphorylate and inhibit Whi5. This transcription pulse is enough to 
activate cell cycle progression. 
Furthermore, other studies suggest that Whi5 concentration does not even vary 
through G1 and that the previous observations are biased by the techniques 
employed 115. 
To summarize, cell cycle and size are tight connected and regulated by still poorly 
understood mechanisms. However, Whi5 plays an important role in both, 
especially in daughter cells, that is yet to determine. 
 

1.5.4 Whi5 in replicative aging and senescence 
 
Recent studies have provided a new insight of replicative aging and senescence, 
portraying aging as a continuous process since early divisions. On this aspect, 
Whi5 has been identify as a key element in cell cycle deregulation and mortality 
in old yeast cells 118.  
Since the first divisions, mother cells start accumulating aging factor, as proteins 
aggregates among others. In fact, protein aggregates form in yeast cells an age-
dependent protein deposit (APOD) since early in their replicative lifespan. 
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Proteostasis deregulation is a well-studied hallmark of aging and is mainly due to 
the lack of chaperone availability. This leads to arrest in G1 and death in half of 
yeast old cells. 119proposes that chaperone availability is key in replicative lifespan 
of cells, and compromised chaperone availability leads, possibly through a decay 
in Cln3 activity (which responds to chaperone status) leading to a G1 arrest that 
ends in cell death. During the last few divisions, they also find Whi5 accumulation 
in old yeast cells, previous to their G1 arrest and cell death. 
In Amon et al, the same accumulation of Whi5 in old yeast cells is described. In 
this study, there seem to be Whi5 dependent and independent mechanisms that 
lead to G1 and S cyclins expression defects. This causes a delay in G1/S transition 
that is responsible for DNA replicative stress and replication errors, driving old 
yeast cells to G1 arrest and cell death. 
 
In conclusion, cell replicative aging starts since the first divisions, accumulating 
aging factors and, possibly, other proteins as Whi5. Although not all cells arrest 
in G1 before entering senescence (the other possibility is progressively longer 
G2/M phases and arrest in this phase), it has been described that, for some cells, 
the accumulation of aging factors as well as Whi5, eventually leads to G1/S 
transition delay and replication defects that arrest old cells in G1 and finally, 
causes cell death. We might consider, then, that this arrest in G1 may not be an 
abrupt event at late stages or replicative lifespan, but also a continuous process 
since the first divisions and that, inherent heterogeneity also plays a role in the 
effects that this accumulation and cell cycle deregulation produce in yeast cells 
118,119. 
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1. To stablish a reliable method to study the influence of replicative age on 
proliferation heterogeneity. 

 
2. Determining the role of Whi5 in proliferative heterogeneity. 

 
3. Decipher the role of cell cycle regulation in coupling replicative age and 

proliferative heterogeneity 
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3. Results 
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3.1 Chapter 1: Development of a new methodology for 
replicative age determination in slow proliferative 
populations: a single cell and microcolony analysis 

 

3.1.1 Replicative age determination of single small microcolonies 
founder cell by confocal microscopy 

 
The first aim of this part of the project was to determine the possible causes for 
slow proliferation rates in small microcolonies after encapsulation to get insights 
into proliferative heterogeneity bases. It is well known that there is a positive 
correlation between replicative age and slow proliferation rates 79,119,120so we 
decided to establish a method for founders replicative age determination in small 
microcolonies. 
In order to identify the founder cell and check its replicative age, the first step 
was to microencapsulate a wildtype culture as described in Materials and 
Methods. The microcolonies obtained after the incubation were stained with 
calcofluor, whose affinity for the chitin polysaccharides in the fungi cell wall 
allows the visualization of bud scars under the fluorescent microscope. Bud scars 
are left on the cell wall every time a mother cell divides and is an indicative of 
how many times that cell has given birth to a new-born cell. We took advantage 
of this property of fungi to quantify the number of bud scars on every cell of the 
small microcolony analysed and, by doing this, study the genealogy of the small 
microcolony. 
After this, microcapsules were disposed into a slide and then analysed under the 
confocal microscope. We considered that small microcolonies were those that do 
not exceed half the radio of the capsule (that is, if the capsules measures around 
100µm, a small microcolony does not exceed 25µm) and the microcolonies that 
met this criterion were analysed by capturing one image every 0,5µm in the Z 
stack of the microcolony in brightfield and with DAPI filter. The last one allows 
the visualization of the calcofluor staining of bud scars in every cell into the 
microcolony. An example of this single cell analysis is shown in Figure 8 where we 
can observe in the upper part of the panel a small microcolony as seen under the 
confocal microscope when it combines the light perceived in every Z plane under 
the DAPI filter. Noticeably, cells and bud scars are hardly quantifiable. However, 
if we decompose this image into several Z stacks, we can more easily count the 
number of cells and bud scars going through every plane of the small microcolony 
(Figure 8 Z-01 to Z-09). 
 The first thing we noticed is that small microcolonies have between 4 and 64 
cells, and that this small number allowed us to clearly quantify the number of 
cells in every small microcolony and, most important, the quantification of the 
bud scars present in every cell that conformed that small microcolony on the 
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majority of the small microcolonies analysed (96 small microcolonies out of 155 
analysed). 
Among other advantages, confocal microscopy enables the analysis of 3D 
structures as are the small microcolonies. By capturing imaging on Z plane of the 
microcolonies, we could quantify cell number as well as bud scars for every cell, 
even if this cell was in the centre of the sphere that the small microcolony forms 
within the alginate microcapsule.  
For every small microcolony analysed, cells and bud scars were counted taking 
onto account every Z plane image of the microcolony, and then these data were 
used to estimate the replicative age of the founder cell. We reasoned that a good 
approach to understand the proliferative heterogeneity bases, is, first, try to 
understand how low proliferating small microcolonies are generated. In order to 
do so, the identification of the founder cell was essential, and we determined that 
by finding and counting the bud scars of the cell with more bud scars on its cell 
wall. After this, we counted the total number of cells and the number of bud scars 
in every cell in order to reconstruct the genealogy of the small microcolony.  
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Figure 8. Confocal images of 9 different Z stacks from a small microcolony stained with calcofluor. In the upper part 
of the panel, the Z projection of this small microcolony, which is the sum of the highest signal of every pixel for every 
Z stack. Although in the latter it seems impossible to identify the founder cell or even quantify the number of cells 
and bud scars, the confocal microscope allows the segregation of a 3D small microcolony into several 2D images in 
the third plane. This enables the quantification of cells and bud scars for the majority of small microcolonies.  
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3.1.2 Genealogy studies reveals two different proliferative growth 
patterns for small microcolonies  

 
Once the method to study the genealogy of small microcolonies was stablished, 
we obtained the data of 96 small microcolonies (these are the ones of which we 
could correctly estimate the total number of cells and the total number of bud 
scars), and the first thing that we realised was that small microcolonies present 
two different proliferation phenotypes: the first one, and more common (84 out 
of 96 small microcolonies analysed), is characterised by the equal division of 
every cell that forms the small microcolony. In this case, every cell within the 
microcolony contributes proportionally to its formation because every cell 
divides more or less at the same rate. We have called this pattern “isotropic 
proliferation” and we can see an example of this in the Figure 9.A. This pattern 
could be easily seen because bud scars are present in almost every cell (with the 
exception of new-born cells that did not divide before the fixation of the 
microcolonies) and, curiously, there was decreasing gradient of bud scars number 
present on cells from the centre of the small microcolony towards the edge. In 
the Figure 9.B we can observe a scheme of how this small microcolony might 
have been formed. In light orange we can see the founder cell of the small 
microcolony. In order to reproduce what we can see in the confocal images of 
this small microcolony, which can be seen in Figure 9.A and represented as the 
7th generation in the scheme of Figure 9.B, we can infer how these cells might 
have divided from the first generation to the last one to explain the results 
observed under the microscope. Thus, what we see from our small microcolony 
is the last stage of its formation, and it can be observed 1 cell with 5 bud scars, 3 
cells with 2 bud scars and 4 cells with 0 bud scars. The simplest explanation to 
this is represented in the scheme of Figure 9.B: the founder cell had 4 bud scars 
prior to forming the small microcolony, and its daughter (daughter cells are 
represented in green when they are newly born and in red when they undergo 
their first division) divides twice. One of the daughters of the first-born cell 
divides twice as well and then, one of the daughters of these cells (from the first 
or the second born cell, this is not known) divides another 2 times. This way we 
can approximately reconstruct the genealogy of the small microcolony and 
determine that its proliferation was isotropic. We can also observe for this 
specific example that the founder cell was not a new born cell. However, this is 
not the case for all small microcolonies with an isotropic proliferation pattern as 
we will show later in Table 1.  
The second proliferation phenotype that we detected was characterised by the 
almost exclusive presence of bud scars in the founder cell (Figure 9.C). We have 
called these patterns “anisotropic proliferation”. This probably meant that the 
founder cell was almost the single contributor to the small microcolony formation 
and this is represented in the scheme of Figure 9.D. For a reason that we are yet 



 
 

37 

to clarify, cells born from this mother cells are not able to produce any division 
and the mother is the only one with proliferative capacity. In this example, we 
can observe that the founder cell had 0 bud scars when it founded the small 
microcolony. 
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Figure 9. Examples of the two categories of small microcolonies found, differentiated by the division pattern of the 
cells within the microcolony. (A) Different Z-stacks taken by confocal microscopy of the same small microcolony after 
13 hours of growth. This small microcolony founder cell was not virgin when it founded the microcolony at g0. In this 
category are included those whose founder cell or first-born cell are the only one dividing. (B) Graphical 
representation of an isotropic small microcolony genealogy. In this category are included those whose cells divide 
equally. The header letters g0-g7 indicates the hypothetical time at which a new division occurs. For every division, 

B 

A 

D 

C 

g0                  g1                    g2                       g3                          g4 

g5                          g6                                  g7 

g0                   g1                   g2                       g3                      g4 



 
 

39 

the mother cell is coloured in red and the daughter new-born cell in green. (C) Confocal image of said small 
microcolony at 13 hours of growth. This small microcolony was founded by a virgin cell. (D) Genealogy of an 
anisotropic small microcolony. 

 

The last case explains the formation of, at least, a small portion of small 
microcolonies. In this situation, the proliferation rate is not low, it is simply the 
inability of daughter cells to divide and produce more new-born cells. 
A summary of all these data is detailed on Table 1. We noted that the vast 
majority of small microcolonies, 84 out of 96 analysed, presented isotropic 
growth, in which every cell within the small microcolony contributes to its 
formation. 12 of them presented an anisotropic growth, or a proliferation 
phenotype in which only one of the cells, typically the founder or one of its 
daughters, is the only contributor to the small microcolony formation. If we 
estimate the replicative age of each small microcolony founder cell, we can see 
that new born and non-new born founder cells contributed equally to the 
formation of small microcolonies with both isotropic or anisotropic growth. 
However, in the case of the anisotropic small microcolonies, the number is not 
representative enough to reach any conclusion, although it seems that there are 
more aged founders in these cases. In any case, to continue with this work, we 
will focus on small microcolonies showing an isotropic growth which represent 
the vast majority of small microcolonies. 
 
 

+ 
Table 1. Table showing the number of small microcolonies that presents an anisotropic growth, or an isotropic 
growth type. Small microcolonies are classified as “isotropic” when all cells within that microcolony divide equally. 
They are classified as “anisotropic” when one cell (that can be the founder, or first-born cell) produces almost all the 
divisions within the small microcolony. Either new-borns founder cells or more replicative aged founders, are 
represented equally in both kinds of growth small microcolonies. 

 

3.1.3 Small microcolonies are more frequently founded by non 
new-born cells 

 
Less than 10% of small microcolonies formation can be explain due to the 
anisotropic proliferation of its cells (Table 1). However, more than 90% of the 
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cases have still no clear explanation. What makes a cell, and more importantly, 
all its progeny, proliferate slower than the rest of the culture cells? 
Proliferative heterogeneity in clonal population has already been widely 
described but has been frustratingly difficult to study, until very recently, thanks 
to single cell techniques. Encapsulation of clonal cells is one of those techniques 
and it allows the study of the possible causes of lower proliferation rates in clonal 
cells. Using microencapsulation and the replicative age determination method 
previously described, we decided to study the implications of replicative age of 
the founder cell in the formation of small microcolonies. 
First, we established a formula that could precisely estimate the replicative age 
of the founder cell before founding the small microcolony: 
𝑛𝑢𝑚𝑏𝑒𝑟	𝑜𝑓	𝑏𝑢𝑑	𝑠𝑐𝑎𝑟𝑠 − 𝑛𝑢𝑚𝑏𝑒𝑟	𝑜𝑓	𝑐𝑒𝑙𝑙𝑠 + 1 = 𝑓𝑜𝑢𝑛𝑑𝑒𝑟	𝑐𝑒𝑙𝑙	𝑎𝑔𝑒.  
To calculate the replicative age of the founder cell we could just count the total 
number of cells and the total number of bud scars. In the example shown in 
Figure 10 (A.1), we observe a small microcolony that, after 3 generations, has 8 
cells in total. If we count the total number of bud scars present on every cell in 
this example, we obtain that this number is 10. Applying the formula: 10 bud scars 
– 8 cells +1= 3. This is the replicative age of the founder cell prior to the formation 
of the small microcolony (which corresponds to the replicative age that had the 
founder cell before the first generation). In the example from Figure 10 (A.2), we 
count the same number of cells, 8, and we count 7 bud scars in total, we obtain 
0. This means that the small microcolony was founded by a new-born cell. 
With this estimation, we analysed the 96 small microcolonies previously studied 
and determined the replicative age of their founders. We also took a sample of 
the same culture before encapsulation to obtain the distribution of the replicative 
age of a normal exponential culture. If the replicative age of the founder was not 
implicated in the slower proliferation rates of small microcolonies, the proportion 
of the different replicative ages found in the exponential culture prior to the 
encapsulation, should be still maintained in the population of small microcolony 
founders. However, when we compared those data, shown in Figure 10.B, we 
found that the founders of small microcolonies where, with more frequency, not 
new-born cells. Instead, they were more frequently founded by cells that had 
already undergone a few numbers of divisions, between 2 and 4 divisions, that 
we will designate early-aged cells from now on. To our surprise, the replicative 
age of the founder cells was not specially high, nor they were old enough for them 
to undergo longer cell cycles as described in very old cells that could explain why 
these cells have lower proliferation rates and how do the daughter cells inherit 
this lower proliferation capacity. 
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Figure 10. Small microcolonies are frequently founded by cells with a replicative age greater than 0. (A) Scheme of 
how a small microcolony might have been formed according to the replicative age of the founder cell. (A.1) A small 
microcolony founded by a new-born cell (it has no bud scars so the number of divisions that this cell has undergone 
is 0 at the time of its encapsulation as a single cell) during 3 generations. If we subtract the number of cells to the 
number of bud scars we obtain -1. We add 1 because the small microcolony starts by having 1 cell already at 
generation 0. We then obtain the replicative age of the founder cell, which is 0. (A.2) A small microcolony founded 
by a cell with 3 divisions. By applying the same formula, we obtain that the founder replicative age before founding 
the small microcolony was 3. (B) Distribution of small microcolonies founder cells (red) according to their replicative 
age before founding the microcolony (n=96) compared to that of the initial exponential culture before 
encapsulating (grey) (n=96). Small microcolonies are more frequently founded by cells with a replicative age greater 
than 0. The statistical test realized was a chi square test with a result of a p value equal to 1,17428E-25. 
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With the results obtained, we can conclude that the replicative age of the founder 
cell is important, or at least contribute, to the formation of the small 
microcolonies obtained from the clonal culture after encapsulation since mother 
cells perform the very first divisions. 
Moreover, we studied more deeply the connection between the founder cell 
replicative age and the proliferative capacity in small microcolonies. The number 
of cells that form a small microcolony ranges from 4 to 64 cells, so we decided to 
analyse the replicative age of the founder cell and then correlate this to the 
number of cells in the small microcolony. What we observed was represented in 
Figure 11, and it shows that it was more probable that a founder with higher 
replicative age, founded a small microcolony with less cells. This means that, the 
“older” the founder cell is, the smaller is the small microcolony that it forms. 

 
Figure 11. Frequency of founder cells according to their replicative age that founded small microcolonies of 
different sizes. From bigger to smaller small microcolonies, we decided to group them into 4 categories: 32-64 cells, 
16-31 cells, 8-15 cells and 5-7 cells. A progressively increase in the number of founder cell bud scars can be observed 
in smaller categories.  

 

3.1.4 An increase in the replicative age of wildtype cultures 
enhances the frequency of low proliferating small 
microcolonies formation.  

 
To reinforce the contribution of the early replicative age in the formation of small 
microcolonies, we decided to study what happens if a culture enriched in cells 
with similar replicative ages as the founders of the small microcolonies is 
encapsulated. 
In order to do this, we first used a well described strain to enrich in mother cells: 
MEP system strain (DNY51)(Lindstrom & Gottschling, 2009). This strain has 
integrated in its genome a gene that codifies for a Cre recombinase under the 
control of a specific daughter cell promoter. Thus, Cre recombinase can only be 
active in daughter cells in the presence of Estradiol, which allows the 
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translocation of the Cre recombinase from the cytoplasm towards the cell 
nucleus. Once in the nucleus, the enzyme recognises the lox P sites that are 
flanking two essential genes for the cell (CDC20 and UBC9), recombines them and 
exscinds these essential genes which imply cells not able to divide (Figure 35). 
The experimental procedure performed consists of treating a culture of this strain 
with Estradiol for approximately 3 hours. During this time, the Estradiol will enter 
every cell in the culture but the Cre recombinase is only present in daughter cells 
as is expressed under the control of a specific daughter cell promoter, as 
mentioned above, resulting in the elimination of the just daughter cells in the 
cultures treated with Estradiol. In this way, we enrich for several generations in 
mother cells. In the not treated cultures, the Cre recombinase is also present in 
daughter cells, however, without the presence of Estradiol, this enzyme is not 
active, so mother and daughter cells are able to divide normally. 
We tested several treatment times by counting the replicative age distribution of 
this cultures and established that at 3 hours of treatment, we were able to 
reproduce the replicative age distribution of the small microcolonies founder 
cells population (between 2 and 4 bud scars), as revealed in Figure 12.B where 
we observe that treated cells are enriched in cells with 1-3 bud scars, similarly to 
the small microcolonies founder cell population. 
 

 
 
Figure 12. Mother cell enrichment of a WT culture with the MEP system. Replicative age distribution in an 
exponential culture (dark grey), in the small microcolonies founder population (red) and in a MEP strain treated 3 
hours with estradiol (light grey).  

After that, both 3h Estradiol treated culture (enriched in mother cells with 2-4 
divisions performed) and the negative control (not enriched in mother cells), 
were encapsulated and the proportion of different microcolonies were 
estimated. What we observed was that after single cell encapsulation of cultures 
enriched in mother cells, a higher proportion of small microcolonies was clearly 
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generated (Figure 13, in red) in comparison with cultures that were not enriched 
in mother cells (and that had a replicative age distribution similar to the 
exponential culture of a wildtype prior to the encapsulation). These results 
suggest that early replicative age contributes to the low-proliferating rate 
observed in small microcolonies. 

 
Figure 13. Distribution of microcolonies according to their size (small, medium or big) in a wildtype non aged culture 
(no estradiol) (gray) and in a wildtype aged culture (3 hours Estradiol treatment). Aged culture produced more small 
microcolonies than a not aged culture. It is remarkable that more than 75% of the cells in this aged culture had a 
replicative age between 1 and 5, which means they were not extremely old cells. A chi square test was realized and 
a p value inferior to 0,00001 was obtained. 

 
MEP system uses a Cre recombinase to “kill” daughter cells. To discard that the 
results that we are observing were affected, by a hypothetical replication stress 
produced by unspecific cuts in the DNA during recombination, we decided to 
enrich in mother cells a wildtype BY4741 culture using a recombination 
independent process. To do so, we took advantage of the described biotin-
streptavidin affinity purification protocol for isolating aged yeast cells122.  Thus, a 
wildtype exponential culture was treated with biotin, that links to yeast cell wall. 
All cells present in the culture will be “marked” with this biotin. Then we let cells 
divide for several hours, allowing them to reach the desired replicative age. At 
this point, mother cells are purified from the rest of new born cells by streptavidin 
extraction. Streptavidin has specific affinity for biotin, and has also magnetic 
beads attached that allows the pull down of cells marked with biotin with the 
help of a magnet. This way, we obtain a culture enriched in cells with higher 
replicative age with little presence of new-born cells. 
In this case, we also tested several hours of incubation to determine conditions 
to enrich in early-aged cells to reproduce better the early replicative age 
observed in small microcolonies founders. We established that at 6 hours these 
cultures were more similar to this population of founders. The negative control 
was treated with biotin for just half an hour and then subjected to the same 
treatment as the tested culture. After 6 hours of biotin incubation and 
streptavidin extraction, the enrichment in early-aged cells were verify and then 
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encapsulated and incubated as usual. What we observed after the incubation was 
that, similarly to what happens in the MEP system, when we enrich in mother 
cells with higher, but early, replicative age (2-5 bud scars), we obtain higher 
proportions of small microcolonies, compared with the control (Figure 14). 
 

 
Figure 14. Microcolonies distribution profile according to their size in a not enriched culture (grey) and in a mother 
cell enriched culture (replicative age between 2 and 5) (red). These cultures were marked with biotin and mother 
cells were extracted after 6 hours of incubation with streptavidin. We observe an increase in small microcolonies in 
the enriched culture compared to the negative control. To determine the statistical significance of this differences, a 
chi square test was performed (p value obtained=0.0185). 

This result confirms that the replicative age, moreover, the early replicative age, 
of the founder cell is important for the formation of an important portion of the 
small microcolonies present in the encapsulated culture. As small microcolonies 
are generated by a low-proliferating rate, it is clear that a correlation between 
the early replicative age and the proliferation rate exist: from the very first 
divisions a mother cell has higher probability to present lower proliferation rate.   
 

3.1.5 Analysis of cell cycle progression of single cells by live-
imaging  

 
 Since the results presented up to now demonstrate a correlation between the 
replicative age and the proliferation rate, we wonder how the length of cell cycle 
is affected in early-aged cells. Two scenarios can be considered: i) the length of 
the cycle increases because the length of each phase does, or ii) the cell cycle 
length increases at the expense of specific phases elongation. To get insight into 
this aspect and due to the limitations of the experiments performed to determine 
the real length of cell cycle phases in wildtype cultures according to their 
replicative age, we decided to perform a live-imaging analysis of single cells using 
specially designed devices to trap them and track their cell cycle progression by 
fluorescence microscopy. 
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This experiment was developed during a short stay in Gothemburg, under the 
supervision of Drs. Marija Cvijovic and Niel Welkenhyusen from system Biology 
research group (Department of Mathematical Sciences from Chalmers). Their 
special device for cell tracking consisted on a flexible plastic chip with laser-
engraved wells connected through tunnels that allowed media flux (Figure 15). 
These wells were narrow enough to trap single cells within them and, also, to 
allow the division of the cells trapped there in a monolayer. This allowed a better 
visualization of the progeny by microscopy.  

 
 

Figure 15. Microchip used for single cell live-imaging attached to a flourescence microscope. The tubes attached 
are 1) vacuum syringe 2) YNB media influx syringe 3) calcofluor syringe and 4) waste exit tube (See matherials and 
methods). 

The strain used in this experiment was a Whi5-GFP tagged strain that enabled the 
identification of cell cycle phases: Whi5 is clearly visible in the nucleus in G1, and 
exits to cytoplasm when G1 is over (G2/M phase). Our first approach was to 
follow cell proliferation and cell cycle progression using this device and try to find 
a correlation between small microcolonies formation, replicative age and cell 
cycle lengths of the cells forming them. 
Cells trapped in these wells were recorded for 13 hours by capturing images in 
brightfield and GFP channel every 5 minutes. After this, we tried to analyse these 
images by developing relatively simple Matlab (MathWorksÒ) script to track and 
quantify the time spent for each cell in every cell cycle phase. However, tracking 
of cells was not possible with this method. Then, they were analysed manually 
visualizing them and quantifying the time spent on each cell cycle phase for every 
cell. 
As the number of experiments performed during the short stay was very low due 
to technical problems and the difficulty of translating these experiments to our 
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current laboratory, the results obtained are very preliminary and no clear 
conclusions can be extracted from them. 
An example of the preliminary images of what we could obtain from these 
experiments are shown in Figure 16. In Figure 16.A, one of the wells filled with 
cells after 13 hours of growth (brightfield channel). In Figure 16.B, GFP channel 
of the same well, where we can visualize Whi5 (marked with a GFP tag). Cells with 
an accumulation of GFP signal in the nucleus are in G1, while cells with 
cytoplasmic signal of Whi5-GFP are in G2/M. In Figure 16.C, cells are stained with 
calcofluor after the recording of the colony proliferation (during 13 hour), 
enabling the visualization of bud scars. 

 
Figure 16. Live-imaging of Whi5-GFP cells. (A) Last image of a 13 hours time-lapse in brightfield. (B) Same image in 
GFP channel. Knowing the localization of Whi5, thanks to a GFP tag, allows us to know the cell cycle phase of each 
cell: G1 if the signal is nuclear, G2 if the signal is cytoplasmic. Whi5 protein is tagged with GFP, which is useful to know 
the cell cycle phase of each cell using its localization. (C) Last image of the same time-lapse after being stained with 
calcofluor to visualize bud scars.  
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3.2 Chapter 2: Contribution of cell cycle progression to low-
proliferating small microcolonies formation: a role for WHI5 

 
Previous RNA-seq results from our group, comparing small and big microcolonies, 
showed that small microcolonies have enriched expression of cell cycle regulation 
genes. In fact, WHI5 was one of the most upregulated genes in the slow 
proliferating population of small microcolonies52 37. 
Whi5 is a G1/S transition repressor that acts through the inhibition of MBF and 
SBF transcription factors, preventing them from transcribing G1 cyclins, among 
other elements, necessary for the G1/S transition. It was an interesting candidate 
to investigate due to its important implication in cell cycle regulation as well as in 
the regulation of threshold size which a new born cell must reach before dividing. 
As transcriptomic results described above indicate that high Whi5 levels 
correlates with small slow-proliferating microcolonies, we decided first to 
investigate the effect of different Whi5 levels on small microcolonies formation. 
 

3.2.1 Increasing levels of Whi5 positively correlates with a lower 
proliferation rate 

 
In order to clarify whether Whi5 plays or not a role in the proliferative capacity 
of cells, we decided to, firstly, check if small microcolonies express more Whi5 at 
protein level. Once this is ascertained, we considered quite interesting to 
investigate what happens when cultures overexpress Whi5, and how this alters 
microcolonies formation.  
 

3.2.1.1 Whi5-GFP encapsulation reveals higher Whi5 expression 
in small microcolonies 

 
To unravel the role of Whi5 in small microcolonies low proliferative capacity, we 
first decided to analyse whether small microcolonies have more Whi5 expression 
at protein level compared to the big ones. 
For this, we used a strain with a GFP tagged Whi5 located in the endogenous 
locus. We encapsulated this strain following the same encapsulation method 
already described and, after the 13 hours incubation, microcolonies were washed 
and resuspended in Synthetic complete media to avoid the autofluorescence of 
the YPAD media. They were then analysed using a Large Particle Cytometer 
Biosorter®. We encapsulated six independent Whi5-GFP cultures in order to 
achieve the optimal amount of microcolonies for its analysis under this 
cytometer. Microcolonies were segregated according to their “time of flight” or 
TOF, which correlates with their size, in three different groups: small 
microcolonies, medium microcolonies and big microcolonies.  
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These measures were tested by sorting some microcolonies for every group and, 
under the microscope, we ascertained that their size corresponded to the group 
in which they were segregated. These sizes or TOF vary among measure times so 
we decided to analyse the six independent encapsulations of Whi5-GFP together 
at once. As a negative control we used a Rpl38-GFP tagged strain. 
We normalised the green signal perceived by the cytometer to the TOF of the 
microcolony and calculated the average green signal on each group. We obtained 
that small microcolonies have more Whi5 GFP signal than medium and big 
microcolonies and, when compared to the negative control, we observe a 
difference in expression patterns (Figure 17). 

 
Figure 17. Whi5-GFP signal according to microcolony size. In green, we observe the signal of Whi5-GFP, which is 
noticeably higher in small microcolonies. In grey, as negative control, a Rpl38-GFP tagged culture analysed similarly 
is displayed. Rpl38 is a ribosomal protein that was not detected into the differential expressed genes category in small 
microcolonies. 

 
Rpl38 shows lower GFP signal in small microcolonies, although in medium and big 
microcolonies the signal obtained was almost the same. RPL38 was used as a 
negative control because it was not among the differential expressed genes in 
small microcolonies compared to the big ones. However, the slow proliferation 
rates may explain these differences of expression among the microcolonies. All 
other negative controls tested showed similar results. We decided to keep Rpl38 
as the negative control due to the lower differences in GFP signals displayed 
according to their size.  
 

3.2.1.2 Higher Whi5 levels correlates with an increase in small 
microcolonies production 

 
In light of the previous result, we wanted to elucidate the role of Whi5 levels in 
the proliferation rates of cultures, as we observed an increase of this protein in 
small microcolonies that present low proliferating rates. In order to do so, we 
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decided to study the overexpression of Whi5 in clonal cultures using the inducible 
Whi5 strain KSY098123 which has Whi5 in its original ORF but under the control of 
an Estradiol dose-dependent promoter. This implies that the higher the 
concentration of Estradiol added to the culture, the higher the expression and, 
consequently, the concentration of Whi5 in those cells. 
The experimental procedure consisted of growing this inducible Whi5 strain 
culture until exponential phase. As detailed in Figure 18, after this, the culture 
was encapsulated as usual and then, similar amounts of microcapsules were 
distributed into several flask with fresh YPAD media with increasing 
concentration of Estradiol. They were equally incubated for 13 hours at 30ºC and 
collected after the incubation. They were then analysed by counting the number 
of microcolonies according to their size for each concentration of Estradiol used. 
These concentrations were 0nM for the negative control, 2nM, 4nM, 6nM, 8nM 
and 10nM.  
 

 
Figure 18. Experimental procedure to obtain capsule cultures with increasing Whi5 concentration using KSY098 
strain and Estradiol. In this strain WHI5 transcription is under the control of an Estradiol-dependent promoter. The 
increase in the concentration of Whi5 in the cells is Estradiol dose-dependent. First, an exponential KSY098 culture is 
encapsulated without Estradiol, then, capsules from the same encapsulation experiment are inoculated in flask with 
YPD with a certain concentration of Estradiol (2nM, 4nM, 6nM, 8nM or 10nM) or in YPD without Estradiol as a 
negative control. 

To ensure that Whi5 levels were, in fact, increasing with higher Estradiol 
concentrations, we performed a WB of Whi5, that is tagged with m-cherry in this 
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strain, in the different Estradiol concentrations tested. As we can observe in 
Figure 19.A, Whi5 does increase with Estradiol concentration. In the absence of 
no or 2nM Estradiol, Whi5 protein is undetectable, indicating no or very low 
levels. 
Interestingly, the firs observation when we compared the negative control (that 
has no, or little expression of Whi5) to the isogenic wildtype, was, in this case, 
that Whi5 absence does alter the proportion of small microcolonies in the 
culture. Noticeably, a clear decrease in the proportion of small microcolonies can 
be observed in the negative control compared to the wildtype (Figure 19.B). 
After encapsulation and incubation of the cultures treated with Estradiol, 
analyses revealed a clear and significant correlation between the concentration 
of Estradiol and, consequently, Whi5 levels, and higher proportion of small 
microcolonies. In the Figure 19.C, we see an increase in small microcolonies 
population, proportionally to the concentration Whi5 of the culture.  

 
Figure 19. Size microcolonis distribution under Increasing Whi5 concentration in an inducible Whi5 strain. (A) 
Western Blot of inducible Whi5 strain at different Estradiol concentration. This confirms the Whi5 accumulation 
according to the increasing concentration of Estradiol in the media. (B) Microcolony size distribution analysis of a WT 
strain and the KSY098 control without Estradiol. Compared to the wildtype profile, the conditional deletion of Whi5 
when there is no Estradiol in the media produces an increase in big microcolonies (black) and a decrease in small 
microcolonies (red). (C) Microcolonies size distribution profile of KSY098 strain cultured without Estradiol (control), 
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or with 2, 4, 6, 8 or 10nM, respectively. As Estradiol concentration increases, expression levels of whi5 get 
proportionally higher, which produces a progressive raise in the proportion of small microcolonies (red bars). To 
determine the statistical significance of this differences, a chi square test was performed. 

 

This suggests, that increased Whi5 levels enhances the formation of low 
proliferating small microcolonies and, therefore, contributes to the proliferative 
heterogeneity in clonal yeast cells. 

 

3.2.2 The concentration of Whi5 increases with the replicative 
age of the cells 

 
Finally, we tried to unravel the role of Whi5 in proliferation rates and its 
relationship with the replicative age of the founder cell. Small microcolonies 
display slow proliferative rates and higher Whi5 expression. Moreover, a large 
number of them are founded by not new born cells that have undergone several 
divisions prior to the formation of the small microcolony. If this is somehow 
correlated to Whi5, we could test it by investigating the differential Whi5 
expression among cells with different replicative ages. 
In pursuance of this, we developed the following experimental procedure (Figure 
20) in which an exponential culture of a Whi5 GFP tagged strain is sorted by its 
expression of Whi5. In this strain, WHI5-GFP is expressed under the control of its 
endogenous promoter. As shown in Figure 20, cells sorted where separately 
stained with calcofluor and analysed under the fluorescent microscope to count 
their replicative age (number of bud scars). First, we selected cells of the same 
size and sorted them by their Whi5-GFP expression: approximately 20% of cells 
with lowest GFP signal and 20% of the cells with highest signal (Figure 21.A). As a 
control of the whole population, we also obtained a sample of the bulk not sorted 
population. 
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Figure 20. Cell sorting of a Whi5-GFP strain according to GFP intensity signal. First, an exponential Whi5-GFP cultured 
in YPD was collected and sorted according to their GFP signal. Three different samples were collected: cells with 
higher Whi5GFP expression, cells with the lowest Whi5 GFP expression and a sample of the whole population as a 
control of the culture. After that, each sample was stained with calcofluor and analysed separately.  

 

What we observe in Figure 21.B is that the replicative age of cells with higher 
Whi5 expression is slightly higher than the population with less Whi5 expression. 
The low-Whi5 population displayed almost twice the amount of new born cells 
compared to the high-Whi5 expression population. Finally, if we calculate the 
percentage of cells with higher Whi5 expression versus total cells according to 
their replicative age, we obtain the graph shown in Figure 21.C. With this, we can 
easily see that Whi5 levels increase with the replicative age of the cell. 
Considering all these results, we can confirm that Whi5 is associated with the 
replicative age, since the very first divisions, of the cells and assume that Whi5 
plays some sort of role in the correlation between low proliferation rates of small 
microcolonies and the replicative age of their founder. 
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Figure 21. Whi5 expression in cells according to their replicative age. (A) Cell sorting according to Whi5-GFP signal. 
In purple, cells sorted as the “low Whi5 expression” group, in green, cells sorted as the “high Whi5 expression” group. 
(B) Replicative age distribution, represented as the number of bud scars, for low Whi5 expression sample(purple), 
whole population (blue) and high Whi5 expression (green). The proportion of cells with higher Whi5 expression 
changes with the replicative age of the cell: cells with higher number of bud scars frequently have higher Whi5 
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expression. To determine the statistical significance of this differences, a chi square test was performed (p value 
obtained=0.02). (C) Proportion of cells with higher Whi5 expression found for each replicative age group (represented 
as the number of bud scars). It is remarkable that cells that have undergone more divisions, also have higher Whi5 
expression levels, compare to virgin cells (0 bud scars). To determine the statistical significance of this differences, 
the statistical analysis used was a t test, comparing every group to the 0 bud scars group. 
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3.3 Chapter 3: Interplay between cell cycle, early replicative 
aging and proliferation capacity 

3.3.1 Replicative age and cell cycle 
 
Considering the results exposed in chapters I and II, we suggest that cell cycle and 
replicative aging, surprisingly, since very early stages, are both playing a role in 
the proliferative capacity of cells and therefore contributing to the proliferative 
heterogeneity.  
To investigate whether these roles are connected, we decided to study how cell 
cycle phases change during the replicative aging of the cells. 
 

3.3.1.1 Cell cycle phases relative lengths vary according to 
replicative age in a wildtype strain 

 
We first chose to determine in a wildtype strain if cells presented any difference 
in cell cycle phases G1 and G2/M among the different replicative ages. For that, 
we stained a wildtype exponential culture with calcofluor and then, cell where 
visualized in a direct fluorescence microscope for bud scar counting and cell cycle 
phase identification. In brightfield, cells display well differentiable morphologies 
according to their cell cycle phase. In G1 they are almost perfectly round and in 
G2/M phase cell present a bud that varies in size according to the stage of division 
in which they are. With DAPI filter, we are able to identify the bud scars present 
on each cell. In this manner, we can count the number of bud scars in each cell 
and correlate it to the cell cycle phase that cell is currently in.  
After the quantifications, data was displayed in the graph of Figure 22. As it has 
been previously described98 , it was noticeable that new born cells are enriched 
in G1 phase and can be explained by the time that new born cells need to reach 
the size threshold necessary for cell cycle progression. Interestingly, we can 
observe that after that, G1 phase seems to shorten its length during the first 3-4 
divisions to finally catch up to G2 length in cells with 4 or more bud scars. 
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Figure 22. Cell cycle profile of a wildtype according to the replicative age of the cell. Cells were stained with 
calcofluor to quantify their bud scars. After that, they were categorized by the cell cycle phase in which they were by 
analysing the morphology of the cell: G1 if they had no buds, or G2/M if a bud, small or large, was present in the cell. 
We observe that G1 is relatively shorter during the first 2-3 divisions and, after that, G1 and G2/M phases are similar 
in proportion. 

Although we do not know yet the explanation for this cell cycle profile according 
to age, as different factors can contribute, we suggest that cell cycle phases 
length is tightly regulated during every step of the replicative lifespan of a cell. 
 

3.3.1.2 Whi5 deletion does not alter the cell cycle phase 
replicative age-dependent variance 

 
To further analyse this, we wondered whether Whi5 could be implied in this cell 
cycle regulation during aging. For this, we analysed a whi5Δ mutant in the same 
manner as the wildtype.  
It was no surprise to see a suppression of the enrichment in G1 present in new 
born cells (Figure 23), as it has been previously demonstrated that Whi5 regulates 
size and cell cycle entry in new born cells. Without Whi5, cells pass through G1 
restriction point or START before they reach the optimal size for division. In 
consequence, whi5Δ cells are smaller than wildtype cells. 

0
10
20
30
40
50
60
70
80
90

0 bs 1 bs 2 bs  3 bs 4 bs 5 bs or more

%
 C

el
ls

Replicative age (number of bud scars)

Cell cycle profile of a wildtype

G1 G2/M



 
 

58 

 
Figure 23. Cell cycle profile of a whi5Δ mutant according to the replicative age of the cell. Similarly to the wildtype, 
cells were stained with calcofluor to quantify their bud scars and, after that, categorized cell cycle phase. We observe 
that new born cells show a shorter G1 compared to the wildtype. This is due to the fact that Whi5 is implied in the 
size control of daughter cells in order to divide. After this, we observed shorter G1 in every other age category, which 
can be explained by the lack of an important cell cycle repressor in G1 checkpoint. However, after some divisions, as 
happened in the wildtype, G1 and G2/M phases reach similar in proportion. 

 

On another hand, we can see no other differences in cell cycle progression during 
the different replicative ages analysed compared to the wildtype, except for an 
increased difference between G2/M and G1 proportions. Deletion mutants of 
Whi5 spend less time on G1 due to the lack of one of the G1/S transition 
repressors, however, after few divisions, cells lacking Whi5 are also able to 
recover the G2/G1 equilibrium as in the wildtype. This possibly means that, Whi5 
is not implicated in this regulation of cell cycle during cell aging. 
 

3.3.1.3 Cells lacking Sic1 have similar cell cycle profile as a whi5Δ 
mutant during replicative aging 

 
Sic1 is a cyclin-dependent kinase inhibitor that controls the G1/S transitions by 
inhibiting the complex Cdc28/Clb5(6)124 , the specific cyclin-dependent kinase 
complex responsible for the G1/S transition in S.cerevisiae. To shed some light 
into the G1/G2 proportion changes during the first steps of replicative aging, we 
decided to test whether a lack of this G1/S transition control could have any effect 
on this regulation of cell cycle.  
Just as in the whi5Δ mutant (figure 23), sic1Δ cells present relative shorter G1 in 
new born cells (Figure 24 and 25). This means that Sic1 is also important for cell 
cycle regulation in daughter cells but, also as in the whi5Δ mutant, shows no other 
impact on cell cycle profile during replicative aging. 
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Figure 24. Cell cycle profile of a sic1Δ mutant according to the replicative age of the cell. As happened with the 
whi5Δ mutant, new born cells show a shorter G1 compared to the wildtype. This suggest that sic 1 is also important 
for the size control of daughter cells before their first division. However, for the rest of the replicative age categories, 
the profiles of G1 and G2/M phases are similar to the wildtype.  

 

 
Figure 25. G1 proportions during replicative aging of cells from a wildtype culture, a whi5Δ mutant and a sic1Δ. The 
only statistical difference among these cultures is at 0 divisions, where both deletion mutants display a decreased 
percentage of cells in G1. The statistical test performed was a t test, that gave a p value of 0,006 for sic1Δ and 0,004 
for whi5Δ.  
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3.3.1.4 Analysis of G2/M checkpoint mutants reveals no 
apparent role of replicative stress in G2 phase elongation 
on the first stages of cell replicative aging except for 
RAD53 

 
Whit the aim of clarifying which other factors may be implied in the distribution 
of cycle phases versus replicative age we decided to stake on G2/M checkpoint 
factors. 
G2/M checkpoint controls, among other things, the replicative stress response. 
As cells with low replicative age show relative larger G2 phases, we wondered if 
the cause was that replicative stress is usually present since early stages of aging. 
In order to analyse this, we studied several factors implicated in this checkpoint: 
Rad9, Chk1, Mec1 and Rad53. Rad9, Chk1 and Rad53 are factors of the DNA 
damage response (DDR). Rad9 activates Chk1 and Rad53 when DNA damage or 
replicative stress is present. It also intervenes in post replication repair pathway 
(PRR) and they are all necessary for cell arrest in G2/M phase. 
Mec1 (mitosis entry checkpoint) participates is the genome integrity checkpoint 
signal and plays also a role in replicative stress and DNA replication stress 
signalling and cell arrest in G2/M phase.  
If low replicative aged cells have longer G2/M phases due to replicative stress, we 
expect that any of these genes deletion mutants displayed a different cell cycle 
profile from what we observe in the wildtype. 
In Figure 26.A and B, we can respectively observe the cell cycle profile of rad9Δ 
and chk1Δ. Rad9 activates Chk1 during DNA damage response and enable cell 
cycle arrest in replicative stress conditions. The lack of Rad9 and Chk1, 
respectively, does not have a great impact on cell cycle progression during the 
first steps of replicative aging, at least, in terms of proportions between G1 and 
G2/M phases. 
Cell cycle analysis of mec1 and rad53 are shown on Figure 26.C and D. They both 
are combined with the deletion of Sml1 because the lack of these genes is lethal 
for cells, but in combination with the deletion of Sml1, these cultures are viable. 
Sml1 is a ribonucleotide reductase inhibitor that regulates dNTP pools in cells. 
The null mutation present higher pools of dNTPs which seem to repress mec1Δ 
and rad53Δ lethality. The single sml1Δ mutant, as a control, is also shown in 
Figure R E. 
In the case of mec1Δ mutant, these cells have little differences with the wildtype 
profile. However, the lack of Rad53 seems to supress G1/G2 differences during 
the first divisions of the replicative aging of cells. In light of these results, we 
decided to test a viable point mutant of Rad53 that has no capacity of activating 
the DDR. This mutant, rad53k227, shows a similar profile to the null mutant 
(Figure 26.F). However, these differences with the wildtype profile are not 
statistically significant. 
 



 
 

61 

 



 
 

62 

 
 
 

Figure 26. Cell cycle profile of different checkpoint mutants according to replicative age. (A) rad9Δ mutant. (B) chk1Δ 
mutant. (C) mec1Δsml1Δ mutant. (D) ) rad531Δsml1Δ mutant. (E) sml1Δ mutant. (F) rad53K227 mutant.  
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In Figure 27 we can observe G2 relative quantification in the different mutants 
compared to the wildtype. The greatest differences are between mec1 and rad53 
mutants, however, these differences in G2 proportion were not found statistically 
significant to reach any conclusions. Perhaps, the difficulty in finding a high 
number of cells with a number of divisions greater than 5 may be hindering the 
clear observation of a possible effect. 
 

 
Figure 27. Proportion of cells in G2/M phase according to their replicative age. We observe a slight increase in G2/M 
phase cells in mec1Δsml1Δ mutant and a slight decrease in rad53Δsml1Δ 

 

3.3.2 Analysis of synchronized cultures reveals relative shorter G1 
and longer G2 phase in cells with low replicative age 
compared to cultures enriched in new born cells 

 
From the experiments previously developed, we can only observe the relative 
number of cells in G1 or G2/M phase according to their replicative age. In order 
to study cell cycle progression in new born cell enriched cultures compared to 
mother (non-new born) cell enriched cultures, we decided to perform a G1 
synchronization assay in these populations. 
The first step was to enrich a wildtype culture in low replicative aged cells. To do 
this, we performed the biotin-streptavidin purification assay already described 
(see Materials and Methods) and enriched in mother cells for 6 hours (half an 
hour for the negative control). Differences in cell populations according to their 
replicative age among the different times of enrichment are displayed in Figure 
28. We can see that with the 6 hours treatment, we enrich the culture in cells 
with between 3 and 5 bud scars, meaning a replicative age of 3-5 divisions.  With 
9 hours treatment, this number increases to 5-8 bud scars.  
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These results demonstrate that this technique allow us to enrich the culture in 
cells with the desired early replicative age, which is an essential tool in our 
purpose to focus on the early stages of replicative aging, less known, but with an 
impact on proliferation rate as this work reveals.    

 
Figure 28. Proportion of cells according to their replicative age in different mother enriched cultures. In grey, 
replicative age distribution in a negative control (not enriches in mother cells). The vast majority of these cells are 
new born cells. In black, a 3-hour incubation enriched culture. We observe an increase in the replicative age of the 
culture. Most of these cells have between 0 and 3 bud scars. In red, a 6-hour enriched culture. The replicative age of 
these cells varies between 3 and 5. In yellow, a 9-hour enriched culture. The majority of the cells in this culture present 
a replicative age between 5 and 8. The replicative age of these cultures was estimated by calcofluor staining and bud 
scar counting. 

These cultures were then synchronized in G1 using alfa factor treatment for 2 
hours. After that, cells were washed and incubated in YAPD with pronase to 
degrade the alfa factor allowing the progression of the cell cycle. Samples were 
collected every 5 minutes for 90 minutes and, then, fixated, stained with 
propidium iodide and analysed by cytometry. 
As we can observe in Figure 29, mother between 3 and 5 performed divisions 
before synchronization enriched cultures, display shorter G1 phase compared to 
the new born enriched culture: while the mother cells enriched culture clearly 
come out of G1 al 15-20 minutes, the exponential culture, enriched in new born 
cells spend, at least, 25 min to start entering S phase. This delay is statistically 
significant. Interestingly, despite the earlier entry into S phase of non-virgin cells, 
both cultures exit G2/M phase at the same time, indicating that G2/M phase is 
slightly longer in cells with low replicative age compared to the new born cells.   
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Figure 29. Comparison of cytometry profiles after alfa factor release between a 6h enriched culture and its negative 
control (not enriched culture).  Cultures were treated with alfa factor for 2 hours and, then, released in pronase 
presence. Samples were taken every 5 minutes and stained with propidium iodide to analyse by flow cytometry. The 
first peak corresponds to cells in G1 phase, the second peak to cells in G2/M phase. We can observe that cells are in 
G1 right after the release until 15 minutes for the mother enriched culture and 25 minutes for the negative control, 
were we can observe the appearance of a peak that corresponds to S phase. Finally, the last timepoints corresponds 
to a re-establishment of the asynchronous culture. 
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With the intention of inquire whether G2 phase length is continuously elongated with 
replicative age, we performed the same experiment at 9 hours of mother enrichment. 
These cultures are enriched in cells with between 6 and 8 bud scars (see figure 28) 
 
After analysing the 9 hour treated cultures, we obtained that these cultures show no 
differences with the cultures enriched for 6 hours in terms of cell cycle progression 
(Figure 30). Cultures enriched in cell with 5-8 bud scars go through G1/S transition 5-10 
minutes before than the not enriched ones.  
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Figure 30. Comparison of cytometry profiles after alfa factor release between a 9h enriched culture and its negative 
control (not enriched culture).  Cultures were treated with alfa factor for 2 hours and, then, released in pronase 
presence. Samples were taken every 5 minutes and stained with propidium iodide to analyse by flow cytometry. The 
first peak corresponds to cells in G1 phase, the second peak to cells in G2/M phase. We can observe that cells are in 
G1 right after the release until 30 minutes for the mother enriched culture and 35 minutes for the negative control, 
were we can observe the appearance of a peak that corresponds to S phase. Finally, the last timepoints corresponds 
to a re-establishment of the asynchronous culture. 
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We have to keep in mind that with flow cytometry, what we observe is relative 
percentages of cells in one phase or another, but are not able to quantify the time 
that cells spend on each cell cycle. This means that, if we see no big differences 
in cell cycle phases proportions, maybe there are differences in cell cycle lengths. 
For example, if G1 and G2 are both longer in aged cells, but the proportion of 
G2/G1 cells is maintained, we would not be able to detect changes by flow 
cytometry. Although this methodology has its limitations, what we are able to 
observe is that both cultures take similar times to complete a cell cycle, however, 
younger cultures spend more time in G1 than older ones, and less time in G2/M 
phase. 
 

3.3.2.1 Young mother cells overexpress Whi5 in telophase 
compared to a new born cell enriched culture 

 
Small microcolonies are formed by low proliferative cells. This means that all cells 
forming this microcolony are dividing slower. We found a correlation between 
small microcolonies formation and the replicative age of the founder cell. 
However, how the information of “lower proliferative capacity” is inherited by 
the daughter cells, that are new born cells, is still unknown. 
We also found that replicative aged cells express more Whi5 than new-born cells 
in bulk populations so, we wondered if, then, cell cycle could be regulated 
through replicative aging by Whi5 concentration in mother cells and how this 
concentration is subsequently inherited by the new born daughter cell.  
Whi5 expression peak is found on G2/M phase94,125 . We can hypothesize that a 
relative longer G2/M phase in some cells of the population at early stages of 
aging, maybe due to stochastic changes, can lead to a higher Whi5 concentration 
by elongating the time at which Whi5 is being expressed. This could, 
subsequently, elongate G1 phase in these cells for the next division but, also, for 
their daughter cell due to the higher inheritance of Whi5 protein. As G2/M phase 
gets longer with the replicative age of the cell, this can be extended through a 
positive feedback loop during replication that finally concludes in the formation 
of a small microcolony. 
In order to analyse this, we decided to carry out a q-PCR to study Whi5 RNAm 
concentrations during the different cell cycle phases of a mother enriched 
culture. This data was compared to a negative control enriched in new born cells. 
To do this, we performed the same biotin-streptavidin purification and alfa factor 
synchronization as described in the previous section. This time, samples were 
collected at the time-points that were enriched in the different cell cycle phases 
according to the previous studies of the cell cycle progression of a wildtype 
(enriched in mother cells and in the negative control). To determine these time-
points, samples from the previous experiment were also analysed under the 
fluorescence microscope to determine, by cell morphology and nuclei 
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visualization, the cell cycle phase of these cells with more detail. A scheme of how 
cells were distributed according to their cell morphology into cell phases 
categories is shown on Figure 31.A 
We then chose the time-points with more enrichment in every cell cycle phase 
category from four different replicas. After this, we analysed the time-points 
collected for the qPCR experiment and counted cells in the different cycle phases 
categories. The result of this analysis is shown in Figure 31.B 
 

 
 

 
Figure 31. (A) Scheme of how cells are categorized in the different cell cycle phases according to their morphology 
and the shape and number of nuclei. (B) Quantification of cells in each cell cycle phase counted under the 
fluorescent microscope. For every time-point used in the q-PCR, a control of the percentage of each cell cycle phase 
category was performed. Cells were stained with propidium iodide and manually counted under the microscope. R1-
3 corresponds to each biological replica analysed by q-PCR. In red, the category of cells more represented on each 
culture. 

After this, we performed an RNA extraction of all the samples, a 
retrotranscription of those RNAs and, finally, a q-PCR analysis with a Whi5 primer. 

A 

B 
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In figure 32, we can observe the WHI5 expression pattern in a wildtype according 
to the cell cycle phase in a mother enriched culture (in red) and in a new-born 
enriched culture (in grey). According to what has been already described, WHI5 
expression increases in G2/M phase compared to G1 phase in both cultures. 
However, with high statistical significance, WHI5 expression is higher in samples 
enriched with cells in telophase in the mother enriched culture.  

 
Figure 32. Quantitative PCR of Whi5 during cell cycle progression comparing a 6-hour mother cell enriched culture 
and a not enriched one. Samples were taken after alfa factor release at different timepoints that corresponded to a 
clear enrichment in each cell cycle phase mentioned. In the negative control, we observe no changes in Whi5 
expression during the cell cycle, except in telophase, where it drops slightly. In the mother enriched culture, Whi5 is 
more expressed during telophase compared to its negative control. 

This could suggest that young mother cells are more prone to accumulate Whi5 
in G2/M phase and, then, this facilitates a higher inheritance of Whi5 
concentration by the daughter cells. This may explain why daughter cells within 
a small microcolony inherit the low proliferative capacity of its mother. 
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4. Discussion 
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4.1. Combination of single-cell microencapsulation and 
confocal microscopy allows the study of proliferation 
heterogeneity in microcolonies  

 
In contrast to other single-cell approaches that only focuses on mother cells 62,126–

128, the techniques used in this work, combining microencapsulation of single 
yeast cells, microcolony generation and confocal microscopy, allowed us the 
study proliferation of a microcolony as a whole, from its founder and through all 
its progeny. This is a powerful tool to investigate heterogeneity of cell 
proliferation as a non-genetically hereditable trait, on which we are focused. 
There are other known methods to analyse single cell proliferation that consist 
on live imaging of yeast cells and their progeny for several cell cycles. However, 
any sort of analysis of these cells after their recording is not possible. 
Microencapsulation enables us to perform a wide variety of analysis of the 
microcolonies after their growth, such as comparative transcriptomic analysis37. 
Moreover, thanks to confocal microscopy and bud scar staining with calcofluor, 
we were able to recapitulate the formation of small microcolonies, which present 
the slow proliferation rate what we are interested in understanding. Confocal 
microscopy allows the disaggregation of a 3D microcolony in several 2D images 
of it, allowing the visualization of every cell within the microcolony. Quantifying 
the number of bud scars in every cell gives us the information of their replicative 
age, and an approach to their familiar relationship with the rest of cells within the 
microcolony.  
Thanks to our method, we found first that there are two types of genealogies, or 
growth patterns, driving to small microcolonies, that is to microcolonies with a 
reduced proliferation rate. One of them, the one that we have called “isotropic 
growth” is clearly the largest group of small microcolonies (84 out of 96 analysed) 
and is characterised by the fact that all cells within the microcolony contribute to 
its formation. Under the confocal microscope, what we observe is that all cells 
(except for the newly born before the fixation of the microcolony) have bud scars 
on their cell wall, which means that they have divided at least once and the 
number of cells and bud scars per cell, are in concordance with a homogenous 
pattern of cell division. The other type of small microcolony formation is the one 
that presents what we have named “anisotropic growth”. It is the less 
represented type (12 out of 96 small microcolonies analysed) and is distinguished 
by the fact that the mother cell (or it and one of its daughters) is the only one 
dividing during the microcolony formation. In the confocal images of these small 
microcolonies we observe one cell with almost all the bud scars needed to explain 
the number of cells present in the small microcolony, surrounded by cells that 
have not divided yet (with no bud scars on their cell walls). In this case, the lack 
of proliferative capacity of the vast majority of its components, explains why 
these small microcolonies are, in fact, small. Their replicative capacity has been 
reduced to one of its members. The reason why these cells are not able to divide 
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is not clear. We still have no data or evidences on this matter, but in the literature, 
we can find several possible scenarios that might explain this phenomenon. It is 
known that spontaneous events of chromosomes missegregation occur and 
generate aneuploidies, which can contribute to anisotropic growth129,130. 
However, as our definition of “small” microcolony extends to almost 20% of 
colony forming cells in an exponential culture, and anisotropic growth is 
responsible to at least one tenth of small microcolonies, aneuploidy can hardly 
explain why 2% of cells produce such unexpected lineage.  
This mother-restricted proliferation patterns have been described under metal-
stress conditions42. Since our encapsulation protocol involves a transient 
treatment with EDTA, this subpopulation of small microcolonies might be related 
to this treatment.  
 Another possible scenario is that these founders are unable to properly retain 
aging factors in their cytoplasm during the asymmetric division, with the 
subsequent loss of proliferative capacity of its daughters75,131–135. Decline in 
mitochondrial membrane potential is also an age-dependent hereditable process 
that impairs daughter cell rejuvenation by asymmetric cell division62. However, 
most of those small microcolonies were founded by young mother cells with 
replicative age under 7, which is too low to lose its capacity for properly 
segregating aging factors or mitochondrial membrane potential, since these 
phenomena has been liked to old mother cells62,131. 
In any case, the presence of anisotropic growers only explain a minimal fraction 
of small microcolonies formation, which in most cases showed an isotropic 
growth pattern. In this case we observe a founder cell surrounded by its 
daughters, all of them with the expected number of bud scars. This points out the 
fact that the mother (founder) and all its progeny show the same slow 
proliferating phenotype. This necessarily implies the presence of a mechanism by 
which the mother cell and its progeny maintain a low proliferation rate. 
Although we were able to classify small microcolonies in these two types of 
growth patterns, is likely that in longer genealogies the two patterns might have 
appeared in combination, and that they both contribute significantly to 
proliferation heterogeneity in budding yeast populations. 
We can conclude that microencapsulation of single yeast cells and confocal 
microscopy, combined with calcofluor staining, are good tools for proliferation 
studies at single cell level, particularly if we are interested in how heterogeneous 
proliferative capacities are maintained through the lineages 
 

4.2. Young mother cells already show reduced proliferation 
capacity, which can be transmitted to their progenies  

 
More than 50% of small microcolonies that showed the isotropic type of growth, 
and the vast majority of those showing the anisotropic pattern, were founded by 
non-new born cells (Figure 10). Interestingly, in exponential S. cerevisiae cultures, 
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only less than 30% are non-new born cells, which is consistent with the loss of 
proliferative potential of aged cells after a high number of divisions74,119,136.  
When we analysed the replicative age of the founders, we observe that most of 
them had undergone only 2-4 divisions before founding the small microcolony, 
which is a very early stage of their replicative lifespan. From our findings, we 
deduced that replicative age is affecting the proliferative capacity of these young 
mother cells from very early stages. In this work, we have made an effort to 
understand the mechanisms promoting that such early replicative age could 
affect the replicative capacity of, not only the founders, but also their daughters. 
It can be considered that the replicative age of the founder cell is enough to slow 
the proliferative rates of it and its progeny due to lack of correct aging factors 
segregation, however, as previously mentioned, this loss of proliferative capacity 
has been described for very aged cells 137–139. In fact, the replicative lifespan of the 
BY background (S288C) is around 25 divisions, and almost all studies about the 
implications of replicative age in proliferation have been made on bulk 
populations of around 18-25 divisions 78,118,139. In contrast, our findings suggest 
that early replicative age already play a role in the proliferative fate of some cells. 
This conclusion is also strongly supported by the fact that we only need to age 
cultures for a small number of generations (the mean replicative age of these 
cultures is among 2 and 5 divisions) to see a significant increase in the formation 
of small microcolonies. Furthermore, the replicative age of the founder cell 
clearly correlates to the number of cells that form the microcolony (Figure 11). 
We observed that small microcolonies with a very low number of cells were 
usually founded by more aged founder cells (although but not older than below 
7 divisions). At this point, it is important to emphasize that the proportion of cells 
with more than 7 divisions, in the exponential culture that is used to encapsulate, 
is enormously low as previously described140,141 . The fact that the older the 
founder cell, the lower the number of cells that form the microcolony, highlights 
the importance of the founder cell replicative age for the proliferative rate of the 
microcolony. 
From all these results, we shall hypothesize that replicative age is an important 
element contributing to proliferation heterogeneity since early stages, and that 
it may be linked to some kind of epigenetic mechanism that allows the slow 
proliferation phenotype to reach the following generations.  

 

4.3. Whi5 participates in coupling early replicative age and 
proliferative capacity.  

 
In previous transcriptomic studies comparing small and big microcolonies 
performed in our laboratory 37, WHI5 appeared as the most significantly 
overexpress mRNA in small microcolonies. As Whi5 is a G1/S transition repressor, 
it was consistent with the low proliferative rate of small microcolonies, as it could 
be enlarging the cell cycle enough to increase the generation time. To analyse if 
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Whi5 high levels were causing slow proliferation in small microcolonies, we first 
tested if Whi5 protein was also overexpressed in small microcolonies. We used 
the Biosorter to separate small and big microcolonies formed by a Whi5-GFP 
tagged strain. Consistently with the RNA-seq results, we observed that cells in 
small microcolonies had clearly higher Whi5 protein levels than big ones (Figure 
17). With this result, we could conclude that slow proliferating cells are 
accumulating more Whi5 protein than the ones with higher proliferative activity.  
To study if this Whi5 accumulation causes the slow proliferative phenotype of 
small microcolonies, we decided to test a Whi5-inducible strain. Interestingly, 
higher expression of Whi5 increased the proportion of small microcolonies 
formed in the culture. It is important to clarify that under our experimental 
conditions these cells did not show a significant change in generation time in 
liquid culture, so the higher formation of small microcolonies was not due to a 
general G1 arrest. Thus, we concluded that Whi5 levels contributes to 
proliferation heterogeneity.  
After the results presented so far revealing the importance of Whi5 levels, we 
decided to go deeper into the effect of Whi5 accumulation. Our results confirmed 
that small microcolonies that show higher Whi5 expression are more frequently 
founded by young mother cells than by new born cells. Moreover, both increasing 
the replicative age of the culture and increasing their Whi5 expression provoke 
higher proportion of slow-proliferating microcolonies. We propose that, given 
these evidences, Whi5 could be mediating the impact that replicative age has on 
proliferative capacity since early stages of lifespan. In line with this, we found that 
Whi5 concentration increases with replicative age. We propose a model in which 
the probability of accumulating Whi5 increases with replicative age and that, in 
some cells, this accumulation reaches a threshold that slows down their 
proliferative rate in a way that can be transmitted to its progeny. 
However, Is there any potential evidence for this role of Whi5 in the literature? 
Whi5 concentration and dilution has been described as a determinant element in 
cell size control142–144. In these works, Whi5 dilution with cell size due to the 
combination of its constant synthesis rate and the increased cell volume, is the 
key that controls the moment of the cell division: once a certain Whi5 
concentration threshold has been achieved, the inhibitors of Whi5 and the 
activators of the cell cycle are able to start a positive feedback loop that inevitably 
leads to cell cycle entry and progression.  However, there have been recent 
publications that disagree with this conclusions and points towards the 
activators116,117,145 (mainly Cln3) 115and inhibitors differential scaling with cell size 
event as the main responsible for this decision 113,146,147. Whether Whi5 
determines cell volume at G1/S transition or not, our own microscopy 
observations of the Whi5 inducible strain treated cultures suggest that an 
accumulation of Whi5 does increase the cell volume and decreases the 
proliferative capacity of the cell. Increased cell volume may also lead to 
transcriptional alterations and cytoplasm dilution that ends with cell senescence, 
as a consequence the dilution of transcription machinery78. 
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Whi5 has been proposed to regulate the mother-restricted proliferation pattern 
of stressed cells by transmitting from mother to daughter cells and blocking 
G142,106,148. 
On another hand, in a cell replicative lifespan context, G1 arrest or delay 119 and 
Whi5 accumulation has been described as one of the causes of mortality in old 
yeast cells78,118. The accumulation of this cell cycle repressor in the mother cell 
during replicative aging due to asymmetric cell division, produces a G1 delay in 
these cells that, combined with other Whi5-independent mechanisms, are 
responsible for cell cycle defects and deregulation of G1 cyclins expression, 
leading to cell death. Although the mentioned works have focused on aged cells 
after performing a high number of divisions, consistently with them, our findings 
demonstrate that Whi5 expression increases with cells replicative age since the 
very first divisions.   
From these results, we propose that Whi5 accumulation in early replicative aged 
cells increases their probability of reducing proliferative capacity due to a Whi5-
dependent increased cell volume and cytoplasm dilution. In a clonal yeast culture, 
the probability of accumulating Whi5 increases with cell replicative age. The 
daughter cells of these mothers will have higher probability to inherit higher 
doses of Whi5 and, for this reason, to reach the threshold of Whi5 concentration 
needed for G1 delay and volume increase, leading to small microcolonies 
formation.  
 

4.4. Cell cycle is tightly regulated during the replicative 
aging process 

 
Our data suggests that small microcolonies are more frequently founded by non-
new born cells and that these founders have more probability to accumulate 
Whi5 with every division, which could lead to a reduced proliferative capacity. In 
fact, increasing the Whi5 concentration in cultures, increases the proportion of 
small microcolonies that they form. Taking all this into account, we wondered 
what is the mechanism by which Whi5 accumulation is affecting proliferative 
capacity. Does Whi5 alter the cell cycle profile of these replicating cells?  
With the aim of clarifying this, we studied the cell cycle profile of an exponential 
wildtype culture, relating it to their replicative age. What we observed was that 
new born cells spend proportionally more time on G1, as expected, as new born 
cells need more time to reach the correct size threshold to divide98,149 . However, 
for the following replicative ages, we observed that cells spend proportionally 
more time in G2/M phase than in G1 until division 4 or 5, in which cells spend 
more or less the same amount of time in both phases. It has been described that 
some old yeast cells spend increasingly higher amounts of time in G2/M until they 
reach senescence and die39,141. Some other studies reveal that some other cells 
choose another aging pathway and spend increasingly time length in G1, until 
they reach a size that is not compatible with functional transcription and 
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translation, which lead them to death139. In any case, deregulated cell cycle, 
whether it is spending more time than needed in G2/M or G1, triggers 
transcriptional defects that end with cell death. However, this is described for 
very old cells (from 20-25 divisions) and what we are observing are newly born 
cells with 1 to 5 divisions.  
The fact that we observed this phenomenon in several different backgrounds 
points towards sophisticated changes in the regulation of cell cycle across the 
early lifespan of young mother cells.  
Then, why do young mother cells undergo longer G2/M phase? We tested several 
G2/M checkpoint mutants to test whether longer G2/M was a consequence of 
DNA damage caused by replicative stress even in early stages of their replicative 
lifespan. Some studies reveal that aged cells are more prone to have replicative 
stress and DNA damage 70, nonetheless, this can also be found in young cells. 
What we observed from these experiments was that no tested checkpoint 
mutant showed significant differences with the wildtype cell cycle profile in the 
replicative age range that we analysed. For this, we conclude that the longer 
G2/M phase that we observe in young mother cells is probably not due to any 
DNA damage or replicative stress response activation.  
However, this method has a clear limitation, as we are not able to quantify the 
actual time length that each cell spends on each cell cycle phase. We are just 
observing the relative proportions of cells in one phase or another. This implies 
that we do not know whether longer G2/M involves longer cell cycle duration or 
whether longer G2/M is compensated by shorter G1 producing no change in 
global cell cycle length. We hope to solve this question by single cell live imaging 
in the next future. 
 
As an alternative analysis to this differential cell cycle profile between new born 
and young mother cells, we synchronized an exponential culture, rich in new born 
cells, and a 6-hour aged culture using the biotin-streptavidin extraction method. 
After this, we released them and collected samples every 5 minutes to study how 
each culture progress through a complete cell cycle. We observed that early 
replicative aged cells spend 5 minutes less in G1 compared to the one rich in new 
born cells. This difference might be related to the fact that, as mention before, 
new born cells need more time in G1 to reach the correct cell size before cell 
division98,101,110 . In any case, young mothers seemed to show longer G2/M than 
new born cells, suggesting than the high G2/M:G1 proportion detected in young 
mother cells is, at least partially, due to longer G2/M. 
Whi5 transcription is regulated through the cell cycle, with maximum expression 
in S and G2/M phases150. Accordingly, longer G2/M in young mother cells might 
explain why we detected higher Whi5 levels in this type of cells. Our results 
confirmed in fact that cultures enriched in young mother cells expressed 
significant higher levels of Whi5 in telophase (Figure 32). 
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Considering all our experimental evidence and the ideas taken from the 
literature, we propose a model for Whi5-regulated proliferation heterogeneity 
that would involve the following elements: 

• Whi5 expression has a certain probability to increase every division cycle, 
since the earliest stages of lifespan. 

• High Whi5 levels contribute to reduce proliferation rates by extending the 
cell cycle. 

• Long cell cycle favours keeping high Whi5 expression levels. 
• High Whi5 concentration would be transmitted from mother to daughter 

cell during budding 

Taken altogether, these elements would explain the activation of the slow 
proliferation pattern at any moment of a mother cell lifespan, and its epigenetic 
(non-genetic) transmission throughout generations by a robust self-maintaining 
loop. 
The fact that our model is derived from studying young mother cells, which are 
abundant in exponential cultures, makes our conclusion linking age to 
proliferation particularly more relevant than those concluded from very old cells, 
which are always an absolute minority in growing populations. 
This model is a tool to approach proliferation heterogeneity but does not intent 
to be a total explanation of such phenomenon. In fact, deleting Whi5 in a 
replicative aged culture (using the mother enrichment programme) did not alter 
the increase in small microcolonies that we detected in the wildtype aged culture. 
This reveals that, even though Whi5 is one of the drivers of proliferation 
heterogeneity, it is not the only actor in the interplay between replicative age and 
proliferation that we observe in yeast populations.  
The combination of our results is compatible with a model in which a newborn 
cell with optimal proliferation capacity can undergo an increase in Whi5 
expression at any division cycle, since the very first. This increased in Whi5 levels 
would negatively condition the proliferation rate of its progeny, favoring 
extensive growth heterogeneity of the whole population. Increase of Whi5 might 
be due to stochastic noise in its expression, but might also be linked to its time of 
expression during the cell cycle, which seems to be maximal in G2/M. Any delay 
in G2/M, due for instance to activation of checkpoint mechanisms, might provoke 
increased Whi5 levels, which in turn would induce subsequent cell-cycle 
alterations, enabling a self-regulatory loop that propagates throughout the cell 
linage. Such activation of checkpoints has been described to play a role in mitotic 
catastrophe during late aging 70. The findings made in this thesis work suggest 
that it may be a more common phenomenon than expected, potentially being 
triggered in any stage of replicative life span, and explaining the high proliferative 
heterogeneity of cell populations. 
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1. Combination of cell microencapsulation and confocal microscopy is a 
reliable method to analyze cell lineages. 
 

2. Replicative age substantially contributes to proliferative heterogeneity in 
clonal populations.  

 
3. Decrease in proliferative capacity of young mother cells arises after the 

first mitotic division. 
 

4. The progeny of a young mother cell can non-genetically inherit its 
decreased proliferative capacity. 

 
5. The cell cycle regulator Whi5 participates in one of the mechanisms that 

links replicative age and cell proliferative capacity. 
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6. Materials and methods 
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6.1 Strains and growth conditions 
All strains were cultured at 30ºC in constant agitation at 180 rpm in the indicated 
media for every experiment. 
The wildtype BY4741 strain was obtained from the EUROSCARF yeast collection. 
Whi5 tagged with GFP was obtained from Thermo Fisher Scientific GFP yeast 
clone collection. See table 2 for a list of all strains used in this work. 
 
Name Genotype Source 
BY4741 MATa; his3D1; leu2D0; met15D0; 

ura3D0 
 

Euroscarf 

DNY51 Mat a can1::PSTE2-Sp_his5 leu2Dyp1D 
met15D hoD::PSCWII-cre-EBD78-
NATMX loxP-ubc9-LOXp-Leu2 loxP-
CDC20-Intron-loxP-HPHMX 

Kindly 
provided by 

DNY51-
whi5D 

Mat a whi5::kanMX6 can1::PSTE2-
Sp_his5 leu2Dyp1D met15D 
hoD::PSCWII-cre-EBD78-NATMX loxP-
ubc9-LOXp-Leu2 loxP-CDC20-Intron-
loxP-HPHMX 

This work 

KSY098-1 Mat a; his3::LexA-ER-AD-TF-HIS3 
whi5::kanMX6-LexApr-Whi5-mCherry-
Adh1term-Leu2 
 

Kindly 
provided by 

W303 Mat a leu2D3 112 trp1-1 can1-100 
ura3D1 ade2D1 his3D11 15 

Kindly 
provided by 
Dr. Francesc 
Posas 

Whi5GFP Mat a his3Δ1 leu2Δ0 met15Δ0 ura3Δ0 
Whi5-GFP::HIS3  
 

Thermo 
Fisher 
Scientific GFP 
yeast clone 
collection 

whi5D MATa; whi5::kanMX6 his3D1; leu2D0; 
met15D0; ura3D0 

Euroscarf 

whi7D MATa; whi7::kanMX6 his3D1; leu2D0; 
met15D0; ura3D0 

Euroscarf 

whi5D whi7D MATa; whi5::kanMX6 whi7::kanMX6 
his3D1; leu2D0; met15D0; ura3D0 

This work 

msa1D  W303 MATa msa1::LEU2 (YAG1) Kindly 
provided by 
Dr. Francesc 
Posas 
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msa2D W303 MATa msa2::HPH (YAG5) Kindly 
provided by 
Dr. Francesc 
Posas 

msa1D 
msa2D whi5D 

W303 MATa whi5::URA3 msa1::LEU2 
msa2::hph (YAG13) 

Kindly 
provided by 
Dr. Francesc 
Posas 

whi5D (w303 
background) 

W303 MATa whi5::LEU2 (YPC455) 
 

Kindly 
provided by 
Dr. Francesc 
Posas 

Tale 2. Strains used in this work 

 

6.2 Media 
 
- YPAD rich medium: 1% yeast extract, 2% bacterial peptone, 0,2% adenine, 

2% glucose (added after autoclaving) 
- SC-URA, Synthetic minimal medium without uracile: 0,17% yeast 

nitrogen bases without amino acids, 0,5% ammonium sulphate, 2% 
glucose (added after autoclaving). This media is supplemented with the 
essential amino acids lysine, adenine, methionine, tryptophan, leucine and 
histidine. 

For agar plates of the same media, 2% agar was added before autoclaving. 
 
 

6.3 Probes used in this work 
 
Name Sequence 
Chk1 Down CAATTAGGCCAAGCCCACACAG 
Chk1 up TCACTGTAATGATCAAGTTA 
cln3up TGTACGACGGCACCGCCTC 
rad53 down CGTATCAAAACGTCACTCTATATG 
rad53 down 2 GCAACGGGAGTGACGCGTAA 
rad53 up CCTTGGCGTTTCTCATCTCACC 
Rad9 Down GGA GAG AAT GTT TCG AGA 
Rad9 Up GTCCCAAA AAGGAAATAG 
sml1 down CTT TCT TCG CAG CTA TAT AC 
sml1 up GCA ATG AAA TGT TTC GTT ATT 
Whi7-down CAATTAGGCCAAGCCCACACAG 
Whi7-up TCACTGTAATGATCAAGTTA 
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6.4 Drugs and reagents used in this work 
 

• a-factor (a matig pheromone GenScript) 
• 6-Azauracile (6AU) (Sigma-Aldrich) 
• Biotin (EZ-Link TM Sulfo-NHS-LC-Biotin, Thermo Scientific) 
• Calcofluor (Fluorescent Brightener 28, Sigma) 
• Doxycycline (DOX) (Sigma-Aldrich) 
• Estradiol (Sigma-Aldrich) 
• Mycophenolic Acid (MPA)(Sigma-Aldrich) 
• Pronase E (Merk) 
• Propidium iodide (Sigma-Aldrich) 
• Streptavidin (New England Biolabs) 

 
 

6.5 RNA extraction  
 
10 ml of every culture at an O.D600nm of 0,5 were collected in 15 ml Falcon tubes. 
They were centrifuged and washed with distilled water and then frozen in liquid 
N2. Samples were preserved maximum 3 days at -20ºC. 
After this, samples were washed again with distilled water and then resuspended 
in 400µl of TES (DEPC water, 10nM Tris-HCL 7.5 pH, 10mM EDTA and 0,5% SDS). 
Then samples were washed twice with 400µl Acid-phenol and once with 400µl of 
chloroform.  They were resuspended in 40 µl of sodium acetate and 1ml of 
ethanol 96% and incubated overnight at -20ºC. Finally, samples were washed 
with 70% ethanol and the dried pellet was resuspended bi-distilled water. 
For qPCR experiments, samples were treated with DNAase before the RT-PCR 
 

6.6 Protein extraction and Western-Blot 
 
10ml of cultures at D.O600nm were collected and washed with distilled water. 
Proteins were extracted by FastPrep-24 ®5G breaking method by adding equal 
parts of lysis tampon and glass beads and then subjected to 3 cycles of 30 seconds 
breaking (5M/s). Samples were then centrifuged and supernatants were 
collected for boiling 3 minutes with 2X laemmli buffer. 
For the western blot, samples were subjected to a 180V current in a SDS-page gel 
(12%) for 60 minutes. After this, proteins were transferred to a membrane using 
a wet transfer protocol with a current of 80V for 90 minutes. 
The membrane was blocked using 5% solution of formula for 1 hour and then 
incubated overnight with the primary antibody (anti-RFP in this case). After 3 
washes of 5 minutes with TTBS, the membrane was incubated with the secondary 
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antibody (anti-rat in this case) for 45 minutes. The results were revealed using a 
Chemidoc imaging system from BioRadâ. 
 

6.7 Microencapsulation 
 
Microencapsulation conditions were set to obtain a single cell into every alginate 
microcapsule to ensure that all the cells growing inside every capsule were clonal.  
 
First, cells were cultured to 0,5 O.D to ensure that it was at exponential growth 
phase. In the next step, for every 3ml of microencapsulation solution 2,7 ml of 
1,66% sodium alginate was added, plus 290 µl of YAPD and 10 µl of cells. This 
solution was injected into a 5ml syringe and placed into the correct position 
(Figure 33) in an Ingeniatrics® Cellena microencapsulator following a well 
described protocol already published37 . The solution was injected from the 
syringe into a microparticle nebulizator with a constant air flux, which allowed 
the formation of approximately 100 µm alginate microparticles that continuously 
fell into a solution of calcium chloride (3%) for its jellification. 

 
Figure 33. Cellena encapsulator scheme. The encapsulation mix is transferred from the syringe 
towards the nebulizator, and from this, in beads form, to a 3% calcium chloride for its jellification. 

 
After the microencapsulation, capsules were collected using a Falcon ® cell filter 
40 µm, and cultured together in 30 ml of YPAD for the indicated number of hours 
at 30ºC in continuous stirring. After the incubation, microcapsules were collected 
again and fixated in 70% ethanol and YPAD proportions 1:1. 
 

6.8 Light microscopy and microcolony size analysis 
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Microcolony sizes analysis was performed using an optical microscope (Leica 
DM750). Microcolonies were classified according to their size in small, medium 
and big microcolonies. As capsule diameter is stable (approximately 100mm), big 
microcolonies are considered those that surpass the radio of the capsule, 
medium microcolonies are those whose size range between half the radio and 
the radio, and the ones smaller than half the radio are considered small 
microcolonies (figure 34). 
 

 
Figure 34. Guide scheme for microcolonie sizes. Small microcolonies are smaller than half the ratio 
of the capsule. Big microcolonies exceeds the capsule radio length. Medium microcolonies ranges 
between half the radio and the radio of the capsule. 

6.9 Mother cell enrichment assay 
 

• MEP strains: Our first approach for this consisted of using DNY51 strain 
(Figure 35). First, cells were grown at normal culture conditions to 
exponential phase (0,5 O.Ds approximately), they were then collected and 
inoculated in 10ml of YPD (previously preheated at 30ºC) and Estradiol at 
a final 1mM concentration. They were cultured at 30ºC for 3 hours. The 
Estradiol was then washed, and cells were resuspended in YPD to finally 
add them to the microencapsulation mixture. After the 
microencapsulation, capsules were collected and cultured in YPD (without 
Estradiol) for 13 hours at 30 ºC. Finally. Microcapsules were collected and 
fixated as usual. 

Small Medium Big

50μm 50μm 50μm
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Figure 35 Scheme of the Mother Enrichment Programme mechanism.  Yeast strain with Cre 
recombinase under the control of a specific daughter cell promoter. This Cre recombinase is 
activated in the presence of Estradiol, enters daughter cell nucleus and deletes two essential genes 
for cell cycle. This causes an irreversible arrest just in the daughter cell while mother cells keep 
growing unaffected. 
 
 

• Wildtype BY4741 strain: The second approach consisted of a biotin-
streptavidin purification performed in a wildtype BY4741 strain. For this 
experiment, 20 ml of an exponential wildtype culture (approximately at 
0,4 O.D) was collected and washed with PBS twice. After this, cells were 
resuspended in 1ml PBS and incubated with Biotin (EZ-Link TM Sulfo-NHS-
LC-Biotin, Thermo Scientific) for 30 minutes (10mg per sample). Cells were 
then washed with PBS and incubated in YPAD at 30ºC in continuous 
agitation for 6 hours (30 minutes for the negative control). After the 
incubation, cells were washed again and incubated with streptavidin 
((New England Biolabs) 150μl per sample) for 30 minutes at room 
temperature. The next step required a special Eppendorf magnet that 
retained the magnetic beads linked to the streptavidin, and also the cells 
glued to it through Biotin molecules. The supernatant was discarded and 
the cells linked to the magnet were washed several times. After this, cells 
were incubated in YPAD media for 30 minutes and then encapsulated. 

 
Previous to the encapsulation, a sample of the treated and not treated cultures 
were collected and stained with calcofluor to determine the replicative age of 
both cultures (See Materials and Methods: Calcofluor staining and Fluorescent 
microscopy and bud scar counting) 
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6.10 Calcofluor staining   
 
For replicative age analysis of a wildtype exponential culture, a bud scar staining 
was performed. First, cells were collected at exponential growth phase, fixated 
with 70% Ethanol and stored at 4ºC for at least 2 hours. After that, cells were 
washed with PBS 1X and resuspended in a solution of PBS and calcofluor 
(Fluorescent Brightener 28 from Sigma Aldrich) at a final concentration of 0.1 
mg/ml. They were incubated for 5 to 10 minutes in dark conditions at room 
temperature and then washed again with PBS. Cells were finally resuspended in 
100ml of PBS. 
 
Microcolonies were also stained with calcofluor for small microcolonies founder 
cell identification. First, fixated microcolonies (YPD and Ethanol 70% 1:1) were 
filtrated and collected. They were washed with a TrisHCl-CaCl 2:1 solution and 
inoculated in 0.5ml of calcofluor at 0.1 mg/ml concentration for 5 minutes at 
room temperature. After that, microcapsules were filtrated and washed again 
with TrisHCl-CaCl solution. Finally, they were collected and preserved in 0.5ml of 
the same solution.  
 

6.11 Fluorescent microscopy and bud scar counting 
 
Replicative age of not microencapsulated cultures was calculated by manually 
counting the number of cells bud scars using a direct fluorescent microscope 
Olympus BX-61. Bud scars were detectable using the DAPI filter. Cells were 
classified according to the number of bud scars, which is a direct method to know 
their replicative age.  
Using Bright Field filter, cell could be also classified by their cell cycle phase into 
three categories: G1 (not budded, round cells), S (small bud) or G2/M (large bud). 
 

6.12 Confocal microscopy and founder cells age analysis 
 
Microcolonies stained with calcofluor were visualized in a A1R Confocal Nikon 
Microscope using the 60X oil objective and DAPI filter. Images of small 
microcolonies (n=187) were taken every 0.5 mM in Z-axis. 
Number of cells and number of bud scars were counted going through all Z axis 
images. Using the formula 𝑛𝑢𝑚𝑏𝑒𝑟	𝑜𝑓	𝑐𝑒𝑙𝑙𝑠 − 𝑛𝑢𝑚𝑏𝑒𝑟	𝑜𝑓	𝑏𝑢𝑑	𝑠𝑐𝑎𝑟𝑠 + 1 =
𝑓𝑜𝑢𝑛𝑑𝑒𝑟	𝑐𝑒𝑙𝑙	𝑎𝑔𝑒 the replicative age of the small microcolonies founder cells at 
initial time (right before founding the small microcolony) was estimated. The 
resulting number was corrected when incoherent: very high numbers usually 
meant that the small microcolony was founded by two aged cells. These cases 
were taken out of the analysis. On the other hand, negative numbers probably 
meant that the number of bud scars was underestimated. Going through the 



 
 

97 

genealogy of the small microcolony, taken into consideration the number of buds 
observed on each cell, these numbers were corrected according to the most 
probable scenario (being usually the case of a new-born cell founder). In total, 93 
small microcolonies were classified as “valid” for the analysis. 
 

6.13 Modulation of Whi5 expression 
 
KSY098-1 strain was first growth to exponential phase (D.O.=0.5) and then 
microencapsulated following the usual protocol of microencapsulation. After 
that, microcapsules, which have one single cell trapped each, were collected and 
then inoculated in flasks with YPD and Estradiol at different concentrations: one 
flask with no Estradiol for the control, the others with 2nM, 4nM, 5nM, 6nM, 8nM 
and 10nM respectively. 
The wildtype W303 control was separately encapsulated the same day in the 
presence of the highest estradiol concentration tested (10nM). Finally, these and 
the W303 wildtype strain were cultured for 10 hours at 30 degrees.  
 
  

6.14 Whi5-GFP Cell sorting 
 
Whi5-GFP strain was cultured to exponential growth phase in minimum media 
complemented with all the essential amino acids except Histidine. Then, cells 
were collected at DO600nm 0.5 and sorted in a BD FACSJazz™ cell sorter according 
to the GFP intensity detected. Cells with low Whi5 expression sorting criteria was 
stablished according to a negative (not fluorescent) control BY4741. Cells with 
higher Whi5 expression were selected drawing the sorting gate for the 5% of cells 
with highest Whi5 GFP expression. After sorting, each sample was stained with 
calcofluor and analyzed.  
 

6.15 Determination of Whi5 expression in microcolonies  
 
To measure the Whi5 expression according to the microcolony size, a Whi5-GFP 
tagged strain was microencapsulated in the normal conditions specified in 
Materials and Methods. After 13 hours of incubation in YPAD, the microcapsules 
were collected in SC media and then directly analyzed using a Large Particle 
Cytometer Biosorter® (Union Biometrica, Inc.). Six independent 
microencapsulations of Whi5-GFP were used in order to get enough 
microcolonies for the analysis. Two different measures were performed and were 
classified in small, medium or big microcolonies according to their “Time of flight” 
(TOF). The time of flight in this cytometer is indicative of the size of the particle 
and does not consider the alginate particle. Microcolonies were estimated to be 
in the range 60-250 of time of flight and they were divided in 3 categories: big 
(250-185), medium (184-120) and small (119-60). The size of the sample was 
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101163 valid events. These events were classified into big, medium or small 
microcolonies according to the previously described criteria and then, their green 
signal (GFP signal) was relativized to their size (TOF).  
 

6.16 Alfa-factor synchronization of aged cultures 
 
To properly analyze relatively aged cells cell cycle, a wild type culture was 
enriched in mother cells, synchronized in G1 phase and analyzed by flow 
cytometry for the following cell cycle. With this purpose, the approach was as 
follows: cultures were collected at, at least, 0,4 O.Ds (a volume of 25ml o 
proportional part depending on the O.D). They were then centrifuged at 4.000 
rpm for 4 minutes, washed with 1ml of PBS twice (2 minutes at 6000rpm) and 
incubated with 10 mg of Biotine for 30 minutes. Half of the culture was collected 
as control cells (not enriched in mother cells) and was incubated in YPAD for 30 
minutes in agitation at 30ºC. The rest of the culture was incubated for 6 hours in 
the same conditions. After each incubation, cells were treated with 1µg/ml of 
alfa-factor for 2 hours (or until the shmoo structure is visible under the 
microscope). After this, the streptavidin extraction was performed following the 
same protocol already described with the additional step of inoculating more alfa 
factor to the streptavidin solution. After this step, cells were washed and 
inoculated into fresh YPAD media (previously heated at 30ºC) with pronase at 
50µg/ml. Samples were collected every 5 minutes for the following 90 minutes 
and fixated in 500 µl of70% Ethanol. 
 

6.17 Propidium iodide staining and flow cytometry 
 
Fixated cells were washed twice with 1ml of sodium citrate 50mM and then 
treated with 500µl of sodium citrate with RNAase overnight. After this, 500µl of 
a solution of propidium iodide (PI)(4µg/ml) and sodium citrate 50nM was added 
to every sample. Cells were incubated for 30 minutes at room temperature and 
dark conditions.  
For flow cytometry, samples were sonicated using a Bioruptor®( Diagenode). 
Sonications were done for 3 cycles of 1 minute (30 seconds of sonication for every 
cycle). After this, cell cycle analysis was performed using a BD FACSCanto™ 
Clinical Flow Cytometry System.  Cells were classified according to their PI 
content, which correlates with DNA content. This allows sorting cells into G1 cells 
(1 content of DNA) and G2/M (2 contents of DNA). 
 

6.18 Determination of Whi5 mRNA in synchronized aged cells 
 
In order to determine Whi5 mRNA levels for every cell cycle phase, samples of an 
aged alfa-factor synchronized wildtype culture were collected and then analysed 
by qPCR.  
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First, cultures were collected at exponential growth and enriched in mother cells 
using the same protocol already described. After alfa factor treatment, cells were 
enriched in mother cells (early aged cells) through streptavidin extraction and 
then inoculated into YPAD and pronase. 15 ml samples were collected at the 
indicated times for every experiment and then washed and frozen in N2. 
RNA of each sample was extracted and then analysed using a Roche LightCycler 
480 with a Whi5 probe. SCR1 probe was used as a normalising control. 
 
 

6.19 Live-imaging experiments 
 
Whi5-GFP culture was growth overnight in 5ml YPAD media and then diluted in 
YNB media previously filtered. Once cultures reached 0,3 O.D600nm they were 
collected and inoculated into a specially designed chamber (Figure 15) to capture 
single cells into wells and allowing them to grow in a monolayer. To ensure that 
most wells were filled with just one single cell, conditions were optimized to 1 
drop of 3 µl of the culture at 0,3 O.D in each chamber. This was then disposed 
over a special cover (Cover glass D 263®) and then in this order: 

1. Tubes of approximately 30cm are introduced in every position marked in 
the figure X. 

2. The chamber disposed in the cover is placed into the microscope, using a 
specially adapted platform. 

3. The tube placed in the position 1, is connected to an empty syringe that 
will allow the vacuuming of the chamber. This will ensure the media flow 
from the beginning of the chamber towards the end. 

4. The tube placed in the position 2 is connected to a syringe full of YNB 
media (filtered in order to facilitate the flow and impede any clogs).  

5. The tube placed in position 3 is connected to a small syringe that will later 
allow the injection of calcofluor into the chambers (after the recording). 

6. The tube placed in position 4 is the waste exit. 
Chambers are connected via tubular structures that allows the flow of the media 
towards every well and, finally, towards the end of the chamber that is the waste 
exit (position 4). 
After vacuuming the chamber, and placing it in the microscope, wells are 
visualized making a wide range scanning of the chamber. After this, positions in 
which we are able to localize one single cell in a well are selected (10 or 11 per 
recording) and marked for recording. After the recording, the calcofluor is slowly 
injected into the chambers. One snapshot at every selected position is taken in 
DAPI channel in order to visualize the bud scars. 
 Microscope settings: 
Snapshot: every 5 minutes for 13 hours in Brightfield channel and GFP channel. 
GFP laser power: 30%. 80 ms exposure time. 
DAPI laser power: 30%.100 ms exposure time. 
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