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A B S T R A C T

This paper provides a new approach to evaluating the influence on passenger F&B consumption and expenditure
of terminals that approximate to the concept of an airport shopping mall. Using a broad database of 37,226
passengers interviewed at eight different Spanish airports, including two Spanish hub airports, Madrid-Barajas
and Barcelona, with a methodology framed within statistical causal inference with Kernel and Radial matching,
the results robustly demonstrate that passengers alter their consumption behavior in hub airport malls compared
to how they behave at regional airports with a smaller commercial and F&B offer. Specifically, there is an
increase of between 3.7 and 4.1% in the likelihood that hub passengers will make a consumption and between
1.2 and 1.3% in the likelihood that they will make a purchase, while mean per-passenger spending increases by
3.53€.

1. Introduction

A great deal of literature currently exists on the growing importance
of non-aeronautical revenue in airport management (Del Chiappa et al.,
2016; Fasone et al., 2016; Yokomi et al., 2017). A large number of
papers address the possible determinants that would explain passengers'
consumer behavior at airports. According to these papers, their beha-
vior could be explained using variables that range from waiting time
(see the debate surrounding the importance or lack of importance of
this variable in Chung et al., 2013); passenger characteristics, from
income level (Castillo-Manzano, 2010) to age (Graham, 2008) and
gender (Geuens et al., 2004); trip characteristics, including whether the
passenger's motive for flying is leisure or business (Lu, 2014) or, for
example, whether s/he is flying on a domestic or international flight
(Fuerst et al., 2011) or even the type of airline (Gillen and Lall, 2004 or
Castillo-Manzano and López-Valpuesta, 2015).

The present paper seeks to complement the prior literature by using
a new approach to evaluate whether the fact that the terminal provides
a broad and varied commercial and F&B offer has any effect on pas-
sengers' spending levels and the likelihood that they will make pur-
chases at airport stores and establishments. The aim is to highlight the
role of certain terminals as generators of non-aeronautical revenue and
their transformation into de facto airport shopping malls (Appold and
Kasarda, 2006; Geuens et al., 2004) with a high concentration, high
volume and wide range of retail and F&B establishments. Given the

space requirements and high passenger volumes needed to be cost-ef-
fective, airport shopping malls are typically located inside the terminal
at larger airports and especially at hubs. Hubs are airport network
nodes where traffic from several origins can be consolidated and dis-
tributed to a diverse range of final destinations (Button, 2002), thus
enabling airlines to improve connectivity and increase the number of
markets that can be served.

Strategic changes to ensure the viability of many airports (Freathy
and O'Connell, 2012) and the success of shopping malls in terminals
(Appold and Kasarda, 2006) have led to many airport operators con-
sidering enlarging the area devoted to shopping and F&B facilities. We
focus on two Spanish airport hubs that have carried out multi-million
Euro refurbishment programs, specifically Madrid-Barajas, with approx.
€6200m, and Barcelona, with over €3000m (see Castillo-Manzano
et al., 2015; Castillo-Manzano et al., 2017; Dobruszkes et al., 2017).
Barcelona even advertises its new terminal's shopping area with the
name of shopping center (http://www.aena.es/es/aeropuerto-
barcelona/todas-tiendas.html). These two airports have greatly in-
creased their commercial offer by giving passengers the choice of a vast
array of stores carrying the main international brands that are very
unlike traditional convenience stores, as well as a large food court with
an assortment on offer that ranges from fast food, including McDonalds,
Burger King and similar, to thematic restaurants with different degrees
of sophistication and price.

Thus, this paper is structured as follows: after this introduction,
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Section 2 describes the data. Section 3 details the methodology used.
Section 4 presents the main empirical outcomes while Section 5 offers
conclusions.

2. Data

We use a broad database collected through personal interviews
conducted by the Spanish Public-Private (51% vs. 49%) Airport
Authority (AENA) during summer 2010. Our research uses a database
of 37,226 passengers who were interviewed in departure lounges at
eight different Spanish airports (namely Almeria, Alicante, Barcelona,
Madrid, Santiago, Seville, Tenerife Sur and Valencia). Table 1 gives the
main characteristics of the sample. As can be seen, the greatest care was
taken to obtain a broad simple random sample.

Table 1 also shows the great differences that exist between the retail
offer at hub and regional airports, with respect to both floor space al-
located to commercial areas and number of establishments, both stores
and F&B. For example, the number of F&B establishments ranges from
3 at Santiago and Almería airports to 44 at Barcelona and 64 at Madrid-
Barajas.

These data make it easy to conclude that what can be found in the
case of both Madrid and Barcelona airports is a shopping area that
clearly imitates real shopping malls. It should therefore come as no
surprise that some new terminology has been used on official maps of
Barcelona airport's new terminal; rather than the traditional termi-
nology applied to maps at all other Spanish airports, which only dis-
tinguishes between three areas for passengers (Public zone, Passenger-
only zone and Boarding area), a fourth has been included to define the
area in the terminal where the retail stores are concentrated, called
“shopping center”.

We focus on 20 different variables that were available in their en-
tirety for 36,271 passengers: one indicator variable, 3 dependents and
16 explanatory variables or covariates that were identified in the aca-
demic literature as factors that may be major determinants of airport
retail demand.

To be specific, the group of most important variables includes
passenger Socio-demographics, with age and gender (Castillo-
Manzano, 2010; Chung et al., 2013; Freathy and O'Connell, 2012;
Geuens et al., 2004; Lin and Chen, 2013; Lu, 2014) and nationality
and place of residence (Freathy and O'Connell, 2012; Geuens et al.,
2004; Lin and Chen, 2013) standing out. In this category, income plays
a major role in determining passengers' airport shopping intentions
(Chung et al., 2013; Lin and Chen, 2013; Lu, 2014). As this is a
variable that is not easy to obtain in personal interviews, proxies are
usually used, such as education level (education), work status (in
work) and means of travel to the airport (taxi), as used in Castillo-
Manzano (2010). The passenger's travel behavior or frequency of
travel is a factor that should be taken into account (Chung et al., 2013;
Freathy and O'Connell, 2012; Geuens et al., 2004; Lin and Chen, 2013;
Lu, 2014), and can also be interpreted as an indicator of the passen-
ger's level of income.

Focusing on trip characteristics, other factors that can also affect the
passenger's purchase decision and volume of purchases have been
highlighted by previous research, including:

a) The reason for traveling, whether leisure, business or VFR (Visiting
Friends & Relatives) (Appold and Kasarda, 2006; Chung et al., 2013;
Freathy and O'Connell, 2012; Fuerst et al., 2011; Lin and Chen,
2013; Lu, 2014; Torres et al., 2005)

b) In general terms, the duration of the trip, as it is more likely that F&
B will be consumed before a long flight (Freathy and O'Connell
(2012); Appold and Kasarda (2006) and, in particular, the type of
route (Fasone et al., 2016; Fuerst et al., 2011). As very short trips of
0–1 day are clearly correlated with short distances, while con-
necting passengers at a hub usually fly to more distant destinations,
three control variables have been included that help to correct forTa
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these factors, specifically: Non-Eurozone international destination;
Connecting flight and Trip Duration.

c) Type of airline, with special emphasis on LCCs (Fasone et al., 2016;
Freathy and O'Connell, 2012; Lei and Papatheodorou, 2010; Yokomi
et al., 2017).

d) Time spent in the airport (Chung et al., 2013; Torres et al., 2005)
including ticket processing time, the time needed to check in and
clear security, and free time available to make purchases, as high-
lighted by Appold and Kasarda (2006). Some studies have measured
this time by the punctuality and delays of airlines using the airport
(Fuerst et al., 2011).

Lastly, the prior literature highlights the growing importance of the
passenger's social interaction factors, and considers these to be even
more important than many of the previous factors. These include travel
company size (Chung et al., 2013; Lin and Chen, 2013), which is cap-
tured by a number of different variables, such as whether the passenger
is accompanied on his/her trip by friends, family members or work
colleagues (Freathy and O'Connell, 2012; Lu, 2014). Whether the pas-
senger is being accompanied by children is especially important (Chung
et al., 2013; Freathy and O'Connell, 2012) as is whether family mem-
bers/friends have traveled to the airport to see the passenger off
(Castillo-Manzano, 2010).

These 16 explanatory variables allow us to analyze the factors that
define the profile of passengers and travel features.

All of these variables are presented in Table 2 along with their main
descriptive statistics.

With respect to binary variables, the mean value indicates the per-
centage of individuals in the sample set who meet the indicated char-
acteristic. For example, the explanatory variable “gender” is a binary
variable defined as 1 if male and 0 if female, so the 0.528 mean value
indicates that 52.8% of the sample are men while the remaining 47.2%
are consequently women. With respect to categorical variables, which
are ordered categories in our case, the mean value can be useful as an
approximate indicator of sample distribution among the various con-
sidered ordered categories. So, if we take the explanatory variable “age”
as an example, as the mean is 2.015 and there are 4 categories, this
would indicate that the sample is slightly biased toward the two po-
pulation groups under 49 years old.

3. Methodology

The proposed methodology is framed within statistical causal in-
ference (Dawid, 2000; Pearl, 2000). The “Rubin causal model” (Rubin,
1974) as it was initially developed and the subsequent contributions
made by Holland (1986) have been used as the starting point for de-
veloping this model. Statistical causal inference methods allow re-
searchers to estimate the causal effect induced by a fact that is to be
evaluated (the cause) on one or more variables of interest (the effect).
This methodology enables the attainment of consistent estimators of the
effect induced by the considered fact by controlling for the possible
influence of other factors on the variables of interest. Thus, the purpose
of this methodology is to isolate the effect of this fact on the variable or
variables of interest by maintaining control over other factors that may
affect these variables. If the conditions are not the same then the effects
cannot be attributed exclusively to the cause, hence the relevance of
adequately controlling for these possible contaminating variables.

Causal inference-based techniques are currently widely used in
multiple scientific disciplines, ranging from medicine (Hirano and
Imbens, 2001), where they were originally developed in medical ex-
perimentation, to different areas of the Social Sciences, such as the
political sciences (Imai, 2005); sociology (Morgan and Harding, 2006);
and the economic evaluation of public policies (Sánchez-Braza and
Pablo-Romero, 2014), to cite but a few examples. Recently, the appli-
cation of this methodology has spread further to include the economic
evaluation of transportation policy-related actions and behaviors (see,

for example, Canavan et al., 2015; Whitehead et al., 2015); and user-
related behaviors regarding different modes of transport (see Oliveira
et al., 2015 or Castillo-Manzano et al., 2016; among others).

Initially, a participation variable (indicator variable) must be de-
fined as a binary indicator of participation in the fact to be evaluated.
Thus, starting with a sample of size N, the binary variable D {0, 1} is
defined (“hub” variable) that captures whether the observation corre-
sponds to a passenger at a hub airport (Di=1) or at a regional airport
(Di=0). Sample observations are thus divided into n1 (treatment
group) and n0 (control group).

Next, the response variables are defined (Y). These are the variables
on which the causal effect of the analyzed fact will be evaluated. In this
case, three response variables are defined, as explained in Table 2:
“expenditure at airport”, “consumes food/drink at the airport” and
“purchase at airport”. These variables are specified in terms of potential
results.

⎧
⎨⎩

=
=

Y
Y if D
Y if D

1
0i

i i

i i

1

0 (1)

The evaluated fact's causal effect is captured by defining the
“Average Treatment Effect on the Treated” (ATET) as the difference be-
tween the mean values of the response variable for passengers corre-
sponding to hub and non hub airports, conditioned on the treatment
group.

= − = = = − =ATET E Y Y D E Y D E Y D( 1) ( 1) ( 1)1 0 1 0 (2)

Nevertheless, the quality of the average effects could be diminished
if individuals of both the treatment and control groups differ in char-
acteristics other than those arising from participation in the evaluated
fact. So, the contaminant effects of other variables that could impact on
the effect have to be controlled for in order to obtain the ATET. A k-
dimensional vector formed of a set of covariates therefore has been
created according to specifications in Table 2 (16 explanatory vari-
ables). The covariates must be independent of variable D for each and
every one of the observations. The condition of independence should
therefore be guaranteed that ensures that variable D, which is condi-
tioned on these predetermined variables, is independent of the potential
results:

⊥D Y Y X( , )1 0 (3)

Thus the average effect will be evaluated of the fact that the airport
is a hub on the likelihood of in-airport expenditure, consumption and
purchase, conditioned on the possible values of the vector of the cov-
ariates, X. This evaluation procedure will follow a two stage process
(Hahn et al., 2011; Heckman and Vytlacil, 2005).

However, the existence of a large number of covariates might make
a comparison of treated and control individuals a very complicated
process. For this reason, the propensity score is deployed. The first stage
is now to calculate the so-called propensity score, ε(X), defined by
Rosenbaum and Rubin (1983) as the likelihood that an observation of
the sample belongs to the evaluated fact's treatment group (in this case,
individuals from hub airports), conditioned on the values taken by an X
vector of predetermined covariates.

= = = = =ε X P D X x E D X x( ) ( 1 ) [ ] (4)

The calculation of the propensity score thus streamlines the com-
parison process by reducing a large number of covariates to a single,
one-dimensional variable (see also Imbens and Wooldridge, 2009). The
aforementioned condition of independence is therefore formulated as:

⊥D Y Y ε X( , ) ( )1 0 (5)

Different binary response models can be specified to estimate the
propensity score depending on the hypothesis adopted regarding the
form of its distribution function (F):

= = =ε X P D X F βX( ) ( 1 ) ( ) (6)
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The two most commonly used are the probit and logit models
(Cameron and Trivedi, 2009). The probit model considers that F is the
standard normal cumulative distribution function:

∫ ⎜ ⎟= = ⎛
⎝

⎞
⎠

− ∞ < < ∞
−∞

′
−

P D X
π

dz( 1 ) 1
2

for zi
X β

z
2i

2

(7)

While in the logit model, F is specified as the cumulative distribu-
tion function of the logistic distribution:

= =
+

′

′P D X e
e

( 1 )
1

i

X β

X β

i

i (8)

The regression parameters β can be obtained by maximizing the log-
likelihood function (Cameron and Trivedi, 2005):

∑= ′ + − − ′
=

L β D F X β D F X β( ) ln[ ( )] (1 )ln[1 ( )]N
i

N

i i i i
1 (9)

There are no defined selection criteria for choosing one or other
model to estimate the propensity score. Hence, the selection is made
merely for operational reasons. After estimating both models, the model
that maximizes the value of the likelihood function is chosen
(Wooldridge, 2002).

Subsequently, each individual in the participant group with a spe-
cific value of ε(X) is assigned one (or various) individual/s from the
control group with a value that equates to, or approaches, ε(X). The
distribution of the X vector of covariates is thus similar for the two
groups. In this way, any possible contamination from the covariates is
isolated and matching provides an unbiased estimate of the effect of the
analyzed fact.

Table 2
Description of variables and descriptive statistics.

Variable Explanation No. obs. Mean Stand. dev.

Indicator variable: D
Hub 1 if a hub airport (Madrid or Barcelona) 15284 0.421 0.494

0 otherwise 20987
Response variables: Y
Expenditure at airport Euros spent by passengers at stores and catering establishments 36271 8.493 19.001
Consumes food/drink at the airport 1 if the passenger consumes food/drink 17074 0.471 0.499

0 otherwise 19197
Purchase at airport 1 if the passenger makes a purchase 8564 0.236 0.425

0 otherwise 27707
Explanatory variables: X
Socio-demographic characteristics of

the passenger
Gender 1 if male 19145 0.528 0.499

0 if female 17126
Age 1 < 30 9986 2.015 0.827

2=31-49 17882
3=50-64 6268
4 > 65 2135

Spanish 1 if passenger is Spanish 20622 0.569 0.495
0 if passenger is foreign 15649

Education 1= no formal or only primary education 2876 2.541 0.638
2= completed secondary education 10903
3=holds university degree 22492

In work 1 if the passenger is in some form of work (self-employed or salaried) 26281 0.725 0.447
0 otherwise 9990

Taxi 1 if passenger has traveled to the airport by taxi 8666 0.239 0.426
0 otherwise 27605

Frequent passenger Number of flights taken by passenger in previous twelve months: 2.396 0.960
1=no flights 7016
2=1 to 3 flights 13264
3=4 to 12 flights 10616
4=more than 12 flights 5375

Travel features Vacation 1 if trip is for vacation 17464 0.471 0.499
0 otherwise 18807

Duration of trip 1= 0–1 days 2790 2.521 0.987
2=2–7 days 20255
3=8–14 days 6642
4=15–30 days 4705
5 > 30 days 1879

LCC(Low-cost carrier) 1 if passenger is flying on an LCC 16464 0.454 0.498
0 otherwise 19807

Non-Eurozone international
destination

1 if final destination outside the Eurozone 3943 0.109 0.311
0 otherwise 32328

Connecting flight 1 if not a direct flight (the passenger must transfer to at least one
additional connecting flight to reach his/her final destination)

4160 0.115 0.319

0 otherwise 32111
Waiting time prior to
boarding

1 < 1 hour 1510 2.812 0.862
2=1–2 hours 12999
3=2–3 hours 12578
4 > 3 hours 9184

Social interaction Accompanied 1 if passenger has travel companion/s 17804 0.491 0.500
0 otherwise 18467

Children 1 if passenger is flying with children 2946 0.081 0.273
0 otherwise 33325

Seen off 1 if passenger has been seen off at the airport 6809 0.188 0.391
0 otherwise 29462
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The propensity score matching technique is subsequently used to
calculate the estimator using the expression:

∑= −
=

α
n

Y Yˆ 1 ( )ATET
i

n

i m i
1 1

( )

1

(10)

where Ym(i) is the value of the response variable Y for the control in-
dividual assigned as the pair of the participating individual i.

Radial and kernel matching methods are used for the assignment
process. The first of these assigns participating individuals a weighted
average propensity score for the control individuals within a certain
bandwidth (b). The weighting term (w) is defined as follows, where the
function k (·) is a function of the kernel.

∑
=

−

= ∈ =

−

( )
( )

w
k

k
ij

ε ε
b

j j D

n
ε ε

b
1[ ( 0)]

i j

i j

1 0

0
1 0

(11)

On the other hand, the radial matching method establishes a radius
(r) that enables each participant with a certain propensity score (εi1) to
be assigned all the control individuals with a propensity score (εj0)
within the radius formed by εi1 and r. Thus the pairing condition for the
radial method is expressed as:

= − <c ε ε ε r{ }ij j i j0 1 0 (12)

where cij indicates the control individual that meets the pairing con-
dition for individual i.

4. Results

First, the propensity score is estimated. This allows individuals in the
treatment group (hub airports) and the control group (regional airports)
to be homogenized with the covariates for the two groups now being
comparable. In this case, the variable used as the dependent variable in
the estimation of the logit and probit models is the “hub” variable (the
indicator variable of participation in the fact to be evaluated). Table 3
summarizes the obtained results from the estimations of the propensity
score in the context of the 16 explanatory variables in Table 2. Esti-
mations have been made using both the logit and probit models. In this
case, we opted for a logit specification as it maximized the log pseudo-
likelihood (−16253531 v. probit −16264596). The corresponding re-
sults are given in Table 3. Column (a) includes the obtained results
when the whole sample is used for the estimation. Next, propensity
score values are assigned according to the specifications of this model.
Column (b) includes the obtained results but the total sample is re-
stricted to passengers who really do make a purchase and consume F&B
(when “expenditure at the airport” variable> 0).

The resulting coefficients indicate the degree to which each of the
16 considered covariates contributes to the propensity score. When a
covariate is not significant this implies that there are no significant
differences in the attribute representing the variable between in-
dividuals in the treatment and control groups. However, when the
covariate is shown to be significant, this means that differences in the
attribute do exist between the individuals in the two groups. The use of
the propensity score specifically enables these significant differences to
be controlled for, so that individuals in the two groups, treatment and
control, can ultimately be compared with respect to the attribute set
used. However, the significance of each of the individual covariates is
not important for our analysis. As explained above, the purpose of the
propensity score is solely to make treatment group individuals as
homogeneous as possible as far as the 16 covariates are concerned.

Next, the propensity score matching estimators are calculated. This is
done using both the radial and kernel matching methods. Three degrees
of radius/bandwidth (0.05, 0.10 and 0.15) are used to test the sensi-
tivity of the obtained estimators to changes in the level of proximity
required in terms of propensity score between the individuals in the

participant and control groups. Tables 4, 5 and 6 show the obtained
results for each of the considered response variables.

The obtained results demonstrate that mean expenditure per pas-
senger at the Madrid and Barcelona hub airports is significantly higher
than at other airports. To be specific, according to Table 4, mean ex-
penditure at hub airports exceeds that at regional airports by between
3.52€ and 3.54€ on average, calculated using kernel matching and

Table 3
Estimation of the propensity score using the logit model (Dependent variable:
Hub).

Variable Logit Model (whole
sample)
(a)

Logit Model (subsample:
Expenditure> 0€)
(b)

Gender −0.049
(0.032)

−0.074*
(0.042)

Age −0.153***
(0.019)

−0.159***
(0.026)

Spanish 0.264***
(0.033)

0.358***
(0.043)

Education 0.564***
(0.027)

0.577***
(0.037)

In work 0.037
(0.038)

−0.035
(0.051)

Taxi 0.080**
(0.038)

0.008
(0.051)

Frequent passenger 0.067***
(0.019)

0.109***
(0.026)

Vacation −0.062*
(0.036)

−0.062
(0.049)

Duration 0.016
(0.017)

−0.016
(0.023)

LCC 0.559***
(0.019)

0.588***
(0.027)

Non-Eurozone 1.828***
(0.071)

1.988***
(0.094)

Connecting flight −1.464***
(0.066)

−1.335***
(0.086)

Waiting time −1.337***
(0.033)

−1.462***
(0.044)

Accompanied 0.269***
(0.037)

0.290***
(0.050)

Children −0.852***
(0.062)

−0.900***
(0.078)

Seen off −0.167***
(0.043)

−0.170***
(0.059)

Constant −0.855***
(0.129)

−0.857***
(0.178)

No. obs. 36271 20678
Max. log-likelihood −16253531 −8557974.9
Pseudo-R2 0.164 0.185

Robust standard deviation is given in brackets.
One, two and three asterisks indicate 10%, 5%, and 1% significance, respec-
tively.

Table 4
Estimators for the radial and kernel matching methods for response variable
“Expenditure at the airport”.

Response variable “Expenditure at the airport”

α̂ATET Std. dev Lik.

Radial matching
Radius 0.05 3.534*** 0.236 0.000

0.10 3.559*** 0.231 0.000
0.15 3.518*** 0.228 0.000

Kernel matching
Bandwidth 0.05 3.407*** 0.304 0.000

0.10 3.570*** 0.180 0.000
0.15 3.577*** 0.220 0.000

*** Three asterisks indicate 1% significance.
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radial matching respectively. These values come from the average of
the results obtained for each method with the application of the three
degrees of radius/bandwidth considered. In addition, Fasone et al.
(2016) consider that a greater availability of total surface area for
commercial activities (as found at the analyzed hubs) seems to impact
positively on average expenditure per passenger. One explanation for
this greater spending at hub airports might lie in the Fuerst et al. (2011)
assertion that high-quality outlets such as designer boutiques are typi-
cally only found at larger airports, or Graham’s (2009) observation that
larger airports like hubs tend to have more international (and especially
intercontinental) passengers, who spend more.

It can be concluded from Tables 5 and 6 that an airport mall in-
creases the likelihood of food or drink being consumed at F&B estab-
lishments and of a purchase being made at an airport store. To be
precise, the former rises by between 3.7% (mean value obtained by the
kernel matching method) and 4.1% (mean value obtained using the
radial matching method). The latter, the likelihood of making a pur-
chase at an airport store, increases between 1.3% and 1.2% depending
on whether the mean value considered is calculated using kernel or
radial matching. In this sense, Appold and Kasarda (2006) analyzed two
factors that influence sales per passenger, both of which are found at
the two hub airports considered in this paper. On the one hand, the
amount of retail space provided at an airport has a positive influence on
sales per passenger, which is in line with the results here. However, for
these authors the number of passengers at an airport would have a
negative effect, due to congestion discouraging sales. Thus, as com-
mented in the introduction, the increase in the number of hub pas-
sengers should be accompanied by an increase in the size of the airport's
commercial area to offset what Fasone et al. (2016) refer to as the
“overcrowding effect” on individual spending that characterizes larger
sized airports.

This greater likelihood of making a purchase and consuming food
and/or drink would explain the previously-mentioned greater mean
expenditure of 3.52€-3.54€. However, the increase in mean

expenditure could also be due to an average increase in the mean ex-
penditure of the people who are making the purchase and/or con-
suming F&B.

We repeated the whole procedure in two stages to test this last
supposition, but restricting the total sample only to passengers who
really do make a purchase and a consume F&B, i.e., to passengers who
have a value greater than 0 in the “Expenditure at the airport” variable.
The propensity score was estimated once again, but this time only con-
sidering the above-stated subsample. Estimations were made using both
the logit and probit models. Once again we opted for a logit specifi-
cation as it maximized the log pseudo-likelihood (−8557974.9 v.
probit −8558790.8). Results for the model are given in Table 3,
column (b). Table 7, below, gives the results of estimator matching for
this subsample.

According to the results in Table 7, passengers that make a purchase
and/or consume F&B at the airport (Expenditure at the airport > 0€)
effectively spend more at the hubs. The mean expenditure of “real”
consumers at hub airports is between 5.40€ and 5.45€ more than at
regional airports.

5. Conclusions

Using six regional airports and two main hubs in the Spanish airport
system, irrespective of the matching method used this paper provides
clear, robust empirical proof, significant at 1%, that passengers change
their consumer behavior at bars and stores in malls at hub airports
compared to how they would behave at regional airports, where the
commercial and F&B offers are clearly more limited.

Specifically, once corrected for a set of 16 standard explanatory
variables justified by prior analyses (that range from waiting time to
journey motivation and duration), it can be observed in our analysis
that the greater commercial offer of airport malls increases the like-
lihood that passengers make a consumption at an F&B establishment by
3.7–4.1%, and a purchase at an airport store by 1.2–1.3%. Furthermore,
passengers who really do make an expenditure, increase their spending
by some 5.40€ at hubs over regional airports. The final mean increase
in expenditure/per passenger made by all passengers at hub airports
generated by this set of effects is approximately 3.53€.

The increase in passenger expenditure is even more relevant when it
is taken into account that not only do the hubs offer a wider range of
commercial outlets, but also cheaper consumption choices (e.g., fast
food chains such as McDonalds and Burger King, see Castillo-Manzano
and López-Valpuesta (2013), and the main low cost clothes stores, such
as H&M, Mango and, especially, some of brands belonging to the en-
ormous INDITEX multinational company), compared to the limited and,
generally, expensive offer at regional airports, which is usually limited
to an occasional overpriced souvenir shop or the odd bar or cafeteria
franchise.

In other regards, these robust results clearly support the strategy of
developing large shopping centers at hubs, which accumulate high

Table 5
Estimators for the radial and kernel matching methods for response variable
“Consumes food/drink at the airport”.

Response variable “Consumes food/drink at the airport”

α̂ATET Std. dev. Lik.

Radial matching
Radius 0.05 0.041*** 0.006 0.000

0.10 0.042*** 0.006 0.000
0.15 0.039*** 0.006 0.000

Kernel matching
Bandwidth 0.05 0.030*** 0.008 0.000

0.10 0.040*** 0.007 0.000
0.15 0.041*** 0.008 0.000

*** Three asterisks indicate 1% significance.

Table 6
Estimators for the radial and kernel matching methods for response variable
“Purchase at the airport”.

Response variable “Purchase at the airport”

α̂ATET Std. dev. Lik.

Radial matching
Radius 0.05 0.013*** 0.005 0.000

0.10 0.013*** 0.005 0.000
0.15 0.010*** 0.005 0.000

Kernel matching
Bandwidth 0.05 0.013*** 0.003 0.000

0.10 0.014*** 0.005 0.000
0.15 0.013*** 0.006 0.000

*** Three asterisks indicate 1% significance.

Table 7
Estimators for the radial and kernel matching methods for response variable
“Expenditure at the airport” (subsample Expenditure>0).

Response variable “Expenditure at the airport”

α̂ATET Std. dev. Lik.

Radial matching
Radius 0.05 5.400*** 0.382 0.000

0.10 5.442*** 0.371 0.000
0.15 5.411*** 0.364 0.000

Kernel matching
Bandwidth 0.05 5.450*** 0.407 0.000

0.10 5.440*** 0.328 0.000
0.15 5.418*** 0.421 0.000

*** Three asterisks indicate 1% significance.
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volumes of potential customers. Specifically, in the Spanish case,
Madrid's 53.4 million and Barcelona's 47.2 million passengers in 2017
demonstrate a distinct opportunity for maximizing non-aeronautical
revenues.

The success of these shopping centers represents a significant source
of non-aeronautical revenue for hubs that enables them to charge lower
airport dues and so attract new connections and new airlines, especially
those that, theoretically, are most sensitive to airport charges, such as
the low cost companies. It is no surprise, therefore, that, in the wake of
the refurbishments that vastly increased their commercial offer, it was,
precisely, the Spanish hubs that quickly became benchmark interna-
tional hub airports where all the main European low-cost airlines op-
erate, including Ryanair.

Pressure on airport management to lower airport charges and thus
maximize non-aeronautical revenue cannot only come from the airlines.
For example, in the Spanish case, acting on a request from the National
Commission for Markets and Competition (CNMC) the Government has
opted for year-on-year reductions to airport dues (and will reduce them
by a further 20% during the 2018–2020 period) rather than the price
freeze called for by AENA.

Finally, as this study has been developed with a database of 37,226
passengers interviewed at eight different Spanish airports, one possible
future line of research would be to test the robustness of these results in
other airport systems to confirm whether consumer behavior differs
with a change in geographic circumstances. In this regard, the fact that
a large part of the sample, over 44% (specifically, 15649 passengers),
are foreigners makes us quite optimistic about the likelihood that the
results can be extrapolated to other airport systems, within Europe, at
least.
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