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A B S T R A C T

Optimal energy planning is a key topic in thermal solar trough plants. Obtaining a profitable energy schedule
is difficult due to the stochastic nature of solar irradiance and electricity prices. This article focuses on
optimal energy planning for thermal solar trough plants, particularly by developing a model predictive control
algorithm based on multiple scenarios to deal with uncertainties. The results obtained using the proposed
scheme have been tested and compared to other well-known approaches to energy scheduling through a
realistic and reliable comparison to evaluate their performances and establish their advantages and weaknesses.
Simulations were carried out for a 50 MW parabolic trough concentrating solar plant with a thermal energy
storage system, considering different types of days classified according to their solar irradiance, meteorological
forecast, and electrical market. Simulation results show that the proposed method outperforms other scheduling
methods in dealing with uncertainties by selling energy to the grid at the right times, generating the highest
income of about 7.58%.
1. Introduction

The increase in global energy demand, industrial development, and
its impact generated by the dependence on fossil fuels has been causing
effects on global climate conditions. Eighty percent of total energy con-
sumption is derived from non-renewable sources, as noted [1]. Energy
consumption is expected to double in the next few years [2]. Renewable
energies, such as solar, wind, geothermal, and hydroelectric, to name
a few, have received more attention in recent years because they have
emerged as an alternative to face the high impact of carbon footprint
on the ecosystem. In particular, since the demand for industrial heat
exceeds the demand for electricity worldwide, it will be necessary to
decarbonize this sector to significantly reduce carbon emissions [3].
Their benefits in clean, secure, and efficient energy production are well
known [4,5].

In this context, solar energy offers relevant benefits and can be
considered one of the most attractive renewable resources to generate
electricity with perpetual and clean characteristics [4,6]. Solar plants
can generate electricity using photovoltaic (PV) cells, directly convert-
ing solar irradiance into electrical energy. On the other hand, steam
can be produced to drive a turbine and a generator by collecting and
concentrating solar power. The main difference between PV plants
and thermal Concentrating Solar Power (CSP) plants is that storing a
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significant amount of electrical energy is much more expensive than
storing the equivalent thermal energy in Thermal Energy Storage (TES)
systems [7], where excess energy is stored to satisfy the demand at
times when there is not enough solar energy.

A wide variety of thermal collectors can convert thermal energy into
valuable energy. Some of them are flat plates, compound parabolic,
evacuated tubes, parabolic troughs, Fresnel lens, parabolic dishes,
and heliostat field collectors [2,8]. This work is focused on parabolic
through CSP [9]. However, the idea can be easily extended to other
solar plant technologies.

Increasing the performance of solar plants is a challenge. It can be
carried out by optimizing the energy supply or reducing investments
and operating costs, resulting in increased solar profit [10]. In this
sense, several works have addressed different techniques for various
combined solar plants with other renewable energy systems [11–13].
A comparison between a classical controller and an optimal control
strategy for solar power plants operating in a day-ahead market scheme
can be found in [14].

Model Predictive Control (MPC) is a technique widely extended
in the industry due to its capability to address disturbances, non-
linearities, delays in processes, constraints on optimization variables,
among others; see, e.g., [15,16] and references therein. The main idea
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Nomenclature

Symbols

𝐴tank Base area of the tanks
𝑐 Prices of selling energy
𝐶𝑓 Specific heat
𝐶𝑓salts Specific heat of the salts
𝐶𝑜𝑙𝑑level Height level of the cold tank
cos(𝜃) Geometric efficiency
𝐶𝑡ℎ Thermal capacity of the solar field
𝐸grid Delivered energy to the utility power grid
𝐸𝑠+ Energy extracted from the storage system
𝐸𝑠− Energy delivered to the storage system
𝐸sol Solar field energy
𝐸st Stored energy
𝐻𝑙 Coefficient of thermal losses
ℎtank Height of the tanks
𝐻𝑜𝑡level Height level of the hot tank
𝐼 Direct solar irradiance
𝐽 Cost function
𝐾opt Optical efficiency
𝑁p Prediction horizon
𝑁s Number of scenarios
𝑃e Electrical power
𝑃salt Power stored or extracted from the tanks
𝑃th Thermal power
𝑞 Oil flow rate
𝑞salts Flow of molten salts
𝑆 Total reflective surface
𝑡 Time
𝑇̄ Average between outlet and inlet tempera-

tures
𝑇𝑎 Ambient temperature
𝑇cold Cold tank temperature
𝑇hot Hot tank temperature
𝑇in Inlet temperature of the solar field
𝑇out Average of the outlet temperature of all the

loops of the plant
𝑢 Control variable
𝑉 𝑜𝑙tank Volume of the tanks
𝑥 State vector
𝛼 Thermal losses coefficient in the storage

system
𝛼cd Rate of charge or discharge of energy from

the storage system
𝛽 Storage system efficiency
𝛿𝑥 Risk of constraint’s violation
𝜂rank Thermo-electric conversion efficiency
𝜌𝑓 Density
𝜌𝑗 Probability of the occurrence of scenario 𝑗
𝜌salts Salt density

following this approach is to compute a sequence of control variables
along with a prediction horizon (𝑁p) by solving a finite-horizon opti-

ization problem. Only the first component is applied to the system,
hereas the rest is discarded. This problem is repeated at each time

nterval in a receding horizon fashion [17]. However, the classical
1229

PC does not consider uncertainties in its formulation, and a violation
Acronyms

CSP Concentrating solar power
MPC Model predictive control
MS Multiple-scenarios
PCS Power conversion system
PF Perfect forecast
PV Photovoltaic
TES Thermal energy storage
UPG Utility power grid

Superscript

0 Initial instant

of constraints could occur. Some alternatives have been developed to
address this problem. One of them is the Min–Max MPC, which results
in an over-conservative control scheme by optimizing the problem
related to the worst-case scenario [18]. Several mechanisms have been
proposed to robustify the controller and reduce conservatism by mod-
ifying the classical MPC formulation. One option is to consider MPC
based on multiple scenarios (MS-MPC) obtained from historical data
or generated randomly; a unique sequence control input results from
solving the optimization problem. MS-MPC controller offers a trade-off
between robustness and computational effort [19]. The disturbances
are modeled like a branched tree, where non-anticipate constraints
are formulated at each bifurcation point, resulting in a tree of control
input with a common point at the beginning of the tree. Although this
method replicates the main characteristics of disturbances in a tree-
shaped structure, the computational burden can be compromised by the
number of optimization variables to be solved at each time step [20].
Among several works related to a tree-based MPC formulation in the
context of energy systems, [21,22] can be mentioned. An alternative to
address uncertainty and improve computational efforts is to express the
optimization problem through chance constraints. This method offers
a significant improvement related to computational load. However,
it is necessary to know the probability distribution functions of the
disturbances to rewrite the constraints in terms of their likelihood. A
stochastic MPC formulation based on chance constraints can be found
in [23,24], and references therein.

The operational benefits of solar trough plants depend mainly on
two factors: the irradiance and the prices of the electricity market. Both
factors have an uncertain character. From a stochastic point of view,
energy scheduling is subject to inherent uncertainties, which play a
crucial role. MS-MPC is a well-established technique due to its intuitive
idea behind the formulation [18]. This approach computes a unique
optimization variable that is valid for all uncertainty scenarios consid-
ered. This technique has been applied in different systems [20,25,26]
and CSP systems are not the exceptions. Stochastic optimization based
on probability distribution functions applied in combined renewable
energy systems, such as wind turbines and concentrated solar plants, is
shown in [27,28]. In [29], a comparison is made among three differ-
ent strategies: deterministic, robust, and stochastic based on statistics
properties to optimize the scheduling of CSP plants operating in a
daily market. Furthermore, a stochastic optimization of a CSP system
is presented in [30].

In this work, we propose a scenario-based stochastic formulation
to manage the energy of the CSP system from an optimized energy
scheduling point of view. It consists of a stochastic MPC based on real
historical solar production data and the weather forecast with a predic-
tion horizon of four days. The scheduling considers the thermal energy
storage capacity, as well as the turbine capacity, to deliver power to
the Utility Power Grid (UPG). In particular, an MS-MPC controller is
formulated based on solar production scenarios and the estimation
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Fig. 1. Parabolic trough concentrating solar power plant schematic.
of electricity prices, taking into account its behavior during the last
seven days and the meteorological conditions of the following days.
The results obtained using the MS-MPC controller have been contrasted
with other techniques to expose and compare their performance and
advantages. The results show that higher revenues are obtained from
this technique applied to energy scheduling in a generic 50 MW solar
plant. The objective is to receive a more significant income from the
energy sold, formulated through an MS-MPC controller, which also
considers a variation in electricity market prices and uncertainties in
solar production.

As previously mentioned, the proposed MS-MPC strategy is com-
pared to four scheduling approaches. These techniques are described
below:

• Heuristic method: It consists of a simple storage policy. Energy is
stored if there is an excess of solar energy that cannot be delivered
to the grid.

• Standard MPC: It is an MPC controller that uses the mean value
of all scenarios as input to the model to compute the sequence of
control actions.

• Min–max MPC: It is a stochastic MPC controller that considers
two optimization problems. On the one hand, the first one maxi-
mizes the objective function to obtain the worst case. The second
step solves the optimization problem using the parameters given
by the first one [31].

• MS-MPC algorithm: This approach computes a sequence of con-
trol actions valid for all scenarios in terms of their likelihood.

In this context, the benchmarks to evaluate the performance of the MS-
MPC are based on specific criteria defined in this document. Guidelines
are given for setting, tuning, and implementing controllers in a CSP
system. Finally, the results obtained by simulation highlight the advan-
tages of handling disturbances and uncertainties within scheduling in a
parabolic trough concentrating solar plant with thermal storage using
an MS-MPC method.

2. Solar plant description

This section presents the solar plant and the models of its main
components, including the power cycle, solar collector field, and ther-
mal storage units (TES). Fig. 1 shows the overall scheme of the plant
considered in this work.

Remark 1. A lumped-parameter model is used to describe the solar col-
lector field behavior. This kind of model, as proposed in [9], provides
a good description of the plant for control purposes.

The models used are simple but precise enough for the objectives of
this work and are depicted below.
1230
2.1. Solar collector field model

The solar collector field considered in this paper corresponds to a 50
MWe solar power plant. It is formed by 150 EuroTrough ET150 loops
of 630 m each one, as described [32]. Most 50 MWe solar trough plants
are formed by 90 loops, but since TES systems are considered, a higher
number of loops are needed. When the incident solar irradiance is high
enough, the field can feed the power conversion system (PCS) at its
maximum capacity and also load the TES if possible.

𝐶𝑡ℎ
𝑑𝑇out
𝑑𝑡

= 𝐾opt𝑐𝑜𝑠(𝜃)𝑆𝐼 − 𝑞𝜌𝑓𝐶𝑓 (𝑇out − 𝑇in) −𝐻𝑙𝑆(𝑇̄ − 𝑇𝑎). (1)

where 𝑇out is the average of the outlet temperature of all loops of the
plant and 𝑇in is the inlet temperature of the solar field.

The density and specific heat of the oil depend on the working tem-
perature. They can be approximated by the following expressions [9]:

𝜌𝑓 = 1061.5 − 0.5787 𝑇 − 9.0242𝑒 − 4 𝑇 2, (2a)

𝐶𝑓 = 1552.049 + 2.38501 𝑇 + 0.0010558 𝑇 2. (2b)

The thermal losses coefficient was obtained using real field data, as
mentioned [9]. It can be approximated by the following expressions:

𝐻𝑙 = 11.7𝑒 − 9 (𝛥𝑇 )3 − 2.81𝑒 − 6 (𝛥𝑇 )2 + 1.44𝑒 − 4 𝛥𝑇 + 0.081 − 3.21
𝛥𝑇

,

(3a)

𝛥𝑇 = 𝑇̄ − 𝑇𝑎. (3b)

To regulate the outlet temperature 𝑇out around the desired set-point
given by the energy scheduling. Using Eq. (1), a relation between
the working temperature and the flow needed to achieve that can be
obtained in steady-state as follows.

𝑞 =
𝐾opt𝑐𝑜𝑠(𝜃)𝑆𝐼 −𝐻𝑙𝑆(𝑇̄ − 𝑇𝑎)

𝑃𝑐𝑝(𝑇out − 𝑇in)
. (4)

This flow can be used to compute the thermal power produced in the
solar field as follows.

𝑃th = 𝑞 𝐶𝑓 𝜌𝑓 (𝑇out − 𝑇in). (5)

2.2. Rankine power cycle

In this subsection, the mathematical model of the power conversion
system is presented. The PCS is modeled as an efficiency based on the
working temperature as follows.

𝜂rank = 𝐾
(

1 −
𝑇𝑎

)

. (6)

𝑇out
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Table 1
Variable description.

Variable Description Variable Description

𝛼 Thermal losses coefficient in the storage system. 𝐸st Stored energy.
𝛽 Storage system efficiency. 𝐸grid Delivered energy to the utility power grid.
𝜂rank Thermo-electric conversion efficiency. 𝐸𝑠+ Energy extracted from the storage system.
𝐸sol Solar field energy. 𝐸𝑠− Energy delivered to the storage system.
t
d
a

d

Here, the constant 𝐾 is computed to make that the Rankine efficiency
s 0.38 at 390 ℃, approximately [32]. Its value is 0.695.

Using Eq. (6), the electrical power can be obtained by means of the
hermal power.

e = 𝑃th 𝜂rank . (7)

.3. TES model

This subsection describes the thermal storage system model used in
his paper. The TES system is considered to have a storage capacity of
00 MWh.

The storage system is composed of two tanks, cold at 295 ℃ and
ot at 388 ℃. Molten salts are used as storage medium [33]. When
he TES stores energy, part of the oil from the solar field is sent to the
eat exchanger. This hot oil transfers heat to the cold salt pumped from
he cold tank and is stored in the hot tank. When the tank is operating
n discharge mode, the hot salts are sent to the heat exchanger, and
eat is transferred to the cold oil, increasing its temperature. This oil
s then used in the turbine to produce electricity when the field cannot
o it [34].

The model used in this paper considers the amount of energy
vailable in the tanks as a function of time. Tanks are considered
ylindrical with a volume of

𝑜𝑙tank = 𝐴tankℎtank . (8)

ere, 𝐴tank is the base area and ℎtank is the height of the tanks. In this
aper, the values ℎtank = 12m, 𝐴tank = 855.29m2, and 𝛼cd, which can be
omputed as

cd =
𝑞salts
𝐴tank

, (9)

are used.
The energy available in the tanks depends on the height level of

salts stored in the hot and cold tanks (Eq. (10b)):

𝐻𝑜𝑡level = 𝐻𝑜𝑡0level + 𝛼cd𝑡, (10a)

𝐶𝑜𝑙𝑑level = 𝐶𝑜𝑙𝑑0level − 𝛼cd𝑡. (10b)

where 𝐻𝑜𝑡level is the salt height level of the hot tank at instant 𝑡, 𝐻𝑜𝑡0level
is the salt height level of the hot tank at instant 0. 𝐶𝑜𝑙𝑑level is the height
level of the cold tank at the instant 𝑡 and 𝐶𝑜𝑙𝑑0level is the height level
of salt of the cold tank at the initial instant. 𝛼cd is the rate of charge
or discharge of energy from the TES. If power is stored, 𝛼cd is positive
and negative if energy is extracted.

The charging/discharging rate can be computed considering the
energy being extracted or sent to the TES. The flow of molten salts can
be computed using Eq. (11):

𝑞salts =
𝑃salt

𝜌salts𝐶𝑓salts(𝑇hot−𝑇cold)
. (11)

where 𝑃salt is the energy stored or extracted from the tanks. 𝜌salts is the
salt density, 𝐶𝑓salts is the salt specific heat, 𝑇hot is the temperature of
the hot tank and 𝑇cold is the temperature of the cold tank.

The density and specific heat of the molten salts can be calculated
y the following expressions [35]:

𝜌salts = 2090 − 0.636 ⋅ 𝑇
kg
m3

, (12)

𝐶𝑓salts = 1443.2 − 0.172 ⋅ 𝑇 J . (13)
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kg ℃
3. Methodology

In this section, the mathematical formulation of the algorithms used
in this paper is developed.

3.1. Stochastic optimal energy scheduling

Here, a stochastic MPC is developed to carry out the energy schedul-
ing in a solar plant. It addresses the operation of the solar plant and
planning for four days and determines the optimal stored and delivered
power each day using MS-MPC. The main idea behind this approach is
to maximize energy production, considering the unpredictable behavior
of solar production and prices in the electrical market. The MS-MPC
controller is in charge of optimal energy scheduling by computing the
energy that can be delivered to the UPG or stored in the TES. In this
sense, it calculates the energy that the solar plant must deliver to the
electrical network, considering the price in the energy market and the
weather forecast along the prediction horizon. To this end, a multistage
optimization problem based on MS-MPC is calculated at each instant
time, considering the possible evolution of the price market and the
weather conditions based on historical data.

3.2. Energy power balance: Linear model

It is necessary to consider a discrete-time linear model of the system
to design and implement an MPC controller. This model represents the
energy power balance in a solar plant for each time instant 𝑘 ∈ Z+, can
be expressed as

𝑥(𝑘 + 1) = 𝐴 ⋅ 𝑥(𝑘) + 𝐵 ⋅ 𝑢(𝑘) +𝐷 ⋅ 𝜔(𝑘), (14a)

that is,

𝑥(𝑘 + 1) =
[

1 − 𝛼 0
0 0

]

𝑥(𝑘) +
[

1 −𝛽
−1 1

]

𝑢(𝑘) +
[

0
𝜂rank

]

𝜔(𝑘). (14b)

where 𝑥(𝑘) is the state vector, which consists of [𝐸st 𝐸grid]𝑇 , 𝑢(𝑘) is
he control variable described by [𝐸𝑠+ 𝐸𝑠− ]

𝑇 , and 𝜔(𝑘) represents the
isturbances of the system given by 𝐸sol. Table 1 gives in more detail
description of all variables used in Eq. (14b).

The solar plant must be subject to constraints that limit the energy
ue to the physical limitations of the storage system, i.e.,

0 ≤ 𝐸𝑠+ ≤ 𝐸𝑠max
, (15a)

0 ≤ 𝐸𝑠− ≤ 𝐸𝑠max
, (15b)

𝐸stmin
≤ 𝐸𝑠𝑡 ≤ 𝐸stmax

. (15c)

Furthermore, the energy delivered to the UPG must be constrained. It
could be penalized when it produces a lower or higher quantity than
contracted. It can be written as

𝐸gridmin
≤ 𝐸grid ≤ 𝐸gridmax

. (16)

The control variables given by Eqs. (15a) and (15b) can be expressed
as

𝑢(𝑘) ∈  ⊆ Z𝑛𝑢 . (17)

While the constraints on the state variables, that is, Eqs. (16) and (15c)
are rewritten as follows.

𝑥(𝑘) ∈  ⊆ Z𝑛𝑥 . (18)

Here, 𝑛𝑥 and 𝑛𝑢 are the numbers of state variables and control inputs,
respectively. In this case, 𝑛 = 𝑛 = 2.
𝑥 𝑢
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3.3. Model predictive control formulation and the optimization problem

Optimization problem to maximize the amount of income in terms
of energy at each time instant along the prediction horizon by comput-
ing a sequence of control inputs {𝑢(𝑘), 𝑢(𝑘 + 1),… , 𝑢(𝑘 + 𝑁p − 1)} and
applying only the first component 𝑢(𝑘), i.e.,

max
{𝑢(𝑘),𝑢(𝑘+1),…,𝑢(𝑘+𝑁p−1)}

𝑘+𝑁p−1
∑

𝑖=𝑘
𝐽 [𝑥(𝑖), 𝑢(𝑖)] , (19)

subject to

𝑥(𝑖 + 1) = 𝐴𝑥(𝑖) + 𝐵𝑢(𝑖) +𝐷𝜔(𝑖), ∀𝑖 ∈ [𝑘, 𝑘 +𝑁p − 1], (20a)

𝑥(𝑖 + 1) ∈  , ∀𝑖 ∈ [𝑘, 𝑘 +𝑁p − 1], (20b)

𝑢(𝑖) ∈  , ∀𝑖 ∈ [𝑘, 𝑘 +𝑁p − 1]. (20c)

The objective cost function to be maximized is defined as

𝐽 [𝑥(𝑘), 𝑢(𝑘)] = 𝐸𝑔𝑟𝑖𝑑 (𝑘)𝑐(𝑘) +
(

𝐸𝑠− (𝑘) − 𝛽𝐸𝑠+ (𝑘)
)

𝛼𝑁p−𝑘. (21)

Here, 𝑐 represents the prices for selling energy to the UPG, which
correspond to the electrical price market. The optimization problem
(19) is repeated at each time instant 𝑘.

This MPC formulation will be called Standard MPC. This type of
MPC solves the optimization problem for one solar production scenario,
represented by the mean value of the considered scenarios.

3.4. Heuristic method

This method delivers the maximum energy to the grid provided
by solar energy. When the amount of solar energy exceeds the total
capacity of the turbine, the remaining energy is stored in the TES. Until
solar energy decreases to less than the maximum capacity of the grid,
the TES must dispatch power until it reaches the lowest allowed value.
This technique represents an intuitive way to deliver maximum energy
to the grid without considering electricity prices. The optimization
problem to be solved at each time instant is given by Eq. (19) subject to
(20). However, the cost function does not consider the behavior of the
electricity price market, i.e., the prices are deemed static values over
time. Therefore, the cost function is defined as

𝐽 [𝑥(𝑘), 𝑢(𝑘)] = 𝐸𝑔𝑟𝑖𝑑 (𝑘) +
(

𝐸𝑠− (𝑘) − 𝛽𝐸𝑠+ (𝑘)
)

𝛼𝑁p−𝑘. (22)

As mentioned in the previous section, energy scheduling can be
developed using an MPC formulation. However, solar irradiance has a
non-deterministic behavior; therefore, stochastic MPC formulations are
suitable in this context.

3.5. Min–max model predictive control approach

This method is a stochastic MPC formulation that is used to deal
with disturbances. This approach solves a double optimization problem.
In particular, it computes the set of control inputs that maximizes the
objective function while minimizing the effects of the disturbances. It
can be formulated as follows.

max
𝑢[𝑘∶𝑘+𝑁p−1]

⎛

⎜

⎜

⎝

min
𝜔[𝑘∶𝑘+𝑁p−1]

𝑘+𝑁p−1
∑

𝑖=𝑘
𝐽 [𝑥(𝑖), 𝑢(𝑖)]

⎞

⎟

⎟

⎠

, (23)

subject to (20).

3.6. Multiple-scenario based model predictive control formulation

Multi-scenario MPC consists of computing a unique control action
that satisfies all scenarios evaluated based on their probability of occur-
rence [20,36]. This approach has been widely used due to its versatility
in implementation, resulting in a very intuitive technique [19,37]. One
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of the advantages of MS-MPC is that it does not need a preliminary h
characterization of the uncertainty using a probability distribution
function. Therefore, the optimization problem can be written as an
equivalent deterministic problem. Furthermore, this approach ensures a
convex solution to the optimization problem that guarantees robustness
for all likely disturbance evolutions.

Here, a point that deserves special attention is the generation of
scenarios, which can be obtained based on previous knowledge or by
generating random scenarios [38].

The optimization problem to be solved at each time instant 𝑘 ∈ Z+,
consists of considering a certain number of disturbance scenarios (𝑁s)
and computing a single control sequence. The MS-MPC is formulated
as follows.

max
{𝑢[𝑘],𝑢[𝑘+1],…,𝑢[𝑘+𝑁p−1]}

𝑁𝑠
∑

𝑗=1
𝜌𝑗

⎛

⎜

⎜

⎝

𝑘+𝑁p−1
∑

𝑖=𝑘
𝐽
[

𝑥𝑗 (𝑖), 𝑢(𝑖)
]

⎞

⎟

⎟

⎠

, (24)

subject to

𝑥𝑗 (𝑖 + 1) = 𝐴𝑥𝑗 (𝑖) + 𝐵𝑢(𝑖) +𝐷𝜔𝑗 (𝑖), ∀𝑗 ∈ [1, 𝑁s], ∀𝑖 ∈ [𝑘, 𝑘 +𝑁p − 1],

(25a)

𝑥𝑗 (𝑖 + 1) ∈  , ∀𝑗 ∈ [1, 𝑁s], ∀𝑖 ∈ [𝑘, 𝑘 +𝑁p − 1], (25b)

𝑢(𝑖) ∈  , ∀𝑖 ∈ [𝑘, 𝑘 +𝑁p − 1], (25c)

𝜔𝑗 (𝑖) = 𝜔(𝑘), ∀𝑗 ∈ [1, 𝑁s]. (25d)

where, 𝑁s is the finite number of scenarios, 𝜌𝑗 is the probability of
the occurrence of scenario 𝑗, and 𝜔[𝑘] is the disturbance measured at
each time instant 𝑘, which is common for all scenarios at the current
time, the set of scenarios is updated at each time step with the known
disturbance. Therefore,
𝑁s
∑

𝑗=1
𝜌𝑗 = 1.

3.7. Perfect forecast model predictive control

Perfect forecast MPC (PF-MPC) is an ideal controller in which the
best behavior is expected because it assumes that the disturbances
are perfectly known over time. This kind of controller can give a
theoretical bound and an idea of how much other controllers can
achieve compared to the best performance determined by the PF-MPC.
However, the implementation of this controller is unrealistic because a
perfect forecast cannot be provided.

4. Experimental setup

This section presents a case study composed of parabolic CSP with
a capacity of 50 MW to provide power to the grid, similar to that
described in [9], and a thermal storage system of 300 MWh. In this solar
plant, the proposed method has been tested and compared with other
well-known techniques to show the benefits of the proposed approach
via simulations. Furthermore, the experiments were tested using the
corresponding data on solar generation and electricity prices1 for the
first six days of April 2022.

4.1. Multiple-scenario model predictive control configuration

The experimental setup consists of a four-day prediction horizon
with a sample time of 𝑇𝑠 = 20 min. Moreover, the constraints given
by Eq. (15) can be formulated as follows.

−50 MWh ≤ 𝐸𝑠 ≤ 50 MWh, (26)

5 MWh ≤ 𝐸𝑠𝑡 ≤ 300 MWh. (27)

1 https://www.omie.es/es/market-results/daily/daily-market/daily-
ourly-price.

https://www.omie.es/es/market-results/daily/daily-market/daily-hourly-price
https://www.omie.es/es/market-results/daily/daily-market/daily-hourly-price
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Fig. 2. Power generation scenarios.
For simplicity, 𝐸𝑠+ and 𝐸𝑠− are joined in one variable, as seen
n Eq. (26), which is greater than zero (𝐸𝑠 > 0) when the TES is charg-
ng; otherwise, the TES delivers energy to the grid. 𝐸𝑠𝑡 is constrained
y a maximum capacity of 300 MWh and a minimum value of 5 MWh.
he minimum value in the TES is to take advantage of the residual heat
f the salts and preheat the oil before starting it again. Moreover, it is
ecessary to consider that the TES cannot change between charge and
ischarge modes immediately. It takes about 20 min to change the TES
perating mode.

The maximum capacity of the turbine limits the energy delivered to
he grid. It is,

≤ 𝐸𝑔𝑟𝑖𝑑 ≤ 50 MWh. (28)

On the other hand, the number of scenarios must be selected ac-
ording to a certain level of risk-constraint violation (𝛿𝑥) [39]. This
umber has to be chosen to guarantee a trade-off between robustness
nd computational burden.

s >
1
𝛿𝑥

− 1.

n this sense, since the level of risk violation is 𝛿𝑥 = 0.1.

𝑁s > 9.

In particular, for this simulation, the number of scenarios has been set
to 𝑁s = 15. The optimization problem to be solved is (19) subject to
1233

(26)–(28). r
4.2. Power generation scenario forecasting

In order to conduct experiments using the MS-MPC approach, a
collection of scenarios has been collected from historical data, which
can be found in the SOLARGIS Web service.2 The collected scenarios
correspond to solar irradiance for every day in April 2019 and 2020.
These scenarios have been grouped into four types of days: sunny,
partly cloudy, cloudy, and days completely covered in clouds, called
overcast days. There are 60 scenarios to consider when applying the
MS-MPC approach. Fig. 2 shows the historical power production of the
solar plant grouped according to the classification days, as mentioned
above. The set of scenarios for each day is selected based on forecast
weather conditions.

4.3. Electrical energy price forecasting

The energy market is regulated by supply and demand. Therefore,
it is a non-deterministic variable whose values are known 24 h in
advance. However, the prices for the following days are not known and
have a stochastic evolution.

Electricity prices are correlated with the volatility of changes in
demand, spot prices, and the total capacity of renewable energy, mainly
wind and solar thermal [40]. In this work, the electrical prices along
the prediction horizon were obtained using the mean value for the last

2 https://solargis.com/es/products/time-series-and-tmy-data/useful-
esources.

https://solargis.com/es/products/time-series-and-tmy-data/useful-resources
https://solargis.com/es/products/time-series-and-tmy-data/useful-resources
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Fig. 3. Comparison planing energy management by using a heuristic method and a MS-MPC approach.
Table 2
Weight factors considering forecast meteorological conditions.
Solar irradiance Wind speed Weight factor

↑ ↑ 0.85
↑ ↓ 1.10
↓ ↑ 0.90
↓ ↓ 1.15

seven days. They have been multiplied by a weight factor given by
the meteorological conditions, as seen in Table 2. Variation in prices
is subject to solar irradiance conditions and wind speed. That is, prices
are on a downward trend as long as there is a prognosis of high solar
irradiance and wind speed.

Remark 2. There are many techniques for forecasting energy prices
n the electricity market; see, e.g., [41]. Still, in this work, for the sake
f simplicity, a straightforward heuristic rule will be used, since prices
re updated every 24 h.
1234
5. Results and discussion

To achieve a reliable performance evaluation of the MS-MPC con-
troller, this approach has been compared with other methods described
earlier.

Fig. 3 shows the comparison of energy scheduling behavior between
the MS-MPC controller and the heuristic method. The top figure repre-
sents the power generated by the CSP for the six days mentioned above.
These days are classified as sunny, partly cloudy, the second and third
days, cloudy, partly cloudy, and over-coast days. The second figure
represents the power acquired or delivered to charge or discharge the
TES. The energy behavior in the TES is shown in the third figure, the
power delivered to the grid is represented in the fourth figure, and
finally, the electrical energy prices are shown at the bottom of the
figure. MS-MPC is represented by a solid line, whereas a dashed line
characterizes the heuristic method.

As seen in the heuristic method, while solar power is enough to be
delivered to the grid at its maximum capacity, the TES is charged, as
happens during the first five days. Until the power generated is lower
than the total power that admits the turbine, the TES is discharged
to supply the most energy; in contrast, when an over-coast day, all
produced power generated is delivered to the grid, and the TES remains
at the minimum value.
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Fig. 4. Comparison of the energy stored in the TES and energy delivered to the grid by using MPC-based approaches.
On the other hand, the MS-MPC effectively uses the TES capacity.
Therefore, low prices mean that energy is stored and no power is
delivered to the grid. Another remarkable fact is that electrical energy
is delivered to the grid when the TES is fully charged. However, when
there is not enough power to be delivered to the grid, energy must be
stored in the TES until prices increase, as seen on the last day.

The main differences among the applied algorithms can be seen
when using the TES and the energy sold to the grid. The usage of bat-
teries and the energy delivered to the grid using MPC-based approaches
are depicted in Fig. 4. The standard MPC shows the poorest behavior
compared to the Min–Max MPC and the MS-MPC. As expected, the
standard MPC discharges the batteries fully, giving more energy despite
the prices not increasing. Meanwhile, the Min–max MPC has a pretty
conservative way of acting at the time of charge or discharge of batter-
ies. However, the energy given to the UPG is sold more effectively. In
this case, the contrast is observed during the last day, when the MS-
MPC approach shows the best performance compared to these MPC
algorithms. Here, it is notable for its role in considering some possible
evolution of uncertainty, resulting in a considerable improvement in
the storage of energy in the TES and selling it to the grid.

A comparison made with PF-MPC is shown in Fig. 5 to establish
the goodness of the MS-MPC approach. As mentioned above, the PF-
MPC is an ideal approach with perfect disturbance knowledge. Thus,
it achieves the best performance for scheduling energy, providing an
ideal upper bound. As can be seen, the MS-MPC has a behavior closer
to the theoretical implementation.

To compare MS-MPC with other methods in terms of energy deliv-
ered to the grid and incomes obtained, Fig. 6 shows, on the left side,
the amount of energy produced to the primary grid, and on the right
side, the incomes obtained for each of the four described methods are
represented for each day. Here, it is noticeable that the most energy
1235
Table 3
Comparison of the energy sold, the energy exchanged with the TES, the expected
income, and the profit increment for each method.

Method Sold energy
(MWh)

Exchanged energy
with the TES
(MWh)

Incomes
(Euros)

Profit
increment
(%)

Heuristic 3506.90 1719.10 821,220 0
Standard MPC 3489.50 2711.10 871,240 6.09
Min–max MPC 3497.20 2893.80 878,410 6.96
MS-MPC 3482.80 3035.70 883,450 7.58
PF-MPC 3477.80 3076.40 894,660 8.94

sold does not mean the highest income because prices are dynamic,
and it is better to sell power when prices are increasing. These results
are summarized in Table 3 as well as the total amount of energy
exchanged (charged or discharged) with the TEST. In addition, the
profit increment for each method can be seen in comparison to that
of the heuristic method.

As expected, the best performance comes from PF-MPC. It is ob-
tained with complete knowledge of solar production and prices. Sec-
ond, the MS-MPC is situated with results very close to those of the
PF-MPC. The Min–Max MPC shows higher income but sells more energy
to the grid than the standard MPC. This particular demonstrates the
over-conservatism of this type of controller despite having to deal
with uncertainty. As expected, the policy of selling as much energy
as possible, as is done in the heuristic method, offers the poorest
results. Overall, MS-MPC provided a better performance assessment in
dealing with uncertainties and providing the lowest amount of energy
to the grid, generating the highest income after the theoretical limit

(PF-MPC).
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Fig. 5. Comparison of the energy stored in the TES and energy delivered to the grid by using MS-MPC and PF-MPC.
Table 4
Advantages and drawbacks of the proposed algorithms.

Approach Advantages Drawbacks

Heuristic method Easy implementation. Do not optimize the economic benefits.

Standard MPC It carries out a finite horizon optimization problem. It does not consider the uncertainty in the formulation of the optimization
problem.

Min–max MPC It considers the stochastic implementation of the
uncertainty.

It results in a quite conservative behavior by considering the worst case
scenario realization.

MS-MPC It takes into account some scenarios in the optimization
problem, formulating a stochastic version of an MPC
controller.

Collecting a sufficient number of scenarios by gathering historical data or
randomly generating them is necessary. It could result in a higher
computational burden.
Finally, some advantages and drawbacks deduced from the algo-
ithm formulations are summarized in Table 4.

. Conclusions

This work has developed an approach based on scenarios in which
ncertainties in solar irradiance and variability of electricity prices
or a 50 MW solar trough plant are considered. Simulations show
hat while the PF-MPC approach yields an ideal result, the MS-MPC
1236

pproach presents results that are very close to the ideal result after
a performance comparison with other techniques, such as a heuristic
method, a standard MPC, and a min–max MPC. However, the scenario-
based stochastic approach guarantees a certain degree of robustness
that is not considered by either the heuristic formulation or a classic
MPC. Furthermore, it can be deduced from the results that the best
policy is obtained when the stochastic characteristic is used to for-
mulate the optimization problem. The results show that the proposed
method performs better in dealing with uncertainties by providing the
lowest amount of energy to the grid (3482.80 MWh) while generating

the highest income (894,660 euros). The proposed method attains
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Fig. 6. Comparison of sold energy at each day and income obtained by using different approaches.
the closest performance compared to the theoretical optimal schedule
and represents a profit increase of approximately 7.58% more than a
heuristic method.

CRediT authorship contribution statement

Pablo Velarde: Writing – original draft, Methodology, Software,
Investigation. Antonio J. Gallego: Writing – original draft, Methodol-
ogy, Validation. Carlos Bordons: Validation, Writing – review & edit-
ing. Eduardo F. Camacho: Conceptualization, Supervision, Funding
acquisition.

Declaration of competing interest

The authors declare that they have no known competing finan-
cial interests or personal relationships that could have appeared to
influence the work reported in this paper.

Acknowledgment

This work has been supported by the European Research Council
under the Advanced Research Grant 789051-OCONTSOLAR.

References

[1] S. Zhao, Y. Fang, Z. Wei, Stochastic optimal dispatch of integrating concentrating
solar power plants with wind farms, Int. J. Electr. Power Energy Syst. 109 (2019)
575–583.

[2] E.F. Camacho, M. Berenguel, F.R. Rubio, D. Martínez, Control of Solar Energy
1237

Systems, Springer, London, England, 2012.
[3] C. Augustine, C. Turchi, M. Mehos, The Role of Concentrating Solar-Thermal
Technologies in a Decarbonized US Grid, Tech. rep., National Renewable Energy
Lab.(NREL), Golden, CO (United States), 2021.

[4] A. Sharif, M.S. Meo, M.A.F. Chowdhury, K. Sohag, Role of solar energy in
reducing ecological footprints: An empirical analysis, J. Clean. Prod. 292 (2021)
126028.

[5] E. Masero, J.M. Maestre, E.F. Camacho, Market-based clustering of model
predictive controllers for maximizing collected energy by parabolic-trough solar
collector fields, Appl. Energy 306 (2022) 117936.

[6] R. Li, S. Guo, Y. Yang, D. Liu, Optimal sizing of wind/concentrated so-
lar plant/electric heater hybrid renewable energy system based on two-stage
stochastic programming, Energy 209 (2020) 118472.

[7] S. Ruiz-Moreno, J.R.D. Frejo, E.F. Camacho, Model predictive control based
on deep learning for solar parabolic-trough plants, Renew. Energy 180 (2021)
193–202.

[8] S.A. Kalogirou, Solar thermal collectors and applications, Prog. Energy Combust.
Sci. 30 (3) (2004) 231–295.

[9] A.J. Gallego, M. Macías, F. de Castilla, A.J. Sánchez, E.F. Camacho, Model
predictive control of the Mojave solar trough plants, Control Eng. Pract. 123
(2022) 105140.

[10] E. Camacho, A. Gallego, Optimal operation in solar trough plants: A case study,
Sol. Energy 95 (2013) 106–117.

[11] T.A. Deetjen, J.S. Vitter, A.S. Reimers, M.E. Webber, Optimal dispatch and
equipment sizing of a residential central utility plant for improving rooftop solar
integration, Energy 147 (2018) 1044–1059.

[12] T. Das, R. Roy, K.K. Mandal, S. Mondal, S. Mondal, P. Hait, M.K. Das, Optimal
reactive power dispatch incorporating solar power using jaya algorithm, in:
Computational Advancement in Communication Circuits and Systems, Springer,
2020, pp. 37–48.

[13] S. Mazzoni, S. Ooi, B. Nastasi, A. Romagnoli, Energy storage technologies as
techno-economic parameters for master-planning and optimal dispatch in smart
multi energy systems, Appl. Energy 254 (2019) 113682.

[14] P.H. Biazetto, G.A. de Andrade, J.E. Normey-Rico, Application of an optimal
control strategy for solar power plants operating in a day-ahead market scheme,
in: SimpÓSio Brasileiro de AutomaÇãO Inteligente-SBAI, Vol. 1, 2021.

[15] J. Maciejowski, Predictive Control with Constraints, Prentice Hall, Essex,
England, 2002.

http://refhub.elsevier.com/S0960-1481(23)00265-3/sb1
http://refhub.elsevier.com/S0960-1481(23)00265-3/sb1
http://refhub.elsevier.com/S0960-1481(23)00265-3/sb1
http://refhub.elsevier.com/S0960-1481(23)00265-3/sb1
http://refhub.elsevier.com/S0960-1481(23)00265-3/sb1
http://refhub.elsevier.com/S0960-1481(23)00265-3/sb2
http://refhub.elsevier.com/S0960-1481(23)00265-3/sb2
http://refhub.elsevier.com/S0960-1481(23)00265-3/sb2
http://refhub.elsevier.com/S0960-1481(23)00265-3/sb3
http://refhub.elsevier.com/S0960-1481(23)00265-3/sb3
http://refhub.elsevier.com/S0960-1481(23)00265-3/sb3
http://refhub.elsevier.com/S0960-1481(23)00265-3/sb3
http://refhub.elsevier.com/S0960-1481(23)00265-3/sb3
http://refhub.elsevier.com/S0960-1481(23)00265-3/sb4
http://refhub.elsevier.com/S0960-1481(23)00265-3/sb4
http://refhub.elsevier.com/S0960-1481(23)00265-3/sb4
http://refhub.elsevier.com/S0960-1481(23)00265-3/sb4
http://refhub.elsevier.com/S0960-1481(23)00265-3/sb4
http://refhub.elsevier.com/S0960-1481(23)00265-3/sb5
http://refhub.elsevier.com/S0960-1481(23)00265-3/sb5
http://refhub.elsevier.com/S0960-1481(23)00265-3/sb5
http://refhub.elsevier.com/S0960-1481(23)00265-3/sb5
http://refhub.elsevier.com/S0960-1481(23)00265-3/sb5
http://refhub.elsevier.com/S0960-1481(23)00265-3/sb6
http://refhub.elsevier.com/S0960-1481(23)00265-3/sb6
http://refhub.elsevier.com/S0960-1481(23)00265-3/sb6
http://refhub.elsevier.com/S0960-1481(23)00265-3/sb6
http://refhub.elsevier.com/S0960-1481(23)00265-3/sb6
http://refhub.elsevier.com/S0960-1481(23)00265-3/sb7
http://refhub.elsevier.com/S0960-1481(23)00265-3/sb7
http://refhub.elsevier.com/S0960-1481(23)00265-3/sb7
http://refhub.elsevier.com/S0960-1481(23)00265-3/sb7
http://refhub.elsevier.com/S0960-1481(23)00265-3/sb7
http://refhub.elsevier.com/S0960-1481(23)00265-3/sb8
http://refhub.elsevier.com/S0960-1481(23)00265-3/sb8
http://refhub.elsevier.com/S0960-1481(23)00265-3/sb8
http://refhub.elsevier.com/S0960-1481(23)00265-3/sb9
http://refhub.elsevier.com/S0960-1481(23)00265-3/sb9
http://refhub.elsevier.com/S0960-1481(23)00265-3/sb9
http://refhub.elsevier.com/S0960-1481(23)00265-3/sb9
http://refhub.elsevier.com/S0960-1481(23)00265-3/sb9
http://refhub.elsevier.com/S0960-1481(23)00265-3/sb10
http://refhub.elsevier.com/S0960-1481(23)00265-3/sb10
http://refhub.elsevier.com/S0960-1481(23)00265-3/sb10
http://refhub.elsevier.com/S0960-1481(23)00265-3/sb11
http://refhub.elsevier.com/S0960-1481(23)00265-3/sb11
http://refhub.elsevier.com/S0960-1481(23)00265-3/sb11
http://refhub.elsevier.com/S0960-1481(23)00265-3/sb11
http://refhub.elsevier.com/S0960-1481(23)00265-3/sb11
http://refhub.elsevier.com/S0960-1481(23)00265-3/sb12
http://refhub.elsevier.com/S0960-1481(23)00265-3/sb12
http://refhub.elsevier.com/S0960-1481(23)00265-3/sb12
http://refhub.elsevier.com/S0960-1481(23)00265-3/sb12
http://refhub.elsevier.com/S0960-1481(23)00265-3/sb12
http://refhub.elsevier.com/S0960-1481(23)00265-3/sb12
http://refhub.elsevier.com/S0960-1481(23)00265-3/sb12
http://refhub.elsevier.com/S0960-1481(23)00265-3/sb13
http://refhub.elsevier.com/S0960-1481(23)00265-3/sb13
http://refhub.elsevier.com/S0960-1481(23)00265-3/sb13
http://refhub.elsevier.com/S0960-1481(23)00265-3/sb13
http://refhub.elsevier.com/S0960-1481(23)00265-3/sb13
http://refhub.elsevier.com/S0960-1481(23)00265-3/sb14
http://refhub.elsevier.com/S0960-1481(23)00265-3/sb14
http://refhub.elsevier.com/S0960-1481(23)00265-3/sb14
http://refhub.elsevier.com/S0960-1481(23)00265-3/sb14
http://refhub.elsevier.com/S0960-1481(23)00265-3/sb14
http://refhub.elsevier.com/S0960-1481(23)00265-3/sb15
http://refhub.elsevier.com/S0960-1481(23)00265-3/sb15
http://refhub.elsevier.com/S0960-1481(23)00265-3/sb15


Renewable Energy 206 (2023) 1228–1238P. Velarde et al.
[16] E.F. Camacho, C. Bordons, Model Predictive Control, Second ed., Springer-Verlag,
London, England, 2004.

[17] J. Grosso, C. Ocampo-Martinez, V. Puig, B. Joseph, Chance-constrained model
predictive control for drinking water networks, J. Process Control 24 (5) (2014)
504–516.

[18] P. Velarde, L. Valverde, J.M. Maestre, C. Ocampo-Martínez, C. Bordons, On
the comparison of stochastic model predictive control strategies applied to a
hydrogen-based microgrid, J. Power Sources 343 (2017) 161–173.

[19] J.M. Maestre, P. Velarde, H. Ishii, R.R. Negenborn, Scenario-based defense
mechanism against vulnerabilities in Lagrange-based DMPC, Control Eng. Pract.
114 (2021) 104879.

[20] P. Velarde, X. Tian, A.D. Sadowska, J.M. Maestre, Scenario-based hierarchi-
cal and distributed MPC for water resources management with dynamical
uncertainty, Water Resour. Manag. 33 (2) (2019) 677–696.

[21] V. Casagrande, F. Boem, A distributed scenario-based stochastic MPC for
fault-tolerant microgrid energy management, IFAC-PapersOnLine 55 (6) (2022)
704–709.

[22] C. Jeong, R. Sharma, Stochastic MPC for optimal operation of hydropower station
under uncertainty, IFAC-PapersOnLine 55 (7) (2022) 155–160.

[23] J.D. Vergara-Dietrich, M.M. Morato, P.R. Mendes, A.A. Cani, J.E. Normey-Rico, C.
Bordons, Advanced chance-constrained predictive control for the efficient energy
management of renewable power systems, J. Process Control 74 (2019) 120–132.

[24] J. Aguilar, C. Bordons, A. Arce, Chance constraints and machine learning
integration for uncertainty management in virtual power plants operating in
simultaneous energy markets, Int. J. Electr. Power Energy Syst. 133 (2021)
107304.

[25] G.C. Calafiore, M.C. Campi, The scenario approach to robust control design, IEEE
Trans. Automat. Control 51 (5) (2006) 742–753.

[26] P.J. van Overloop, S. Weijs, S. Dijkstra, Multiple model predictive control on a
drainage canal system, Control Eng. Pract. 16 (5) (2008) 531–540.

[27] R. Hemmati, H. Saboori, M.A. Jirdehi, Stochastic planning and scheduling of
energy storage systems for congestion management in electric power systems
including renewable energy resources, Energy 133 (2017) 380–387.

[28] E. Du, N. Zhang, B.-M. Hodge, Q. Wang, Z. Lu, C. Kang, B. Kroposki, Q. Xia,
Operation of a high renewable penetrated power system with CSP plants: A
look-ahead stochastic unit commitment model, IEEE Trans. Power Syst. 34 (1)
(2018) 140–151.
1238
[29] M. Petrollese, D. Cocco, G. Cau, E. Cogliani, Comparison of three different
approaches for the optimization of the CSP plant scheduling, Sol. Energy 150
(2017) 463–476.

[30] D. Yu, A.G. Ebadi, K. Jermsittiparsert, N.H. Jabarullah, M.V. Vasiljeva, S.
Nojavan, Risk-constrained stochastic optimization of a concentrating solar power
plant, IEEE Trans. Sustain. Energy 11 (3) (2019) 1464–1472.

[31] X. Liu, L. Feng, X. Kong, A comparative study of robust MPC and stochastic MPC
of wind power generation system, Energies 15 (13) (2022) 4814.

[32] A.J. Sánchez, A.J. Gallego, J.M. Escaño, E.F. Camacho, Thermal balance of large
scale parabolic trough plants: A case study, Sol. Energy 190 (2019) 69–81.

[33] G. Angelini, A. Lucchini, G. Manzolini, Comparison of thermocline molten salt
storage performances to commercial two-tank configuration, Energy Procedia 49
(2014) 694–704.

[34] U. Herrmann, B. Kelly, H. Price, Two-tank molten salt storage for parabolic
trough solar power plants, Energy 29 (5–6) (2004) 883–893.

[35] R. Ferri, A. Cammi, D. Mazzei, Molten salt mixture properties in RELAP5 code for
thermodynamic solar applications, Int. J. Therm. Sci. 47 (12) (2008) 1676–1687.

[36] X. Tian, Y. Guo, R.R. Negenborn, L. Wei, N.M. Lin, J.M. Maestre, Multi-scenario
model predictive control based on genetic algorithms for level regulation of open
water systems under ensemble forecasts, Water Resour. Manag. 33 (9) (2019)
3025–3040.

[37] Y. Zhang, F. Meng, R. Wang, W. Zhu, X.-J. Zeng, A stochastic MPC based
approach to integrated energy management in microgrids, Sustainable Cities Soc.
41 (2018) 349–362.

[38] G. Schildbach, L. Fagiano, C. Frei, M. Morari, The scenario approach for stochas-
tic model predictive control with bounds on closed-loop constraint violations,
Automatica 50 (12) (2014) 3009–3018.

[39] H. Qian, H. Guo, B. Sun, Y. Wang, Integrated inventory and transportation man-
agement with stochastic demands: A scenario-based economic model predictive
control approach, Expert Syst. Appl. 202 (2022) 117156.

[40] F.A. Longstaff, A.W. Wang, Electricity forward prices: a high-frequency empirical
analysis, J. Finance 59 (4) (2004) 1877–1900.

[41] A. Núñez-Reyes, D.M. Rodríguez, C. Bordons, M.Á. Ridao, Optimal scheduling of
grid-connected PV plants with energy storage for integration in the electricity
market, Sol. Energy 144 (2017) 502–516.

http://refhub.elsevier.com/S0960-1481(23)00265-3/sb16
http://refhub.elsevier.com/S0960-1481(23)00265-3/sb16
http://refhub.elsevier.com/S0960-1481(23)00265-3/sb16
http://refhub.elsevier.com/S0960-1481(23)00265-3/sb17
http://refhub.elsevier.com/S0960-1481(23)00265-3/sb17
http://refhub.elsevier.com/S0960-1481(23)00265-3/sb17
http://refhub.elsevier.com/S0960-1481(23)00265-3/sb17
http://refhub.elsevier.com/S0960-1481(23)00265-3/sb17
http://refhub.elsevier.com/S0960-1481(23)00265-3/sb18
http://refhub.elsevier.com/S0960-1481(23)00265-3/sb18
http://refhub.elsevier.com/S0960-1481(23)00265-3/sb18
http://refhub.elsevier.com/S0960-1481(23)00265-3/sb18
http://refhub.elsevier.com/S0960-1481(23)00265-3/sb18
http://refhub.elsevier.com/S0960-1481(23)00265-3/sb19
http://refhub.elsevier.com/S0960-1481(23)00265-3/sb19
http://refhub.elsevier.com/S0960-1481(23)00265-3/sb19
http://refhub.elsevier.com/S0960-1481(23)00265-3/sb19
http://refhub.elsevier.com/S0960-1481(23)00265-3/sb19
http://refhub.elsevier.com/S0960-1481(23)00265-3/sb20
http://refhub.elsevier.com/S0960-1481(23)00265-3/sb20
http://refhub.elsevier.com/S0960-1481(23)00265-3/sb20
http://refhub.elsevier.com/S0960-1481(23)00265-3/sb20
http://refhub.elsevier.com/S0960-1481(23)00265-3/sb20
http://refhub.elsevier.com/S0960-1481(23)00265-3/sb21
http://refhub.elsevier.com/S0960-1481(23)00265-3/sb21
http://refhub.elsevier.com/S0960-1481(23)00265-3/sb21
http://refhub.elsevier.com/S0960-1481(23)00265-3/sb21
http://refhub.elsevier.com/S0960-1481(23)00265-3/sb21
http://refhub.elsevier.com/S0960-1481(23)00265-3/sb22
http://refhub.elsevier.com/S0960-1481(23)00265-3/sb22
http://refhub.elsevier.com/S0960-1481(23)00265-3/sb22
http://refhub.elsevier.com/S0960-1481(23)00265-3/sb23
http://refhub.elsevier.com/S0960-1481(23)00265-3/sb23
http://refhub.elsevier.com/S0960-1481(23)00265-3/sb23
http://refhub.elsevier.com/S0960-1481(23)00265-3/sb23
http://refhub.elsevier.com/S0960-1481(23)00265-3/sb23
http://refhub.elsevier.com/S0960-1481(23)00265-3/sb24
http://refhub.elsevier.com/S0960-1481(23)00265-3/sb24
http://refhub.elsevier.com/S0960-1481(23)00265-3/sb24
http://refhub.elsevier.com/S0960-1481(23)00265-3/sb24
http://refhub.elsevier.com/S0960-1481(23)00265-3/sb24
http://refhub.elsevier.com/S0960-1481(23)00265-3/sb24
http://refhub.elsevier.com/S0960-1481(23)00265-3/sb24
http://refhub.elsevier.com/S0960-1481(23)00265-3/sb25
http://refhub.elsevier.com/S0960-1481(23)00265-3/sb25
http://refhub.elsevier.com/S0960-1481(23)00265-3/sb25
http://refhub.elsevier.com/S0960-1481(23)00265-3/sb26
http://refhub.elsevier.com/S0960-1481(23)00265-3/sb26
http://refhub.elsevier.com/S0960-1481(23)00265-3/sb26
http://refhub.elsevier.com/S0960-1481(23)00265-3/sb27
http://refhub.elsevier.com/S0960-1481(23)00265-3/sb27
http://refhub.elsevier.com/S0960-1481(23)00265-3/sb27
http://refhub.elsevier.com/S0960-1481(23)00265-3/sb27
http://refhub.elsevier.com/S0960-1481(23)00265-3/sb27
http://refhub.elsevier.com/S0960-1481(23)00265-3/sb28
http://refhub.elsevier.com/S0960-1481(23)00265-3/sb28
http://refhub.elsevier.com/S0960-1481(23)00265-3/sb28
http://refhub.elsevier.com/S0960-1481(23)00265-3/sb28
http://refhub.elsevier.com/S0960-1481(23)00265-3/sb28
http://refhub.elsevier.com/S0960-1481(23)00265-3/sb28
http://refhub.elsevier.com/S0960-1481(23)00265-3/sb28
http://refhub.elsevier.com/S0960-1481(23)00265-3/sb29
http://refhub.elsevier.com/S0960-1481(23)00265-3/sb29
http://refhub.elsevier.com/S0960-1481(23)00265-3/sb29
http://refhub.elsevier.com/S0960-1481(23)00265-3/sb29
http://refhub.elsevier.com/S0960-1481(23)00265-3/sb29
http://refhub.elsevier.com/S0960-1481(23)00265-3/sb30
http://refhub.elsevier.com/S0960-1481(23)00265-3/sb30
http://refhub.elsevier.com/S0960-1481(23)00265-3/sb30
http://refhub.elsevier.com/S0960-1481(23)00265-3/sb30
http://refhub.elsevier.com/S0960-1481(23)00265-3/sb30
http://refhub.elsevier.com/S0960-1481(23)00265-3/sb31
http://refhub.elsevier.com/S0960-1481(23)00265-3/sb31
http://refhub.elsevier.com/S0960-1481(23)00265-3/sb31
http://refhub.elsevier.com/S0960-1481(23)00265-3/sb32
http://refhub.elsevier.com/S0960-1481(23)00265-3/sb32
http://refhub.elsevier.com/S0960-1481(23)00265-3/sb32
http://refhub.elsevier.com/S0960-1481(23)00265-3/sb33
http://refhub.elsevier.com/S0960-1481(23)00265-3/sb33
http://refhub.elsevier.com/S0960-1481(23)00265-3/sb33
http://refhub.elsevier.com/S0960-1481(23)00265-3/sb33
http://refhub.elsevier.com/S0960-1481(23)00265-3/sb33
http://refhub.elsevier.com/S0960-1481(23)00265-3/sb34
http://refhub.elsevier.com/S0960-1481(23)00265-3/sb34
http://refhub.elsevier.com/S0960-1481(23)00265-3/sb34
http://refhub.elsevier.com/S0960-1481(23)00265-3/sb35
http://refhub.elsevier.com/S0960-1481(23)00265-3/sb35
http://refhub.elsevier.com/S0960-1481(23)00265-3/sb35
http://refhub.elsevier.com/S0960-1481(23)00265-3/sb36
http://refhub.elsevier.com/S0960-1481(23)00265-3/sb36
http://refhub.elsevier.com/S0960-1481(23)00265-3/sb36
http://refhub.elsevier.com/S0960-1481(23)00265-3/sb36
http://refhub.elsevier.com/S0960-1481(23)00265-3/sb36
http://refhub.elsevier.com/S0960-1481(23)00265-3/sb36
http://refhub.elsevier.com/S0960-1481(23)00265-3/sb36
http://refhub.elsevier.com/S0960-1481(23)00265-3/sb37
http://refhub.elsevier.com/S0960-1481(23)00265-3/sb37
http://refhub.elsevier.com/S0960-1481(23)00265-3/sb37
http://refhub.elsevier.com/S0960-1481(23)00265-3/sb37
http://refhub.elsevier.com/S0960-1481(23)00265-3/sb37
http://refhub.elsevier.com/S0960-1481(23)00265-3/sb38
http://refhub.elsevier.com/S0960-1481(23)00265-3/sb38
http://refhub.elsevier.com/S0960-1481(23)00265-3/sb38
http://refhub.elsevier.com/S0960-1481(23)00265-3/sb38
http://refhub.elsevier.com/S0960-1481(23)00265-3/sb38
http://refhub.elsevier.com/S0960-1481(23)00265-3/sb39
http://refhub.elsevier.com/S0960-1481(23)00265-3/sb39
http://refhub.elsevier.com/S0960-1481(23)00265-3/sb39
http://refhub.elsevier.com/S0960-1481(23)00265-3/sb39
http://refhub.elsevier.com/S0960-1481(23)00265-3/sb39
http://refhub.elsevier.com/S0960-1481(23)00265-3/sb40
http://refhub.elsevier.com/S0960-1481(23)00265-3/sb40
http://refhub.elsevier.com/S0960-1481(23)00265-3/sb40
http://refhub.elsevier.com/S0960-1481(23)00265-3/sb41
http://refhub.elsevier.com/S0960-1481(23)00265-3/sb41
http://refhub.elsevier.com/S0960-1481(23)00265-3/sb41
http://refhub.elsevier.com/S0960-1481(23)00265-3/sb41
http://refhub.elsevier.com/S0960-1481(23)00265-3/sb41

	Scenario-based model predictive control for energy scheduling in a parabolic trough concentrating solar plant with thermal storage
	Introduction
	Solar plant description
	Solar collector field model
	Rankine power cycle
	TES model

	Methodology
	Stochastic optimal energy scheduling
	Energy power balance: Linear model
	Model predictive control formulation and the optimization problem
	Heuristic method
	Min–max model predictive control approach
	Multiple-scenario based model predictive control formulation
	Perfect forecast model predictive control

	Experimental Setup
	Multiple-scenario model predictive control configuration
	Power generation scenario forecasting
	Electrical energy price forecasting

	Results and Discussion
	Conclusions
	CRediT authorship contribution statement
	Declaration of Competing Interest
	Acknowledgment
	References


