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Abstract 

Tne automation of smart environment systems is 
one of the main goals of smart home researching. 
Tui paper focus on learning user lighting prefer­
ence, considering a working field like a standard 
office. A review of the smart environment and de­
\;ces setup is done, showing a real configuration 
-or test purposes. Suitable learning machine tech­
niques are exposed in order to leam these prefer­
ences, and suggest the actions the smart environ­
ment should execute to satisfy the user preferences.
Leaming machine techniques proposed are fed with
a database, so a proposal for the vectorization of 
data is described and analyzed.

1 Introduction 
man home technologies are often included as a part of ubiq­
. ous computing. Mark Weiser [Weiser, 1999) outlined sorne 

:rinciples to describe Ubiquitous Computing (ubicomp) from 
�-hich we emphasize that the purpose of a computer is to help 
ou do something else. 

· Home technologies have tried to help home inhabitants
ince its creation. Nowadays, due to the popularization of

mputational devices, ubiquitous computing is called to be
the revolution to develop smart systems with artificial intelli­
gence techniques.

This article focuses on modeling smart spaces tQ apply ma-
hine leaming techniques. We have focused in the learning of 

user preferences for the lighting of a space. In order to inter­
act with the space and retrieve these preferences, an office at 
the department of Computer Languages of the University of 
Seville has been provided of severa! devices to accomplish 
these tasks. 
• Anificial intelligent methods can be supported by this

model like machine learning algorithms where is centered
this article. Sorne techniques are presented to accomplish
this goal in section 4.1. Finally we propose sorne expansions
which could be studied in order to cover other cases.

2 Experimental environments 
Two different environments are used for data collection. 
Toe first one is a simulated environment developed in Java 

that allows researchers to generate simulated and synthetic 
databases. 

Second one is a standard office at the department of Com­
puter Languages is used for data collection during the exper­
iments. This office is intended to be used by a single person, 
who could be eventually visited by other work mates or stu­
dents. It is illunúnated by natural light from the window and 
four artificial fluorescent lights which can act as a comple­
ment of the natural light or like unique source of light. 

Figure I shows the distribution and setup of the room. 
As you can see, the orientation of the window is south, so 

it maximizes the quantity of light that receives during a <lay. 
This fact must be considered when analyzing results. 

3 Related devices 
In this section we present the devices which will interact in 
the setup proposed. The concrete model and manufacturer of 
the devices are detailed although the leaming system should 
be independent of these details. 

3.1 Sentilla Tmote 

Sentilla Tmotes are the devices which detects the quantity of 
light. In this setup we propose to install one mote indoor, and 
another outdoor. This way we can compare the preferences 
of the user indoor with the quantity of light outdoor. We'll 
be able to deduct sorne weather parameters in real time too. 
Toe dimensions are 8 cms. of width and 3.2 cm. of height, 
so it is quite small to suit ubiquitous applications and non 
intrusive systems. These devices also implement a hunúdity 
and temperature sensor, which could be requested for fut�re
improvement and expansions. Figure 2 shows the Sentilla 
Trrwte module. 

The connectivity with other motes and computers is done 
through the IEEE 802.15.4 (ZigBee) protocol, which rnini­
mizes battery consumption. Zigbee supports mesh network­
ing so this is the topology we will adopt and this way the 
motes can create a network to share information and forward 
it to reach wider areas. 

Nowadays Sentilla Trrwtes are packaged in a beta develop­
ment kit, including an IDE based on Eclipse 3.2 for develop­
ing. The hardware implements a Java Runtime Environment 
which can run different applications to retrieve, process and 
send information from sensors. 
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X Jornadas de ARCA 

Outdoor Indoor Jndoor Blind Action Action 
lighting lighting light state Motion over over Threshold 

[O, l] [O, l] state [O, l] {0,1} light blind [O, l] 
{0,1} {-1,0,1} [-1, l] 

0.9 o o o o o 0.5
0.9 0.7 0.5 0.5 0.5 

Table 1: Input sample. 

Continuous variable from O to 1. 
• Indoor light state. This variable represents the state of 

the lights of the room received from the XIO appliance 
module. Discrete variable, O for lights off, and 1 for
lights on.

• Blind state. This variable represents the state of the
blind or curtains. Continuous variable from O to 1. O
for totally closed and I for totally open.

• Motion. This variable represents the detection of motion
sent by the MS 13A XI O device. Discrete variable, O for
no motion, 1 for motion detected. 

• Action over light. This variable represents the action 
done by the user over indoor light. Discrete variable, -1
lights switched off, O no action, + 1 lights switched on.

• Action over blind. This variable represents the action
done by the user over the blind/curtains. Continuous 
variable, -1 means the user closed it totally, O no action, 
+ 1 means the user opened it totally. 

• Threshold. Represents the curren! user lighting prefer­
ence. O represents minimum room lighting, 1 represents
maximum room lighting.

Notice that Sentilla Tmotes offer the quantity of light re­
ceived in luxes. We have to standarize thls data to a [O, 1] 
interval. 

Table 4.2 shows the output variables Y proposed and two 
sample output data: 

Action over 
light 
{0,1} 

o 

o 

Action over 
blind 

[-1, l] 
o 

o 

Table 2: Output sample. 

Action over 

11 threshold 
[-1, 1] 

� 11 

• Action over light. Represents the action over indoor
light prewcted by the learning machine in order to sat­
isfy user lighting preferences. Discrete variable, -1
lights switched off, O no action, + 1 lights switched on. 

• Action over blind. Represents the action over the
blind/curtains prewcted by the learning machine in order
to satisfy user lighting preferences. Continuous variable, 
-1 means the machine closed it totally, O no action, + 1
means the machlne opened it totally. 

• Action over threshold. Represents the correction the 
machlne must done in order to adapt current user thresh­
old. Negative values reduce threshold, O represents no 
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action, and positive values represen! an increase correc­
tion over threshold. The value a of the correction must 
be deterrrtined with care, in order to avoid infinity jumps 
around user preference, and converge to the real user 
preference. 

5 Future work 

Comparative results must be done between rrlachlne learmng 
techniques proposed in section 4.1. Next step should focus in 
enlarge action field, to other rooms with different users, lo­
cations, orientations, and so on. This way we could compare 
results obtained with these techniques in wfferent (but simi­
lar) environments, and create a wider motes mesh network. 

Other field of action could be applying these techniques 
and algorithm to leam user preference over conditioning. 
Sentilla Tmote devices also include sensors to retrieve tem­
perature and humiwty, useful to learn conditioning prefer­
ences. 
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