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A B S T R A C T

This paper addresses the problem of optimally operating a set of grid-forming devices in an AC microgrid when
a detailed network model is not available. The main aim of the approach is to maximize the power sharing of
the controllable grid-forming devices and to maintain the frequency and the nodal voltages of the microgrid as
close as possible to their corresponding references. The proposed control architecture is conformed by a local
control layer in each grid-forming device that intends to emulate the performance of a synchronous machine
and a centralized secondary controller composed of two complementary tools that coordinates the setpoints
of the grid-forming devices: an online feedback optimization algorithm and an automatic generation control.
The proposed method has been validated through simulations and hardware-in-the-loop tests, evidencing its
good performance and robustness under different conditions.
1. Introduction

Accelerating the decarbonization of the generation mix and improv-
ing the energy efficiency are the cornerstones of the global response
to mitigate the effects of the climate crisis and guarantee energy
access throughout the world. For this reason, the massive integration
of renewable energy sources (RES) into power systems is the roadmap
of the United States, China, India and the European Union, which re-
cently reinforced their commitment to accelerate their deployment [1].
The vast majority of RESs are directly connected to the bulk power
system through power electronic converters. Therefore, in the near
future, power systems are expected to be dominated by these converter-
interfaced generators (CIGs) instead of the traditional synchronous
technology.

In addition, this technological change unlocks the use of small-scale
CIGs connected to distribution levels. Bringing the generation close to
the load offers numerous advantages compared to the traditional solu-
tion based on large power plants connected to the transmission system.
As a result, alternative network operation approaches emerge, being
microgrids one of the most prominent concepts in the last decades [2,3].
A microgrid (MG) is a small low-voltage grid that includes loads and
generation that can be operated locally as a single controllable entity.
MGs typically have the ability to operate connected to the bulk power
system through a point-of-common coupling (PCC) or as an islanded
system. These different operation modes have a determinant impact on
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the CIG controller type. In case of grid-connected operation, CIGs can
be operated as grid-feeding devices [4], since the voltage characteristics
(amplitude and frequency) are imposed by the external grid. On the
contrary, the islanded operation requires the use of some CIGs with
grid-forming capability to set the voltage [5]. However, considering
the gradual decommissioning of conventional synchronous assets, grid-
forming CIGs will be required along the power system to contribute
to the network support, since the traditional assumption of strong
voltage will no longer be valid [6]. For this reason, several control
strategies dealing with the implementation of the grid-forming capa-
bility have appeared in recent years: droop [7], virtual impedance [8],
virtual synchronous machine [9], virtual oscillator control [10] and
synchronous power control [11], among others. Most grid-forming
controllers provide similar steady-state performance in terms of local
voltage regulation, frequency control contribution and load balancing,
but subtle differences appear under transient conditions [12].

On the other hand, MGs, as single controllable entities, are equipped
with controllers responsible for coordinating the operation of the dif-
ferent controllable assets [13]. In this regard, different approaches have
been proposed: centralized [14–16] or distributed [17–19]. In any case,
this MG controller can be considered as a secondary control layer
responsible for computing the setpoints for the controllable assets. Tra-
ditionally, optimization theory has been applied in secondary control
layers to obtain an optimal operation considering all the constraints of
vailable online 2 February 2023
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the power system [20]. To do so, the optimization problem is solved
by considering load/generation forecasts and a steady-state non-linear
system model [21]. To reduce the computational cost, model simplifi-
cation [22], convex relaxation [23] and approximation techniques [24]
have been successfully applied. Once computed, the optimal setpoints
are updated and broadcasted to the controllable units that apply them
to the power system in a feedforward manner. However, considering
that the setpoints are usually updated in a time frame of minutes, these
strategies may become inadequate for future power systems due to
volatile conditions of both generation and consumption [25]. An alter-
native to this methodology is the online feedback optimization (OFO)
paradigm, which establishes a feedback interconnection between the
optimization algorithm and the physical system. In the OFO approach, a
real-time optimization algorithm computes a control action considering
the field measurements and applies it to the system. The computation
of this control action does not require precise information about the
network model but just some sensitivities [26,27]. Then, the system
naturally computes the state or output vector due to the enforcement
of the physical laws. As a result, the optimization problem is solved in
closed loop with the physical system [28]. Regarding the operation of
the power system, OFO can be understood as a method to drive the
power system to an operating point that solves an AC optimal power
flow problem without resorting to the power flow equations [29].

High robustness, reduced computational effort and protection of
private information make OFO a strong candidate for MG secondary
control, taking advantage of the fast dynamics of power electronics
devices. For these reasons, several recent works have proposed OFO-
based secondary control strategies for MG. For example, OFO has been
successfully applied to solve the voltage regulation of AC distribu-
tion networks by reactive power injection in [30]. Another example
is [31], where a dynamic state estimation stage feeds the feedback
optimization scheme to drive the controllable power injections towards
the optimal setpoints. Distributed OFO implementations can also be
found in the literature to solve the problem of voltage regulation in
distribution networks [32,33]. Nevertheless, to the best of the authors’
knowledge, all the published works have been raised considering that
the controllable units operate in grid-feeding mode. This work pro-
poses the development of a MG secondary control layer based on two
complementary algorithms to coordinate several grid-forming CIGs. A
conventional Automatic Generation Controller (AGC) is responsible for
maintaining the frequency at its nominal value by assigning adequate
active power increments to the CIGs. In addition, a non-convex OFO-
based controller [34] is in charge of computing the internal voltage
references of the CIGs to maintain the network voltages within the
regulatory limits. Therefore, the main contributions of this work can
be summarized as follows:

• Development of a hierarchical control architecture capable of
managing AC MGs operating in islanding mode with 100% of
RES-based CIGs.

• Development of a secondary control approach for AC MGs involv-
ing grid-forming CIGs based on two complementary algorithms
for frequency and voltage regulation.

• Definition of a secondary voltage control strategy based on the
model-free OFO algorithm to achieve an optimal dispatch of the
grid-forming CIGs considering their operational limits.

• Regulation of the internal voltage of each controllable grid-
forming CIG to achieve a high degree of active and reactive power
sharing regardless of the MG R/X ratio.

The remainder of this paper is divided into the following parts. Sec-
tion 2 discusses the problem of interest and establishes the objectives
pursued in this work. Section 3 presents the proposed methodology:
first, the implementation of a grid-forming CIG is discussed and then
the secondary control strategy is detailed. Section 4 analyzes the per-
formance of the proposed algorithm by simulations within two different
MGs and a Hardware-in-the-Loop (HIL) test. This is followed by Sec-
tion 5, which presents the conclusions of this work and outlines future
2

research lines.
2. Problem description

Consider an AC MG modeled as an undirected graph  = ( , ) in
which  represents the set of buses and  ⊆  ×  the set of power
lines that interconnect those buses. Some buses, 𝑔 ⊆  , are powered
by CIGs operating in grid-forming mode. Therefore, CIGs are able to
control the voltage amplitude and frequency of their corresponding
point of interconnection (POI). Furthermore, some uncontrollable loads
and generators can be connected to the rest of the MG buses, ∖𝑔 .

On the basis of this framework, it is proposed that the setpoints of
the grid-forming CIGs be computed by a centralized secondary control
layer that includes the corresponding communication infrastructure.
Moreover, it is assumed that a detailed network model is unknown.
Therefore, the computation of the setpoints may rely only on the
available network measurements.

The aim of the secondary control layer is to achieve a coordi-
nated control of the MG CIGs considering the following technical
objectives:

(i) Support the MG frequency regulation, minimizing the deviations
with respect to the reference value.

(ii) Determine the active power injection of each CIG as a function of
the frequency deviation and a participation factor, which can be
adjusted considering either the CIG rated power or an economic
criterion.

(iii) Maintain nodal voltages close to given reference values and
within the voltage limits for every 𝑘 ∈ 𝑔 .

(iv) Share the active and reactive power load demanded in the MG
among the installed CIGs to prevent overloads.

3. Proposed method

This section provides all the details of the methodology applied
to solve the problem posed in the previous section. For this purpose,
the control architecture is presented first and follows a comprehensive
description of the grid-forming CIG primary controllers. Finally, the
secondary controller in charge of coordinating the control actions of
the CIGs to achieve the optimal operation of the MG is outlined.

3.1. Control architecture

The proposed hierarchical two-layer control architecture designed
to achieve the objectives described in the previous section is shown in
Fig. 1.

The primary control layer is locally implemented in each CIG and,
consequently, is able to perform fast response actions to ensure a secure
MG operation. In this regard, this work proposes to emulate the perfor-
mance of the synchronous generator including all its local controllers.
In this manner, the CIGs may support the MG frequency with active
power sharing. Since the CIG is emulating a synchronous generator, the
controller setpoints are the active power and the internal voltage. All
the electrical magnitudes involved in this control layer are represented
in lowercase and are assumed to be updated quasi-instantaneously due
to the fast actuation of the power electronics.

The secondary control layer coordinates the grid-forming CIGs with
two independent complementary algorithms for the computation of the
active power and the internal voltage references. The separation of
these two tasks can be justified considering the different nature of the
frequency and voltage control within a MG. Note that the MG frequency
control can be tackled considering a single electrical node, while the
MG voltage control is a local problem that depends on the power
injections at each MG node. First, a conventional AGC establishes the
active power setpoints for each CIG to restore the frequency to its
reference, thus complementing the local 𝑃 − 𝑓 droop control. Second,
an OFO algorithm is implemented to coordinate the CIGs with the aim

of improving the reactive power sharing and maintaining the nodal
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Fig. 1. Proposed hierarchical control architecture.
E

oltages close to the given references. The electrical magnitudes taking
art in this secondary control layer are presented in capital letters and
re updated after each communication cycle between the CIGs and the
econdary central controller.

A more detailed description of each of these control layers follows
n the next subsections.

.2. Primary virtual synchronous generator control

The emulation of the synchronous machine implemented in this
aper is based on the Proportional–Integral Virtual Synchronous Gen-
rator (PI-VSG) [35]. As in the case of a synchronous machine, the
roposed PI-VSG has two main setpoints [35]: virtual electromotive
orce (EMF), 𝑒𝑞 , and virtual mechanical power, 𝑝𝑚.

The virtual EMF, represented here by 𝑒𝑞 , is obtained after applying a
ow-pass filter to the centralized secondary controller signal, 𝑣𝑟, which
imics the voltage setpoint of the automatic voltage regulators (AVRs)

f a conventional synchronous generator.
The virtual mechanical power is calculated as the primary frequency

esponse based on a droop control and modified with a term computed
y the centralized secondary controller:

𝑚 = 𝑝𝑐 +
1
𝑘
(

𝜔𝑣 − 𝜔⋆) (1)

where 𝑝𝑐 is the low-pass filter output of the secondary control power,
𝑝𝑟, 𝑘−1 is the frequency droop gain, 𝜔𝑣 and 𝜔⋆ are the virtual generator
speed and its corresponding reference. This virtual mechanical power is
compared with the generated electrical power to determine the power
imbalance:

𝜖 = 𝑝 − 𝑝 . (2)
3

𝑝 𝑚 𝑒𝑓
where 𝑝𝑒𝑓 is obtained by applying a low-pass filter to the instantaneous
CIG output power. This power imbalance, 𝜖𝑝, is canceled using a PI
controller which is in charge of computing the virtual speed, 𝜔𝑣.
Finally, the integral of the virtual speed corresponds to the angle, 𝜃𝑣,
used in the different VSG Park transformations.

Finally, the internal voltage, 𝑣𝑡, is computed considering the virtual
MF, 𝑒𝑞 , the angle, 𝜃𝑣, and applying the corresponding voltage drop

on a virtual impedance. This guarantees a proper active power sharing
even in the case of highly resistive networks.

3.3. Secondary control

The secondary control layer is implemented in a centralized manner
to collect local CIG measurements and the MG frequency. Taking
into account this information, the secondary control layer computes
the setpoints that are dispatched to the local primary controllers of
the grid-forming CIGs: AGC active power reference, 𝑃𝑘,𝑟, and voltage
reference, 𝑉𝑘,𝑟. These setpoints are calculated in two complementary
control algorithms specifically suited for frequency and voltage control.

3.3.1. Secondary frequency control
The aim of the secondary frequency regulation is to restore the

system frequency when an event occurs. A conventional AGC supports
the primary droop control already implemented in the grid-forming
CIGs to achieve a null frequency deviation in steady state. Typically,
this is done by applying a single-node equivalent network model in
which the frequency deviation is counteracted by varying the active
power of the generators. In particular, the power provided by the
AGC is the result of the application of a discrete-time proportional–
integral (PI) control to the difference between the MG frequency and
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Fig. 2. One-line diagram of the simple test case.

Table 1
Parameters of the simple test case.

Parameter Value

Rated voltage 400 V
Line impedance 𝑍1 0.0287 + 𝚥0.0167 Ω
Line impedance 𝑍2 0.1148 + 𝚥0.0668 Ω

its reference:

𝑃𝑘,𝑟(𝑚) = 𝐾𝑝(𝜔(𝑚) − 𝜔⋆) + 𝜉(𝑚),

(𝑚 + 1) = 𝜉(𝑚) + 𝛥𝑡
𝐾𝑝

𝑇𝑖
(𝜔(𝑚) − 𝜔⋆),

where 𝐾𝑝, 𝑇𝑖 are the proportional gain and integration time of the
PI controller, respectively, 𝛥𝑡 is the communication period of the sec-
ondary control layer and 𝑚 is the discrete-time step.

3.3.2. Optimal voltage regulation
This part of the secondary control layer optimally computes the

voltage references, 𝑉𝑘,𝑟, for each grid-forming CIG. In particular, it
is proposed to minimize voltage deviations with respect to a given
setpoint while maintaining a proper reactive power sharing between
the CIGs. Note that the active and reactive power sharing strategy
prevents the CIG overloading. As a result, the voltage references, 𝑉𝑘,𝑟,
can be set by solving the following optimization problem:

min
𝑉𝑘,𝑟 ∀𝑘∈𝑔

∑

𝑘∈𝑔

(

𝛽𝑘(𝑉𝑘 − 𝑉 ⋆
𝑘 )2 +

∑

𝑗∈𝑔

𝛾𝑘,𝑗 (𝑄𝑘 −𝑄𝑗 )2
)

, (3)

𝑠.𝑡. 𝑉 𝑘 ≤ 𝑉𝑘 ≤ 𝑉 𝑘, 𝐼𝑘 ≤ 𝐼𝑘 ≤ 𝐼𝑘, ∀𝑘 ∈ 𝑔 ,

where 𝑄𝑘 is the reactive power injection, 𝑉𝑘 is the controlled nodal
oltage and 𝑉 ⋆

𝑘 is the voltage setpoint for the k-th CIG. Note that 𝑉 𝑘,
𝑉 𝑘, 𝐼𝑘 and 𝐼𝑘 are the voltage and current limits related to the k-th CIG
which have been included in the optimization problem as inequality
constraints. Furthermore, it is important to emphasize that the objective
function includes two weighting parameters, namely 𝛽𝑘 and 𝛾𝑘,𝑗 , which

ust be adjusted to achieve a compromise solution between the two
ursued objectives.

Note that the relationship between the input signals, 𝑉𝑘,𝑟, and the
utput variables (nodal voltages, 𝑉𝑘, active and reactive power injec-
ions, 𝑃𝑘 and 𝑄𝑘), is not explicitly stated in (3). In fact, this relationship
s determined by the network model, which is considered unknown in
his formulation. This dependency can be mathematically expressed as
ollows:

= 𝐡(𝐮,𝐰) (4)

here 𝐮 = [𝑉𝑘1 ,𝑟, 𝑉𝑘2 ,𝑟, …]⊤ and 𝐲 = [𝑉𝑘1 , 𝑃𝑘1 , 𝑄𝑘1 , 𝑉𝑘2 , 𝑃𝑘2 , 𝑄𝑘2 , …]⊤
are the input and output column vectors that stack the voltage control
variables and the nodal voltages, active and reactive power injections
of all the grid-forming CIGs, respectively; 𝐰 is a vector that stacks the
unmeasured power injections/demands of the rest of the MG buses,
∖𝑔 .

The optimization problem (3) can be solved by applying the OFO
control scheme presented in [34]. At each iteration, this method up-
dates the optimal reference points, 𝑉𝑘,𝑟, from the real-time measure-
ments communicated by the CIGs. Then, these setpoints are applied
to the physical system, i.e. controllable grid-forming CIGs. This two-
step process is repeated iteratively until the system reaches an optimal
4

a

Fig. 3. Simple test case. Simulation results comparing the proposed controller with an
OPF (dotted lines). 𝛼 = 8 ⋅ 10−5, 𝛽𝑘 = 103, 𝛾𝑘,𝑗 = 200, ∀𝑘, 𝑗 ∈ 𝑔 . Unconstrained (blurred
ines) and constrained (solid lines) optimization problems. Top plot: Frequency of the
ystem. Bottom plot: CIG nodal voltages.

olution. Note that the computation of the control variables is based
n the evolution of real-time measurements rather than on estimates
ased on network models.

The optimization problem (3) can be written in a compact form
s:

min
𝐮

𝐽 = (𝐲 − 𝐲⋆)⊤𝐐(𝐲 − 𝐲⋆), (5)

𝑠.𝑡. 𝐠(𝐲) ≤ 𝟎,

here matrix 𝐐 encapsulates the weighting parameters 𝛽𝑘 and 𝛾𝑘,𝑗 , the
utput vector 𝐲⋆ stacks the references of the electrical magnitudes and

𝐠(𝐲) ≤ 𝟎 is the set of inequality constraints.
It is well known that the gradient descent direction for the input

vector in case of an unconstrained optimization problem is given
by [36]:

𝜟𝐮⋆ = −𝜕𝐽∕𝜕𝐮 = −2𝐇⊤𝐐(𝐲 − 𝐲⋆) (6)

where 𝐇 corresponds to the sensitivity matrix that relates inputs, 𝐮, and
outputs, 𝐲, around an operational point:

=

⎡

⎢

⎢

⎢

⎢

⎢

⎢

⎣

𝜕𝑉𝑘1
𝜕𝑉𝑘1 ,𝑟

𝜕𝑉𝑘1
𝜕𝑉𝑘2 ,𝑟

…
𝜕𝑃𝑘1
𝜕𝑉𝑘1 ,𝑟

𝜕𝑃𝑘1
𝜕𝑉𝑘2 ,𝑟

…
𝜕𝑄𝑘1
𝜕𝑉𝑘1 ,𝑟

𝜕𝑄𝑘1
𝜕𝑉𝑘2 ,𝑟

…

⋮ ⋮ ⋱

⎤

⎥

⎥

⎥

⎥

⎥

⎥

⎦

However, solving problem (5) requires considering the optimiza-
tion within the feasible subsets imposed by the operating constraints.
Therefore, to solve (5) a projected gradient descent scheme is adopted:

min
𝜟𝐮

‖𝜟𝐮 + 2𝐇⊤𝐐(𝐲(𝑚) − 𝐲⋆)‖22, (7)

𝑠.𝑡. 𝐠 (𝐲(𝑚) + 𝛼𝐇𝜟𝐮) ≤ 𝟎,

here 𝛼 is the step size along the gradient descent direction. Consider-
ng this formulation, the m-th iteration of the OFO approach is outlined
s follows:
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Fig. 4. Simple test case. 𝛼 = 8 ⋅ 10−5, 𝛽𝑘 = 103, 𝛾𝑘,𝑗 = 200, ∀𝑘, 𝑗 ∈ 𝑔 . Unconstrained
blurred lines) and constrained (solid lines) optimization problems. Top plot: Active
ower injection of the CIGs and contribution of the local droop. Middle plot: Reactive
ower injections of the CIGs. Bottom plot: Current injections of the CIGs.

1. The output signals of each grid-forming CIG are collected by the
central controller that constructs the output vector 𝐲(𝑚).

2. The central controller solves the constrained optimization prob-
lem posed by (7) to obtain the input vector decrement: 𝜟𝐮(𝑚).

3. The input variables are updated following the gradient descent
direction: 𝐮(𝑚 + 1) = 𝐮(𝑚) + 𝛼𝜟𝐮(𝑚).

4. The new references are dispatched to each device, updating their
internal signals 𝑉𝑘,𝑟(𝑚 + 1).

Note that this formulation assumes that the sensitivity matrix 𝐇
s known or measured. In fact, 𝐇 can be computed by perturbing
ach input signal at once and measuring the system output [37]–
38]. Finally, and for clarification purposes, an explanatory example
etailing how to formulate the problem in this compact form can be
ound in Appendix.

. Performance assessment

In this section, the dynamic performance of the proposed control
cheme is evaluated on two different MGs. The first one is conformed
y two grid-forming CIGs feeding a load. This simple system is used to
nalyze the performance under constrained scenarios, the influence of
he weighting parameters within (3) and possible implementation lim-
tations through a HIL test. After that, some simulations are conducted
n a MG based on the topology of the CIGRE European LV benchmark
5

Fig. 5. Simple test case. 𝛼 = 8 ⋅ 10−5, 𝛽𝑘 = 103, 𝛾𝑘,𝑗 = 200, ∀𝑘, 𝑗 ∈ 𝑔 . Unconstrained
(blurred lines) and constrained (solid lines) optimization problems. Top plot: Active
power references of the AGC. Bottom plot: Internal voltage references of the OFO-based
controller.

distribution network [39], to evidence the good performance in case of
application to a larger system.

4.1. Simple test case

The simple 3-bus and 2-line LV system depicted in Fig. 2, where two
grid-forming CIGs feed a load, is considered. The network parameters
are listed in Table 1. Note that the difference between line impedances
hampers the load power sharing between grid-forming CIGs. For sim-
plicity and without loss of generality, grid-forming CIGs have the same
rated power, 50 kVA. Furthermore, the current of the CIG at bus 1 has
been constrained to 0.8 p.u. and the nodal voltages must be within
[0.95 1.05] p.u. Both CIGs are initialized with 𝑃𝑘,𝑟 = 0.0 p.u. and
𝑉𝑘,𝑟 = 1.0 p.u. After two seconds of operation, the secondary control is
activated with a communication period set to 0.5 s. Initially, the load
is 30+ 𝚥25 kVA, but increases to 50+ 𝚥30 kVA and 75+ 𝚥36 kVA at 𝑡 = 10 s
and 𝑡 = 28 s, respectively.

4.1.1. Comparison with the model-based OPF results
The aim of this subsection is to analyze the dynamic performance

of the proposed OFO-based controller and compare it with the classical
approach based on an Optimal Power Flow (OPF) algorithm where the
network model is required. For this purpose, the previously described
system is simulated using an electromechanical model with a simu-
lation step of 1 ms. Fig. 3 shows the evolution of the frequency and
voltage measured at buses 1 and 2. In turn, Fig. 4 illustrates the active
power, reactive power and current injected by each CIG. Finally, Fig. 5
depicts the CIG references computed by the secondary controller.

The first load increase at 𝑡 = 10 s clearly produces a frequency
drop, as can be seen in Fig. 3, but the frequency is restored to its
reference value due to the additional active power injections of the
CIGs, detailed in Fig. 4. Note that this power increase is the result
of the joint action of the local primary droop control, represented in
dashed lines within Fig. 4, and the AGC implemented in the secondary
control layer, as shown in Fig. 5. As expected, the AGC provides the
same per unit reference to each device and recovers the frequency to

its nominal value. This load increase also results in a voltage drop, as
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Fig. 6. Simple test case. Influence of weighting factors (𝛼 = 1.5 ⋅10−4). OFO is activated
at 𝑡 = 2 s. Top plot: CIG reactive power. Bottom plot: CIG internal voltage.

Fig. 7. Typhoon HIL-402 testing platform.

shown in Fig. 3, due to the corresponding additional injected current.
As a result, the OFO-based secondary controller increases the internal
voltage references of the grid-forming CIGs, as depicted in Fig. 5. In this
regard, the OFO-based controller is able to maintain the voltages within
the limits with an almost perfect reactive power sharing between the
CIGs.

Moreover, it is important to highlight that Fig. 3 shows in dotted
lines the optimal reference voltages computed by an OPF considering
a detailed network model. As can be seen, the proposed OFO-based
secondary controller, without the need of the network model, converges
to the OPF solution in a short time period, particularly less than 10 s
after its activation.

The disturbance caused by the additional load increase at 𝑡=28
s creates an interesting situation, since the current limit of the CIG
connected at bus 1 is overpassed, as shown in Fig. 4. As a result, the
OFO-based secondary controller modifies the internal voltage refer-
ences to maintain this current within the limits. In this regard, Fig. 5
compares the internal voltage references of the constrained and uncon-
strained scenarios, which have been represented in solid and blurred
lines, respectively. Note that it is required to reduce the contribution of
6

Fig. 8. Simple test case. HIL validation.

the CIG at bus 1. For this purpose, the secondary OFO-based controller
increases the internal voltage reference of the CIG at bus 1 with the
aim of maintaining the active power injection to the load with a
lower current. In addition, note that the fulfillment of the current limit
requires a drastic reduction of the reactive power injection. As a result,
the OFO-based controller increases the internal voltage reference of the
CIG at bus 2 which is in charge of providing most of the load reactive
power. Note that the difference in the internal voltages of the CIGs is
larger in this constrained situation. This clearly has an impact on the
reactive power sharing which cannot be maintained, as shown in Fig. 4,
to fulfill the imposed current limit. This is one of the most interesting
features of the OFO methodology since the obtained steady state is
within the feasible region determined by the problem constraints.
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Fig. 9. MG one-line diagram based on the CIGRE European LV benchmark distribution network including the considered grid-forming CIGs.
4.1.2. Influence of the OFO-based parameters
This subsection analyzes the influence of the weighting factors used

within the cost function in (3) for the optimal voltage regulation.
Fig. 6 evaluates the effect of changing the ratio between 𝛽𝑘 and 𝛾𝑘,𝑗
in terms of nodal voltages and reactive power injections. In particular,
fixed 𝛾𝑘,𝑗 = 10 and different values of 𝛽𝑘 have been assumed in the
interval [103, 104]. The simulations have been done with the initial
conditions of the previously analyzed scenario but without any load
variation. As expected, the lower 𝛽𝑘 the better reactive power sharing
capability between the grid-forming CIGs and, consequently, the better
current sharing. Furthermore, due to the high MG 𝑅∕𝑋 ratio, the
improvement in the reactive power sharing capability apparently does
not increase the difference between the steady-state nodal voltages
and their references, which have been set to 1.0 p.u. Therefore, it is
proposed to choose a lower 𝛽𝑘 to prioritize reactive power sharing to
prevent CIG overloads.

4.1.3. Hardware-in-the-loop validation
The above results have demonstrated the applicability of the pro-

posed control architecture in the electromechanical domain. This sub-
section introduces the validation of the proposed controller in a HIL
testing environment. For this purpose, the Typhoon HIL-402 platform
shown in Fig. 7 has been used to implement the simple test case
previously used in the simulation stage. All the physical components
(i.e. grid-forming CIGs, load and lines) have been modeled within the
FPGA subsystem with a simulation step of 1 μs. It is worth noting
that a detailed CIG electromagnetic model has been used, including
PWM generation and IGBT deadtime. Meanwhile, the primary control
layer described in Section 3.2 has been integrated within the DSP
subsystem with an execution interval of 50 μs. Finally, the proposed
secondary controller has been embedded within a Raspberry Pi model
7

3 that is communicated through Ethernet using the UDP protocol with
the Typhoon host computer. The secondary controller computes the
required setpoints for the primary control layers at regular intervals of
0.5 s using the corresponding measurements. Therefore, this HIL-based
validation mimics all the issues (i.e. different time scales, different
hardware platforms and communication system) of an actual controller
implementation.

Fig. 8 depicts the evolution of the HIL (blurred lines) and simulated
(solid lines) magnitudes. As expected, the results obtained in the HIL
implementation are practically the same as those obtained with the
electromechanical simulation. The slight differences that can be noticed
are due to the high detail model implemented in the HIL platform (LC
coupling filter with passive damping, IGBT deadtime, PWM switching
and realistic processing of measurements including noise and antial-
ising filters). Therefore, this HIL testing evidences the applicability of
the proposed controller in a realistic scenario and allows to validate the
electromechanical simulations.

4.2. Application to a larger system

In this section, the scalability of the proposed method is tested
on a MG based on the CIGRE European LV benchmark distribution
network [39], which is assumed to be islanded from the MV power
grid. The network is composed of three feeders (residential, industrial
and commercial), as shown in the one-line diagram depicted in Fig. 9.
The location of the grid-forming CIGs is also detailed in this one-line
diagram. Note that the HIL validation presented in the previous section
allows to rely on electromechanical simulations, which considerably
reduce the execution time and the computational cost related to larger
systems.
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Fig. 10. MG based on the CIGRE European LV benchmark network. Short-time
simulation to evidence the dynamic performance of the proposed controller. 𝛼 =
0.5 ⋅ 10−4, 𝛽𝑘 = 500, 𝛾𝑘,𝑗 = 10, ∀𝑘, 𝑗 ∈ 𝑔 .

First, the dynamic performance of the algorithm is analyzed by
running a short-time simulation, which is detailed in Fig. 10. For this
purpose, the same load scenario as the one proposed in [39, Section 7]
has been used, with all the power demands particularized at 20:00 h.
The secondary control layer is activated at 𝑡 = 2 s, while a 44 kW load
increment is produced at 𝑡 = 15 s in bus R16 reproducing the connection
of two electrical vehicle chargers.

Fig. 10 depicts the evolution of the network frequency, the nodal
voltages and the CIG power injections. Three different colors have
been used in the figure to differentiate the CIG locations within the
residential (red), industrial (green) and commercial (blue) feeders in
a similar manner than in the one-line diagram detailed in Fig. 9. As
shown, before the secondary controller activation, some of the nodal
voltages take values below the imposed lower limit due to the high
power demand compromising the MG operation. On the contrary, all
the nodal voltages are within the imposed regulation band after the
secondary controller activation while sharing the required reactive
power injections. Only some slight differences can be observed between
the CIG reactive power injections when the steady state is reached
(around 𝑡 = 14 s) due to the necessary fulfillment of the operational
constraints imposed to the nodal voltages. In this regard, note that one
CIG at the commercial feeder reaches the maximum permissible voltage
which leads to a decrement of its reactive power injection. When the
load at bus R16 increases at 𝑡 = 15 s, the primary control layer ensures
the active power sharing within the MG CIGs. As shown, there is a
frequency drop due to the demand increase that is counteracted by the
inertial response given by the grid-forming CIGs, the subsequent action
8

of the primary frequency response and, finally, the AGC implemented
in the secondary controller. As a result, the MG frequency reaches
the steady-state condition in a short time period of less than 10 s.
From the MG voltage point of view, the load increment results in a
voltage drop in the residential feeder nodes, leading to an increase
of the corresponding CIG reactive power injections. This increment
seeks to raise the nodal voltages to meet the lower limit. On the
other hand, CIGs within the commercial feeder decrease their reactive
power injection as a result of the MG islanded operation. In fact, the
increase of the reactive power injection at the residential feeder has to
be compensated by a decrement within the commercial one to meet
the reactive power balance. Moreover, it is interesting to note that
some nodal voltages within the commercial feeder are close to the
upper limit. Consequently, the reactive power injections are unevenly
shared between the CIGs connected to this feeder to fulfill the technical
constraints. Note that although reactive power sharing is not fully
achieved, the operating constraints are always met and the OFO-based
secondary controller drives the system to the optimal operating point,
even in this constrained situation, evidencing its robustness.

Finally, a 24-hour simulation is conducted to assess the impact that
the proposed OFO-based control algorithm may have in a large time
scale. In this regard, the proposed daily load curves in [39, Section 7]
has been used with updates every 10 min.

Fig. 11 compares the performance of the secondary controller with
(blue color) and without (red color) the OFO-based algorithm for
voltage control and reactive power sharing. In particular, the shaded
bands represent the areas where the active power, reactive power and
nodal voltages of all the CIG buses remain for every time instant. On
the basis of the results, the following conclusions can be drawn. First,
the active power control layer immediately adapts to the load changes,
distributing the active power injections among the CIGs, and contribut-
ing to the frequency regulation. Thus, it can be seen that for both cases,
i.e. with and without the OFO-based voltage control implementation,
the active power injections are the same for all the CIGs. Second,
the OFO-based secondary controller achieves a voltage profile always
within the imposed technical limits, in contrast to the continuous
under-voltage problems experienced in case of not implementing it.
This is achieved with an excellent reactive power sharing, as shown in
Fig. 11. Note that, however, the reactive power sharing deteriorates at
some time instants because some operational constraints are transiently
violated. For example, from 𝑡 = 19:00 h to 𝑡 = 22:00 h, some nodal
oltages within the commercial feeder reach the upper voltage limit,
.05 p.u. In that case, the secondary OFO-based controller guides the
odal voltages to the feasible area by reducing the corresponding CIG
nternal voltages. As a consequence, the MG reactive power sharing
eteriorates as shown in Fig. 11 since the reactive power band widens
uring these hours.

Finally, Fig. 12 represents the evolution of the reactive power
njections and the nodal voltages of the CIGs at buses R01, I02 and
16. These magnitudes are compared to the corresponding results of a
odel-based OPF with measurement updates every 10 min. As can be

een, the proposed control strategy adapts perfectly to the load changes,
onverging to the optimal solution computed by the OPF after a short
ransient period. Thus, it can be concluded that the proposed strategy
dapts to changes of exogenous signals, e.g. load changes, converging
o the optimal solution of the problem.

. Conclusion

This paper has presented a real-time control methodology for AC
Gs supplied by a set of controllable grid-forming CIGs. The method-

logy is based on a hierarchical two-layer control architecture. The
rimary control layer, implemented locally on each grid-forming CIG,
mulates the performance of a synchronous generator that provides
ctive power sharing, frequency and voltage support. The references of
ach individual grid-forming CIG is computed by the secondary control
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Fig. 11. MG based on the CIGRE European LV benchmark network. 24-hour simulation to evidence the impact of the proposed OFO-based controller on a large time period.
𝛼 = 0.5 ⋅ 10−4, 𝛽𝑘 = 500, 𝛾𝑘,𝑗 = 10, ∀𝑘, 𝑗 ∈ 𝑔 .
Fig. 12. MG based on the CIGRE European LV benchmark network. 24-hour simulation including a comparison with an OPF. CIGs connected to nodes R01 (red), I02 (green) and
C16 (blue). Top plot: Reactive power injection. Bottom plot: Output voltage.
layer which is based on two independent applications. On the one
hand, a conventional AGC is in charge of computing the active power
setpoints to achieve grid frequency regulation. On the other hand, an
OFO approach optimizes the nodal voltages and reactive power sharing
between the controllable CIGs without resorting to a precise network
model.

The paper has included some simulations on a small size MG for
analyzing the method performance. The results evidence the good
dynamic response of the algorithm, which is able to cope with large
disturbances, restoring the nodal voltages within the limits and with
reactive power sharing among the controllable CIGs. Even more, in
order to strengthen the applicability of the proposed methodology a
9

HIL test of the secondary controller has been also discussed. In this
regard, the real-time results perfectly resemble those obtained using an
electromechanical simulation. Considering this, a long term simulation
using a medium size MG has been carried out which has evidenced
that the OFO-based controller solves voltage problems in an effective
manner.

The main advantages of the proposed approach can be summarized
as follows. First, it can be implemented in weak MGs leading to a good
performance in terms of active and reactive power sharing between
controllable assets and without resorting to a detailed network model.
Second, the control architecture is resilient against communication fail-
ures since the local primary controllers maintain a stable MG operation.
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Fig. 13. Simple network used to derive the OFO matrix formulation.
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𝐀

hird, the proposed controller is robust enough since frequency and
oltages of the MG are kept within the imposed operational limits even
n case of some variables reach their technical bounds.

Future research lines will focus on the incorporation of additional
etwork operational constraints, such as power line ampacity limits,
ithin the OFO-based secondary control layer. Furthermore, the for-
ulation of the proposed secondary controller in a distributed manner

mong grid-forming CIGs will be investigated.
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ppendix. Example to illustrate the OFO matrix formulation

This appendix is devoted to illustrate how to derive the matrix
ormulation of the proposed OFO algorithm. For this purpose, consider
he simple network depicted in Fig. 13, where three grid-forming CIGs,
𝑔 = 3, connected through two branches, 𝑁𝑏 = 2, are considered. Let
= {(𝑘, 𝑗) ∀𝑘, 𝑗 ∈ 𝑔 , 𝑘 ≠ 𝑗} be the set of 𝑁𝑝 possible pairs of CIGs

ithin the network that, in the particular case depicted in Fig. 13, is
efined as:  = {(0, 1), (1, 2), (2, 0)}. The input and output vectors related
o the proposed OFO-based voltage control are 𝐮 = [𝑉0,𝑟, 𝑉1,𝑟, 𝑉2,𝑟]⊤

and 𝐲 = [𝑉0, 𝑃0, 𝑄0, 𝑉1, 𝑃1, 𝑄1, 𝑉2, 𝑃2, 𝑄2]⊤ respectively. The reference
output vector, 𝐲⋆, is defined as a vector with the same dimension of
he output vector, 𝐲, which stacks the voltage references for each grid-
orming CIG and zeros at the active and reactive power positions of 𝐲 to
ake the cost functions in (3) and (5) equivalent. In particular, for the

imple network shown in Fig. 13 𝐲⋆ = [𝑉 ⋆
0 , 0, 0, 𝑉 ⋆

1 , 0, 0, 𝑉 ⋆
2 , 0, 0]⊤.

The matrix 𝐐 within (5) can be obtained in a systematic manner as
ollows:

= 𝐌𝐀𝐑𝐀⊤𝐌⊤ + 𝐍𝜷𝐍⊤ (8)

here:

• 𝐀 ∈ R𝑁𝑔×𝑁𝑝 is the incidence matrix relating CIGs and CIGs pairs
10

within the set  .
• 𝐑 ∈ R𝑁𝑝×𝑁𝑝 is a square diagonal matrix in which each diagonal
term corresponds to each of the elements in  . Thus, the matrix
is constructed placing at each term the sum of the weighting
parameters 𝛾𝑘,𝑗 and 𝛾𝑗,𝑘 for the pair (𝑘, 𝑗) ∈  .

• 𝐌 ∈ R3𝑁𝑔×𝑁𝑔 is a transformation matrix that selects the terms
𝑄𝑘 from the output vector 𝐲. It is defined as 𝐌 = 𝐈𝑁𝑔

⊗ [0, 0, 1]⊤

where 𝐈𝑁𝑔
denotes the identity matrix of dimension 𝑁𝑔 ×𝑁𝑔 .

• 𝐍 ∈ R3𝑁𝑔×𝑁𝑔 is a transformation matrix that selects the terms 𝑉𝑘
from the output vector 𝐲. It is defined as 𝐍 = 𝐈𝑁𝑔

⊗ [1, 0, 0]⊤.
• 𝜷 ∈ R𝑁𝑔×𝑁𝑔 is a square diagonal matrix whose diagonal terms

contain the weighting parameters 𝛽𝑘 sorted in ascending order.

Particularizing these matrices for the network in Fig. 13 yields the
ollowing:

=
⎡

⎢

⎢

⎣

1 0 −1
−1 1 0
0 −1 1

⎤

⎥

⎥

⎦

, 𝐑 =
⎡

⎢

⎢

⎣

𝛾0,1 + 𝛾1,0 0 0
0 𝛾1,2 + 𝛾2,1 0
0 0 𝛾0,2 + 𝛾2,0

⎤

⎥

⎥

⎦

,

𝜷 =
⎡

⎢

⎢

⎣

𝛽0 0 0
0 𝛽1 0
0 0 𝛽2

⎤

⎥

⎥

⎦

, 𝐌 = 𝐈3 ⊗
[

0 0 1
]⊤ , 𝐍 = 𝐈3 ⊗

[

1 0 0
]⊤ .
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