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Although there is extensive literature in software defect prediction techniques,
machine learning approaches have yet to be fully explored and in particular,
Subgroup Discovery (SD) techniques. SD algorithms aim to find subgroups of
data that are statistically different given a property of interest [1,2]. SD lies
between predictive (finding rules given historical data and a property of interest)
and descriptive tasks (discovering interesting patterns in data). An important
difference with classification tasks is that the SD algorithms only focus on finding
subgroups (e.g., inducing rules) for the property of interest and do not necessarily
describe all instances in the dataset.

In this preliminary study, we have compared two well-known algorithms, the
Subgroup Discovery algorithm [3] and CN2-SD algorithm [4], by applying them
to several datasets from the publicly available PROMISE repository [5], as well
as the Bug Prediction Dataset created by D’Ambros et al. [6]. The comparison
is performed using quality measures adapted from classification measures. The
results show that generated models can be used to guide testing effort. The
parameters for the SD algorithms can be adjusted to balance the specificity and
generality of a rule so that the selected rules can be considered good enough for
software engineering standards. The induced rules are simple to use and easy
to understand. Further work with more datasets and other SD algorithms that
tackle the discovery of subgroups using different approaches (e.g., continuous
attributes, discretization, quality measures, etc.) is needed.
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