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1. Introduction

Composition operators are mainly studied on Hilbert spaces of analytic functions, and 
more specifically on the Hardy space H2, the Bergman space B2, and the Dirichlet space 
D = D 2. It is well known, thanks to the Littlewood subordination principle, that every 
analytic self-map ϕ : D → D induces a bounded composition operator Cϕ on H2 and on 
B2, but not necessarily on D 2 ([36, Chapter 1 and Exercises]; see also [11, Section 6.2]). 
There exist even composition operators which are not bounded on D2 but which are in 
all Schatten classes Sp(H2) and Sp(B2) with p > 0, of both the Hardy space and the 
Bergman space ([24, Theorem 2.10]). Nevertheless, for compact composition operators, 
the following results hold: 1) every composition operator which is compact on H2 is 
compact on B2 (see [36, Theorem 3.5] and [32, Theorem 3.5]); 2) every composition 
operator that is compact on D 2 is in all the Schatten classes Sp(H2) for p > 0 ([24, 
Theorem 2.9]); for every p > 0, every composition operator that is in Sp(H2) is in 
Sp(B2). Since the membership in a Schatten class Sp of an operator on a Hilbert space 
means that its approximation numbers are �p-summable, that suggests that there is a 
strong link between the approximation numbers aD 2

n (Cϕ), aH2

n (Cϕ) and aB
2

n (Cϕ) of the 
composition operator Cϕ on D 2, H2 and B2 respectively.

The aim of this paper is to prove that, indeed, in some sense aD
2

n (Cϕ) is “greater” 
than aH

2

n (Cϕ), which is “greater” than aB
2

n (Cϕ). We recover then that Cϕ ∈ Sp(H2)
implies that Cϕ ∈ Sp(B2) (Section 3). In Section 3.6, we also give some results about 
conditional multipliers.

In Section 4 we give an example with Cϕ compact on H2 but not in any Schatten 
class Sp(B2) for p < ∞. We prove that Cϕ ∈ Sp(H2) implies that Cϕ ∈ Sp/2(B2) and 
give an example with Cϕ ∈ Sp(H2) but Cϕ /∈ Sq(B2) for any q < p/2.

However, our result is not sufficient to explain why the compactness of Cϕ on D 2

implies that Cϕ ∈ Sp(H2) for all p > 0. A more subtle relationship should exist between 
aD

2

n (Cϕ) and aH
2

n (Cϕ). In fact, for every composition operator Cϕ that is compact on 

D 2, we have limn→∞
[
aD

2

n (Cϕ)
]1/n = limn→∞

[
aH

2

n (Cϕ)
]1/n ([28, Theorem 3.1 and The-

orem 3.14]); in particular, for symbols ϕ such that ‖ϕ‖∞ < 1, the numbers aD 2

n (Cϕ) and 
aH

2

n (Cϕ) behave like rn, with r = exp(−1/Cap[ϕ(D)]), and where Cap[ϕ(D)] is the 
Green capacity of ϕ(D). On the other hand, for the so-called cusp map χ, we have, for 
some constants c1 > c′1 > 0 ([27, Theorem 4.3]):

e−c1n/ logn � aH
2

n (Cχ) � e−c′1n/ logn (1.1)

and, for some constants c2 > c′2 > 0 ([25, Theorem 3.1]):

e−c2
√
n � aD

2

n (Cχ) � e−c′2
√
n , (1.2)

which is much greater. In Section 5.2, we show that the behavior of an(Cχ) in (1.1) holds 
in all weighted Dirichlet spaces D 2

α for α > 0 (with other constants), and hence (1.2)
shows that a jump happens for α = 0. We also look at the lens maps.
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2. Notation and background

Let D be the open unit disk in C. We denote dA = dx dy/π the normalized 
area measure on D. The normalized Lebesgue measure dt/2π on T = ∂D is denoted 
dm.

2.1. Hilbert spaces of analytic functions

Recall that the Hardy space H2 is the space of analytic functions f : D → C such 
that:

‖f‖2
H2 := sup

0<r<1

∫
T

|f(rξ)|2 dm(ξ) < ∞ .

If f(z) =
∑∞

k=0 ckz
k, we have ‖f‖2

H2 =
∑∞

k=0 |ck|2.
The Bergman space B2 is the space of analytic functions f : D → C such that:

‖f‖2
B2 :=

∫
D

|f(z)|2 dA(z) < ∞ .

If f(z) =
∑∞

k=0 ckz
k, we have ‖f‖2

B2 =
∑∞

k=0
|ck|2
k+1 .

More generally, for γ > −1, the weighted Bergman space B2
γ is the space of analytic 

functions f : D → C such that:

‖f‖2
B2

γ
= (γ + 1)

∫
D

|f(z)|2(1 − |z|2)γ dA(z) < ∞ ,

and if f(z) =
∑∞

k=0 ckz
k, we have:

‖f‖2
B2

γ
=

∞∑
k=0

βk|ck|2 ,

with:

βk = k! Γ(γ + 2)
Γ(k + γ + 2) ≈ 1

(k + 1)γ+1

(the equivalence depends on γ).
Hence B2 = B2

0 and H2 corresponds to the degenerate case γ = −1.
The Dirichlet space D 2 is the space of analytic functions f : D → C such that:

‖f‖2
D 2 = |f(0)|2 +

∫
|f ′(z)|2 dA(z) < ∞ .
D
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If f(z) =
∑∞

k=0 ckz
k, we have ‖f‖2

D 2 = |c0|2 +
∑∞

k=0 k |ck|2.
With the equivalent norm ‖|f |‖2

D 2 = ‖f‖2
H2 +

∫
D |f ′(z)|2 dA(z), we have the more 

pleasant form ‖|f |‖2
D 2 =

∑∞
k=0(k + 1) |ck|2.

More generally, for α > −1, the weighted Dirichlet space D 2
α is the space of analytic 

functions f : D → C such that:

‖f‖2
D 2

α
= |f(0)|2 + (α + 1)

∫
D

|f ′(z)|2(1 − |z|2)α dA(z) < ∞ ,

and if f(z) =
∑∞

k=0 ckz
k, we have:

‖f‖2
D 2

α
=

∞∑
k=0

βk|ck|2 ,

with β0 = 1 and for k ≥ 1:

βk = k . k! Γ(α + 2)
Γ(k + α + 1) ≈ 1

(k + 1)α−1

(the equivalence depending on α). Another equivalent expression is:

β̃k = (k + 1)! Γ(α + 2)
Γ(k + α + 1) ;

we have βk ≤ β̃k ≤ 2βk.
In particular, for γ > −1:

D 2 = D 2
0 , H2 = D 2

1 and B2
γ = D 2

γ+2 . (2.1)

2.2. Composition operators

Any analytic self-map ϕ : D → D defines a bounded composition operator Cϕ on the 
Hardy space H2 (see [32, Section 2.2]) and on every weighted Bergman space B2

γ for 
γ > −1 ([32, Proposition 3.4]), hence on every weighted Dirichlet space D 2

α with α ≥ 1. 
However, this is not always the case on the weighted Dirichlet spaces D 2

α for α < 1 ([32, 
Proposition 3.12]).

For convenience, we assume that ϕ is not constant and we say that ϕ is a symbol. We 
denote ϕ∗ the boundary values function of ϕ.

The Carleson window of size h centered at ξ ∈ T is:

W (ξ, h) = {z ∈ D ; |z| ≥ 1 − h and − πh ≤ arg(ξ̄z) < πh} . (2.2)

For every integer n ≥ 1 and for j = 0, . . . , 2n − 1, we set:
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Wn,j = W (e2jiπ/2n

, 2−n) . (2.3)

We also use the Carleson boxes

S(ξ, h) = {z ∈ D ; |ξ − z| < h} , (2.4)

which satisfy S(ξ, h) ⊆ W (ξ, h) ⊆ S(ξ, 2πh).
The Hastings-Luecking boxes are defined, for every integer n ≥ 1 and for 0 ≤ j ≤

2n − 1, as:

Rn,j =
{
z ∈ D ; 1 − 1

2n−1 ≤ |z| < 1 − 1
2n and 2jπ

2n ≤ arg z <
2(j + 1)π

2n
}

(2.5)

A measure μ on D is a Carleson measure if supξ∈T μ
[
W (ξ, h)

]
= O (h). By the 

Carleson embedding theorem, μ is a Carleson measure if and only if the inclusion map 
Jμ : H2 → L2(μ) is bounded. The automatic boundedness of Cϕ on H2 implies that the 
pull-back measure mϕ, defined as mϕ(B) = m[ϕ∗−1(B)] for all Borel sets B ⊆ D, is 
a Carleson measure. This composition operator is compact on H2 if and only if mϕ is 
supported by D and supξ∈T mϕ[W (ξ, h)] = o (h) ([31]).

Similar results hold for composition operators on the weighted Bergman spaces ([32, 
Theorem 4.3]).

2.3. Singular numbers, approximation numbers and Schatten classes

Let H be a separable complex Hilbert space and T : H → H be a compact operator. 
There exist two orthonormal sequences (un) and (vn) and a non-increasing sequence (sn)
of non-negative numbers with sn −→

n→∞
0 such that, for all x ∈ H:

T (x) =
∞∑

n=1
sn 〈x | vn〉un . (2.6)

This representation T =
∑∞

n=1 sn un ⊗ vn is called the Schmidt decomposition of T and 
the numbers sn = sn(T ) the singular numbers of T . They are actually the eigenvalues 
of |T | =

√
T ∗T rearranged in non-increasing order. In particular s1 = ‖T‖.

These numbers have the important “ideal property”:

sn(ATB) ≤ ‖A‖ sn(T ) ‖B‖ .

The nth approximation number of T defined as:

an(T ) = inf
rankR<n

‖T −R‖ . (2.7)

It is known that, for all n ≥ 1, we have sn(T ) = an(T ) (see [5, p. 155]).
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For p > 0, the Schatten class Sp(H) is the set of all compact operators T : H → H

for which ‖T‖pp :=
∑∞

n=1[an(T )]p < ∞.
We have Sq(H) ⊆ Sp(H) for 0 < q ≤ p.
For composition operators Cϕ, D. Luecking ([29, Corollary 2]) characterized their 

membership in the Schatten classes.
For γ > −1, let dAγ(z) = (γ +1)(1 − |z|2)γ dA(z). For γ = −1, we set H2 = B2

−1 and 
dm = dA−1. Then, for γ ≥ −1, the composition operator Cϕ belongs to Sp(B2

γ) if and 
only if:

∞∑
n=1

2n−1∑
j=0

(
2n(γ+2)Aγ,ϕ(Rn,j)

)p/2
< ∞ , (2.8)

where Aγ,ϕ is the pull-back measure of Aγ by ϕ (by ϕ∗ for γ = −1).

As usual, the notation A � B means that A ≤ C B for some positive constant C, 
which may depend on some parameters, and A ≈ B means that A � B and A � B.

3. Comparison of approximation numbers

3.1. Main result

In the introduction, we said that, in some sense, aD 2

n (Cϕ) is “greater” than aH
2

n (Cϕ), 
which is “greater” than aB

2

n (Cϕ). This vague statement is made more precise in the 
following result.

Theorem 3.1. For any symbol ϕ, we have, for every n ≥ 1:

n∏
j=1

aB
2

j (Cϕ) ≤
n∏

j=1
aH

2

j (Cϕ) ≤
n∏

j=1
aD

2

j (Cϕ) . (3.1)

It is understood that if Cϕ is not bounded on D 2, then aD
2

j (Cϕ) = +∞.
As a consequence, we recover a previous result ([24, Corollary 3.2]; see also [7, Theo-

rem 2.5]).

Corollary 3.2. For any symbol ϕ, we have:

1) a) if Cϕ is compact on D 2, then Cϕ is compact on H2;
b) if Cϕ is compact on H2, then Cϕ is compact on B2.

Moreover, for every p > 0, we have:

2) a) if Cϕ ∈ Sp(D 2), then Cϕ ∈ Sp(H2);
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b) if Cϕ ∈ Sp(H2), then Cϕ ∈ Sp(B2).

Items 1) a) and 2) a) are not sharp, since we proved in [24, Theorem 2.9] that if Cϕ is 
compact on D 2, then Cϕ belongs to all Schatten classes Sp(H2), with p > 0. However, 
we will see in Section 4 that the item 1) b) is sharp, but 2) b) is not.

We will prove these results in a more general setting in Theorem 3.12.

3.2. Subordination of sequences

Let S be the set of non-increasing sequences u = (uj)j≥1 of real numbers. If u, v ∈ S, 
the sequence u is said to be subordinate to the sequence v, and we write u ≺ v, if:

n∑
j=1

uj ≤
n∑

j=1
vj for all n ≥ 1 . (3.2)

For example, if u = (1, 1, 0, 0, . . .) and v = (2, 0, 0, . . .), we have u ≺ v.
We have a basic stability property of this notion (see [38, Theorem 1.16, p. 13]).

Proposition 3.3. Let I be an interval of R and h : I → R be increasing and convex. Then, 
if u, v ∈ S are sequences of numbers in I, we have:

u ≺ v =⇒ h(u) ≺ h(v) .

Proof. We may assume that h is C2. We fix n ≥ 1 and set a = min{un, vn}. Then, for 
x ∈ I and x > a:

h(x) = h(a) + (x− a)h′(a) +
+∞∫
a

(x− t)+h′′(t) dt .

One easily checks, using (3.2), that 
∑n

j=1(uj − t)+ ≤
∑n

j=1(vj − t)+ for all t ≥ a. Hence, 
thanks to the positivity of h′(a) and h′′:

n∑
j=1

h(uj) = nh(a) + h′(a)
n∑

j=1
(uj − a) +

+∞∫
a

n∑
j=1

(uj − t)+h′′(t) dt

≤ nh(a) + h′(a)
n∑

j=1
(vj − a) +

+∞∫
a

n∑
j=1

(vj − t)+h′′(t) dt

=
n∑

j=1
h(vj) . �

A stronger notion is that of log-subordination.
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Definition 3.4. We say that the sequence u ∈ S of positive numbers is log-subordinate to 
the sequence v ∈ S of positive numbers if log u ≺ log v. In other terms, if:

n∏
j=1

uj ≤
n∏

j=1
vj for all n ≥ 1 .

The following result will be useful.

Proposition 3.5. For sequences of positive numbers u, v ∈ S, the following two conditions 
are equivalent:

1) log u ≺ log v;
2) up ≺ vp for all p > 0.

Proof. If log u ≺ log v, it suffices to apply Proposition 3.3 to the sequences log u and 
log v and to the function h(x) = epx to get up ≺ vp.

Conversely, if up ≺ vp for all p > 0, we have:

(
1
n

n∑
j=1

up
j

)1/p

≤
(

1
n

n∑
j=1

vpj

)1/p

,

and letting p going to 0, we get:

( n∏
j=1

uj

)1/n

≤
( n∏

j=1
vj

)1/n

,

i.e. log u ≺ log v. �
Corollary 3.6. Let u, v ∈ S be two sequences of positive numbers such that u is log-
subordinate to v. Then for N ≥ n:

uN ≤ v
n/N
1 v1−n/N

n . (3.3)

In particular, for any n ≥ 1:

u2n ≤ √
v1vn . (3.4)

Proof. We have:

uN
N ≤

N∏
j=1

uj ≤
N∏
j=1

vj =
n∏

j=1
vj

N∏
j=n+1

vj ≤ vn1 v
N−n
n ,

and (3.3) follows. Now, the choice N = 2n gives (3.4). �
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Note that the choice N = [n log n], the integer part of n logn, can be useful (see [4]).

3.3. Singular numbers

The following Weyl type result is crucial for the proof of our main result. It is certainly 
known by specialists, but we have not found any reference.

Proposition 3.7. Let T be a compact operator on a separable complex Hilbert space H
and T =

∑∞
j=1 sj uj ⊗ vj its Schmidt decomposition. Then, for every integer n ≥ 1:

s1 · · · sn = max
∣∣ det

(
〈Tfj | gi〉

)
i,j

∣∣ ,
where the supremum is taken over all pairs (fj)1≤j≤n and (gi)1≤i≤n of orthonormal 
systems of length n in H.

Proof. First, assume that H is n-dimensional. We may assume that H = �n2 and we 
denote (ei)1≤i≤n its canonical basis.

Since T (vj) = sjuj , we have det
(
〈Tvj | ui〉

)
i,j

= s1 · · · sn.
Now, if (fj)1≤j≤n and (gi)1≤i≤n are two orthonormal systems, we consider the fol-

lowing diagram:

�n2
U−→ �n2

T−→ �n2
V−→ �n2

where U , V are the unitary operators defined by:

U
( n∑

j=1
tjej

)
=

n∑
j=1

tjfj and V x =
n∑

j=1
〈x | gj〉 ej .

We observe that

〈V TUej | ei〉 = 〈TUej | V ∗ei〉 = 〈Tfj | gi〉 ,

so that: ∣∣ det
(
〈Tfj | gi〉

)
i,j

∣∣ = |detV | |detT | |detU | = |detT | = s1 · · · sn .

In the general case, denote by Pn and Qn the orthogonal projections onto Fn :=
[f1, . . . , fn] and Gn := [g1, . . . , gn] respectively. We can see Fn and Gn as isometric 
copies of �n2 . Observe that 〈Tfj | gi〉 = 〈QnTPnfj | gi〉. By the above special case, we 
get, using the ideal property of singular numbers:

∣∣det
(
〈Tfj | gi〉

)
i,j

∣∣ =
n∏

sj(QnTPn) ≤
n∏

sj(T ) . �

j=1 j=1
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3.4. Comparison principle for operators

For convenience, we say that an operator U : H → K between Hilbert spaces is unitary
if it is a surjective isometry, even if H �= K.

V. È Kacnel’son ([15]) proved the following result.

Theorem 3.8 (V. È Kacnel’son). Let H be a separable complex Hilbert space and (ei)i≥0
a fixed orthonormal basis of H. Let A : H → H be a bounded linear operator. We assume 
that the matrix of A with respect to this basis is lower-triangular: 〈Aej | ei〉 = 0 for 
i < j.

Let (dj)j≥0 be an increasing sequence of positive real numbers and D the (possi-
bly unbounded) diagonal operator such that D(ej) = djej, j ≥ 0. Then the operator 
D−1AD : H → H is bounded and moreover:

‖D−1AD‖ ≤ ‖A‖ . (3.5)

In [6], this theorem was extended in the framework of Banach spaces with 1-
unconditional basis and used for the study of composition operators, and in [7] to compare 
the Schatten-class norms of weighted Hilbert spaces of analytic functions.

We have the following generalization (the case n = 1 giving ‖D−1AD‖ ≤ ‖A‖).

Theorem 3.9. With the notation of Theorem 3.8, and assuming moreover that A is com-
pact, we have, for every n ≥ 1:

n∏
j=1

sj(D−1AD) ≤
n∏

j=1
sj(A) . (3.6)

In other words, the sequence 
(
sj(D−1AD)

)
j

is log-subordinate to 
(
sj(A)

)
j
.

Proof. Let C0 be the right half-plane C0 = {z ∈ C ; Re z > 0} and HN = span {ej ; j ≤
N}. We set:

ai,j = 〈Aej | ei〉

and

AN = PNAPN ,

where PN is the orthogonal projection from H into H with range HN . We consider, for 
z ∈ C0:

AN (z) = D−zANDz : H → H ,
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where Dz(en) = dznen.
If 

(
aNi,j(z)

)
i,j

is the matrix of AN (z) on the basis {ej ; j ≥ 0} of H, we clearly have:

aNi,j(z) =
{

ai,j(dj/di)z if i, j ≤ N

0 otherwise .

In particular, we have, by hypothesis:

|aNi,j(z)| ≤ sup
k,l

|ak,l| := M , for all z ∈ C0 .

Since ‖AN (z)‖2 ≤ ‖AN (z)‖2
HS =

∑
i,j≤N |aNi,j(z)|2 ≤ (N + 1)2M2, we get:

‖AN (z)‖ ≤ (N + 1)M for all z ∈ C0 .

Let us consider the function u : C0 → C0 defined by:

u(z) =
n∏

j=1
sj
(
AN (z)

)
. (3.7)

This function u is continuous on C0.
If α denotes a pair (fj), (gi) of orthonormal systems of length n of H, we set, for 

z ∈ C0:

Fα(z) = det
(
〈AN (z)fj | gi〉

)
i,j

,

the function Fα is analytic in C0 and continuous on C0. By Proposition 3.7, we have 
u = supα |Fα|, so that u is subharmonic in C0. Moreover:

u(z) ≤ ‖AN (z)‖n ≤ [(N + 1)M ]n for z ∈ C0 ,

and:

u(z) =
n∏

j=1
sj(AN ) ≤

n∏
j=1

sj(A) for z ∈ ∂C0 ,

since the operator Dz : H → H is then unitary. Hence we can use the following form of 
the maximum principle.

Theorem 3.10 (Maximum principle). Let Ω be an arbitrary domain in C, with Ω �= C, 
and u : Ω → R a function subharmonic in Ω, and continuous and bounded above on Ω. 
Then:

supu = supu .

Ω ∂Ω
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This theorem is proved in [3, Theorem 15.1, p. 190] for u = |f |, with f : Ω → C

holomorphic in Ω, and continuous and bounded on Ω, and in [14, Theorem 5.16, p. 232]. 
It follows that:

sup
Re z≥0

u(z) ≤
n∏

j=1
sj(A) .

In particular u(1) ≤
∏n

j=1 sj(A), or else:

n∏
j=1

sj(D−1AND) ≤
n∏

j=1
sj(A) .

Now, since the matrix of A −AN is lower-triangular, the inequality (3.5), applied to 
A −AN , gives ‖D−1(A −AN )D‖ ≤ ‖A −AN‖ −→

N→∞
0. Moreover, for each j ≥ 1, the map 

T ∈ L(H) �→ sj(T ) is continuous, since |sj(T1) − sj(T2)| ≤ ‖T1 − T2‖. Then, letting N
tend to infinity, we obtain that

sj(D−1AND) −→
N→∞

sj(D−1AD) ,

and the result follows. �
An alternative proof of Theorem 3.9 can be given using antisymmetric tensor products.

Alternative proof of Theorem 3.9. Let I denote the set of all increasing n-tuples α =
(i1 < i2 < · · · < in) of non-negative integers. Let (uα)α∈I be the orthonormal basis of 
Λn(H), the n-th exterior power of H, defined by:

uα = ei1 ∧ ei2 ∧ · · · ∧ ein , α ∈ I .

We use the general fact that:

n∏
j=1

sj(D−1AD) = ‖Λn(D−1AD)‖ ,

where Λn denotes the n-th skew product.
Since Λn(UV ) = Λn(U)Λn(V ) ([38, page 10]), we get:

Λn(D−1AD) = Λn(D−1)Λn(A)Λn(D) =
[
Λn(D)

]−1Λn(A)Λn(D)

=: Δ−1Λn(A)Δ ,

where Δ is the diagonal operator on the basis (uα) with diagonal elements δα = di1 · · · din
if α = (i1 < i2 < · · · < in).
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Now, we claim that Λn(A) is lower triangular in the following sense. If α = (i1 < i2 <

· · · < in) and β = (j1 < j2 < · · · < jn) are two elements of I, then:

δα < δβ =⇒
〈
Λn(A)uβ , uα

〉
= 0 . (3.8)

Indeed, assume that 
〈
Λn(A) uβ , uα

〉
�= 0. Since:〈

Λn(A)uβ , uα

〉
=

〈
Aej1 ∧Aej1 · · · ∧Aejn , ei1 ∧ ei1 · · · ∧ ein

〉
= det

(
〈Aejp , eiq 〉

)
1≤p,q≤n

,

it follows, by definition of determinants, that there exists a permutation σ of {1, 2, . . . , n}
such that: ∏

1≤k≤n

〈Aejk , eiσ(k)〉 �= 0 ,

implying that iσ(k) ≥ jk for each k. But then, since l �→ dl is nondecreasing:

δα =
∏

1≤k≤n

diσ(k) ≥
∏

1≤k≤n

djk = δβ .

Now, (3.8) allows to apply Theorem 3.8 to get the result. �
Remark. We could also remark that the function:

u(z) =
∏

1≤j≤n

sj(D−zANDz) = ‖Λn(D−zANDz)‖

is subharmonic since it is a norm, on Λn(H), and hence a supremum of moduli of the 
holomorphic functions z �→ l(D−zANDz), for l a linear functional on Λn(H).

Corollary 3.11. With the notation of Theorem 3.8, D−1AD is compact if A is. Moreover, 
for any p > 0, if A ∈ Sp(H), so does D−1AD, and:

‖D−1AD‖p ≤ ‖A‖p .

Proof. Since 
(
sn(D−1AD)

)
n

is log-subordinate to 
(
sn(A)

)
n
, Corollary 3.6 gives the first 

assertion, and Proposition 3.5 gives the second one. �
3.5. Application to composition operators

We consider here general weighted Hilbert spaces of analytic functions on D.
Let β = (βk)k≥0 be a sequence of positive numbers such that:

lim inf β 1/k
k ≥ 1 (3.9)
k→∞
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(as we will see right after, this condition ensures that the evaluation maps are bounded) 
and let H2(β) be the Hilbert space of functions f(z) =

∑∞
k=0 ckz

k such that:

‖f‖2
H2(β) :=

∞∑
k=0

βk |ck|2 < ∞ . (3.10)

This is a Hilbert space of analytic functions on D with a reproducing kernel Ka, namely:

f(a) = 〈f,Ka〉 for all f ∈ H2(β) , (3.11)

because the evaluations f ∈ H2(β) �→ f(a) are continuous:

∣∣∣∣ ∞∑
k=0

cka
k

∣∣∣∣ ≤ ( ∞∑
k=0

βk |ck|2
)1/2( ∞∑

k=0

β−1
k |a|2k

)1/2

< ∞ ,

thanks to condition (3.9).
The canonical orthonormal basis of H2(β) is formed by the normalized monomials

eβk(z) = zk√
βk

, k = 0, 1, . . . ; (3.12)

so we have, for all a ∈ D:

‖Ka‖2
H2

ω
=

∞∑
n=0

|eβn(a)|2 =
∞∑

n=0

1
βn

|a|2n . (3.13)

We refer to [9] or [42] for more on those spaces. See also [16] for an alternative 
definition.

For example, the weighted Dirichlet space D 2
α corresponds to βk ≈ (k + 1)1−α. In 

particular, the Hardy space H2 corresponds to βk = 1, the Bergman space B2 to βk =
1/(k + 1), and the Dirichlet space D 2 to βk = (k + 1).

For the weights

βk = (k + 1)! Γ(α + 2)
Γ(k + α + 1) ,

we get, using the binomial formula 
∑∞

k=0
Γ(k+α)
k! Γ(α) xk = (1 − x)−α for |x| < 1, that the 

reproducing kernels are, for a �= 0:

Kα
a (z) = 1

α(α + 1)
(1 − āz)−α − 1

āz
, for α > 0 ; (3.14)

K0
a(z) = 1

āz
log 1

(1 − āz) , (3.15)
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(with Kα
0 (z) = 1/(α + 1) and K0

0 (z) = 1).
Let us point out that limα→0+ Kα

a (z) = K0
a(z).

Now let ϕ : D → D be an analytic map. We assume that:

ϕ(0) = 0 . (3.16)

This map ϕ induces formally a lower-triangular composition operator Cϕ on H2(β) since:

〈Cϕ(eβj ), eβi 〉 = 1√
βiβj

〈ϕj , zi〉 = 0 for i < j .

Remark. We can often omit condition (3.16). In fact, let us consider the automorphisms 
ϕa : D → D, a ∈ D, given by ϕa(z) = a−z

1−āz . When Cϕa
is bounded on H2(β), then, with 

a = ϕ(0), the function ψ = ϕa◦ϕ satisfies ψ(0) = 0 and ϕ = ϕa◦ψ; hence Cϕ = Cψ ◦Cϕa

and Cψ = Cϕ ◦ Cϕa
, so:

‖Cϕa
‖−1an(Cψ) ≤ an(Cϕ) ≤ ‖Cϕa

‖ an(Cψ) .

A necessary condition for having Cϕa
bounded on H2(β) is that ϕa ∈ H2(β). Since 

ϕa(z) = a +
∑∞

k=1 ā
k−1(|a|2−1)zk, we have ϕa ∈ H2(β) for all a ∈ D if limk→∞ β

1/k
k = 1.

For weighted Dirichlet spaces D 2
α, with any α > −1, the automorphisms ϕa define 

bounded composition operators on D 2
α . In fact, we have, for f ∈ D 2

α :

‖f ◦ ϕa‖2
D 2

α
= |f(a)|2 + (α + 1)

∫
D

|f ′[ϕa(z)]|2|ϕ′
a(z)|2(1 − |z|2)α dA(z)

= |f(a)|2 + (α + 1)
∫
D

|f ′(w)|2(1 − |ϕa(w)|2)α dA(w) .

Since:

1 − |ϕa(w)|2
1 − |w|2 = 1 − |a|2

|1 − āw|2 ,

we have 1 − |ϕa(w)|2 ≈ 1 − |w|2 and we get:

‖f ◦ ϕa‖2
D 2

α
� |f(a)|2 + (α + 1)

∫
D

|f ′(w)|2(1 − |w|2)α dA(w) ≈ ‖f‖2
D 2

α
.

For α ≥ 0, that follows directly from [43, Theorem 1] (see also [35, Section 6.12], [16, 
Theorem 1.3 and Proposition 3.1] or [33, Theorem 3.1]), since ϕa is univalent.

We will write for short Cβ
ϕ to designate the operator Cϕ acting on H2(β).
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As an application of the general principles of Section 3.4 we have the following result, 
whose first items were previously obtained by I. Chalendar and J. Partington in [6] and 
[7] (actually (3.b) is also proved in [7], but for values p ≥ 1).

Theorem 3.12. Let H2(β) and H2(γ) be two weighted Hilbert spaces. Assume that γ is 
dominated by β in the sense that the sequence (βk/γk) is increasing, so that the contin-
uous inclusion H2(β) ⊆ H2(γ) holds. Then, for ϕ : D → D with ϕ(0) = 0:

1) if Cβ
ϕ is bounded, Cγ

ϕ is bounded as well, and ‖Cγ
ϕ‖ ≤ ‖Cβ

ϕ‖;
2) if Cβ

ϕ is compact, so is Cγ
ϕ;

3) the sequence sγ =
(
sn(Cγ

ϕ)
)
n≥1 is log-subordinate to the sequence sβ =

(
sn(Cβ

ϕ)
)
n≥1, 

so that:
a) s2n(Cγ

ϕ) ≤
√
s1(Cβ

ϕ)
√

sn(Cβ
ϕ), for all n ≥ 1;

b) Cβ
ϕ ∈ Sp

(
H2(β)

)
=⇒ Cγ

ϕ ∈ Sp

(
H2(γ)

)
, for any p > 0.

Remark. Let us mention that we can apply the previous theorem in the framework of 
weighted Dirichlet spaces. Indeed, let 0 < β < γ and consider the two weights:

βk = k.k! Γ(β + 2)
Γ(k + β + 1) and γk = k.k! Γ(γ + 2)

Γ(k + γ + 1)

associated with the weighted Dirichlet spaces D 2
β and D 2

γ respectively, with γ > β, so 
that D 2

β ⊂ D 2
γ . In order to apply our comparison Theorem 3.12, we have to show that 

the sequence (βk/γk) increases. But

βk

γk
= Γ(β + 2)

Γ(γ + 2)
Γ(γ + k + 1)
Γ(β + k + 1) =: Γ(β + 2)

Γ(γ + 2) Ak ,

and, setting h = γ − β > 0 and xk = β + k + 1, we see that:

Ak = Γ(xk + h)
Γ(xk)

·

Since the function Γ is log-convex, the map x �→ Γ(x+h)
Γ(x) increases on (0, ∞), and we get 

that the sequence (βk/γk) increases.

Proof of Theorem 3.12. We set dk =
√
βk/γk and ek(z) = zk.

Let J : H2(β) → H2(γ) the unitary (onto isometry) and diagonal operator defined by 
J(ek) = dkek, for all k ≥ 0.

The operator A = JCβ
ϕJ

−1 maps H2(γ) into itself and sn(A) = sn(Cβ
ϕ) for all n ≥ 1

(in particular ‖A‖L(H2(γ)) = ‖Cβ
ϕ‖L(H2(β))). Moreover, A has a lower-triangular matrix.

Now we consider the diagonal operator D : H2(γ) → H2(γ) defined by D(ek) = dkek. 
In general, it is an unbounded operator. It is plain that D−1J : H2(β) → H2(γ) is the 
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canonical inclusion, since (D−1J)(ek) = ek for all k ≥ 0. Hence (D−1J)Cβ
ϕ = Cγ

ϕ(D−1J), 
and since AJ = JCβ

ϕ , we have the following commutative diagram:

H2(β)
Cβ

ϕ

J

H2(β)

J

H2(γ)
D

H2(γ)
A

H2(γ)
D−1

H2(γ)

By Theorem 3.9, we get:

log s(D−1AD) ≺ log s(A)

(so we have, in particular, ‖D−1AD‖L(H2(γ)) ≤ ‖A‖L(H2(γ)) = ‖Cβ
ϕ‖L(H2(β))). But 

D−1AD = Cγ
ϕ, and this proves Theorem 3.12, using Proposition 3.5 and Corol-

lary 3.6. �
Remark. Actually, the same proof gives the following generalization of Theorem 3.12.

Theorem 3.13. With the hypothesis of Theorem 3.12, let T : Hol(D) → Hol(D) be a 
linear map such that its restriction Tβ to H2(β) is bounded from H2(β) into H2(β) and 
has a matrix in the canonical basis of H2(β) which is lower-triangular. Then:

1) Tγ is bounded as well, and ‖Tγ‖ ≤ ‖Tβ‖;
2) if Tβ is compact, so is Tγ;
3) the sequence of singular numbers s(Tγ) =

(
sn(Tγ)

)
n≥1 is log-subordinate to the se-

quence s(Tβ) =
(
sn(Tβ)

)
n≥1, so that:

a) s2n(Tγ) ≤
√
s1(Tβ)

√
sn(Tβ), for all n ≥ 1;

b) Tβ ∈ Sp

(
H2(β)

)
=⇒ Tγ ∈ Sp

(
H2(γ)

)
, for any p > 0.

3.6. Application to conditional multipliers

We first recall the following well-known proposition (and give a short proof, for sake of 
completeness). Note that this result does not hold for the Dirichlet spaces D 2

α when α ≤ 0
([40, Theorem 10]; see also [39, Theorem 2.7], [17, Theorem A], and [41, Theorem 4.2]). 
Recall that it is well-known that the space M(H2) of multipliers of H2 is isometric to 
H∞.

Proposition 3.14. For every γ > −1, the space M(B2
γ) of multipliers of B2

γ is isometric 
to the space H∞.

If H is a Hilbert space of analytic functions on D, containing the constants, and with 
reproducing kernels Ka, a ∈ D, then the space M(H) of multipliers of H is contained 
contractively into the space H∞.
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Proof. If hf ∈ H for all f ∈ H, then, taking f = 1, we have h ∈ H, so h is analytic. 
The same proof as in [1, Proposition 3.1] shows that h ∈ H∞. For sake of completeness 
we give a short different proof.

In fact, we have, for all a ∈ D:

M∗
h(Ka) = h(a)Ka for all a ∈ D ; (3.17)

hence |h(a)| ‖Ka‖ ≤ ‖M∗
h‖ ‖Ka‖, and, since ‖Ka‖ is not null, that proves that h ∈ H∞

and ‖h‖∞ ≤ ‖Mh‖.
Hence M(H) � H∞, contractively.
When H = B2

γ , we have the reverse inclusion. Indeed, for every h ∈ H∞, one clearly 
has hf ∈ B2

γ and ‖hf‖B2
γ
≤ ‖h‖∞‖f‖B2

γ
for all f ∈ B2

γ , so the multiplication operator 
Mh : B2

γ → B2
γ is bounded with norm no greater than ‖h‖∞. �

Now let ϕ be an analytic self-map of D and H = H2(β) be a weighted Hilbert space of 
analytic functions on D, with reproducing kernel Ka, a ∈ D, on which Cϕ acts boundedly. 
We denote its multiplier set, respectively multiplier set conditionally to ϕ, by:

M(H) = {w ∈ H ; wf ∈ H for each f ∈ H} (3.18)

and

M(H,ϕ) = {w ∈ H ; w (f ◦ ϕ) ∈ H for all f ∈ H} . (3.19)

We have M(H) ⊆ M(H, ϕ).
The set M(H, ϕ) plays an important role in the study of weighted composition oper-

ators.

Definition 3.15. A Hilbert space H of analytic functions on D, containing the constants, 
and with reproducing kernels Ka, a ∈ D, is said to be admissible if:

(i) H2 is continuously embedded in H;
(ii) M(H) = H∞;

(iii) the automorphisms of D induce bounded composition operators on H;

(iv) ‖Ka‖H
‖Kb‖H

≤ h

(
1 − |b|
1 − |a|

)
for a, b ∈ D, where h : R+ → R+ is an non-decreasing 

function.

Note that (i) implies that ‖f‖H ≤ C ‖f‖H2 for all f ∈ H2, for some positive constant 
C, and so (BH and BH2 being the unit ball of H and H2 respectively):

‖Ka‖H = sup |f(a)| ≥ C−1 sup |f(a)| = C−1(1 − |a|2)−1/2 ,

f∈BH f∈BH2
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implying that:

lim
|a|→1−

‖Ka‖H = ∞ .

Examples.
1) The weighted Bergman space B2

γ , with γ > −1 is admissible.
Indeed, we know that it is continuously embedded in H2 = B2

−1; condition (ii)
is Proposition 3.14; condition (iii) is satisfied according to the Remark before Theo-
rem 3.12, and ‖Ka‖2 = 1

(1−|a|2)γ+2 , giving (iv).
2) More generally, we have the following result.

Proposition 3.16. For any decreasing sequence β such that the automorphisms of D induce 
bounded composition operators on H2(β), the space H2(β) is admissible.

Recall that H2(β) is defined in (3.10). A particular case is obtained as follows. Let 
ω : (0, 1) → R+ be an integrable function such that, for some positive and locally bounded 
function ρ : R+ → R+, we have:

ω(y)
ω(x) ≤ ρ

(
y

x

)
for all x, y ∈ (0, 1) , (3.20)

and let H2
ω be the space of analytic functions f : D → C such that:

‖f‖2
H2

ω
:=

∫
D

|f(z)|2 ω(1 − |z|2) dA(z) < ∞ . (3.21)

Such spaces are used in [16] and in [28]. We have H2
ω = H2(β) with:

βn = 2
1∫

0

r2n+1ω(1 − r2) dr =
1∫

0

tnω(1 − t) dt . (3.22)

Indeed, since βn =
∫ 1
0 (1 − t)nω(t) dt, the sequence β = (βn)n is decreasing. Moreover, 

the fact that the automorphisms of D induce bounded composition operators on H2
ω is 

proved as in the Remark before Theorem 3.12, namely:

‖f ◦ ϕa‖2
H2

ω
=

∫
D

|f(w)|2 |ϕ′
a(w)|2 ω(1 − |ϕa(w)|2) dA(w)

≤
(

1 + |a|
1 − |a|

)2 ∫
|f(w)|2 ρ

(
1 − |ϕa(w)|2

1 − |w|2
)
ω(1 − |w|2) dA(w)
D



20 P. Lefèvre et al. / Journal of Functional Analysis 280 (2021) 108834
≤
(

1 + |a|
1 − |a|

)2

cρ,a

∫
D

|f(w)|2 ω(1 − |w|2) dA(w)

=: κa ‖f‖2
H2

ω
,

where we used that |ϕ′
a(w)| ≤ 1+|a|

1−|a| , that 1−|ϕa(w)|2
1−|w|2 ≤ 1+|a|

1−|a| , and that ρ is locally 
bounded.

Note that B2
γ , γ > −1, corresponds to ω(t) = (γ + 1) tγ .

Proof of Proposition 3.16. Condition (i) is satisfied because β is decreasing. Moreover, 
since β is decreasing, Theorem 3.13, applied to T = Mw, with w ∈ H∞, ensures that 
H∞ = M(H2) ⊆ M

(
H2(β)

)
, and, for all w ∈ H∞:

‖Mw : H2(β) → H2(β)‖ ≤ ‖Mw : H2 → H2‖ = ‖w‖∞ .

Now, Proposition 3.14 implies that H∞ = M
(
H2(β)

)
and

‖Mw : H2(β) → H2(β)‖ = ‖w‖∞

for all w ∈ H∞.
It remains to show that, for H = H2(β), the condition (iii) implies the condition (iv).
Since H2(β) is isometrically rotation invariant, it is clear that ‖Ka‖ = ‖K|a|‖; hence 

‖Kx‖ ≤ ‖Ky‖, for 0 ≤ x ≤ y < 1.
Assume now that 0 < y < x < 1. Let T be the disk automorphism:

T (z) = 2z + 1
z + 2 , z ∈ D . (3.23)

The fixed points of T are 1 and −1, and T (0) = 1/2. We define the sequence (an)n≥0 by 
induction, with:

a0 = 0 , an+1 = T (an) .

We see that:

1 − an+1 =
1∫

an

T ′(x) dx =
1∫

an

3
(x + 2)2 dx ≤ 3

4 (1 − an) ; (3.24)

so (an)n is increasing and converges to 1. In the same way, we see that:

1 − an+1 =
1∫
T ′(x) dx =

1∫ 3
(x + 2)2 dx ≥ 1

3 (1 − an) . (3.25)

an an
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Since 0 < y < x < 1, we can find m ≤ n such that:

am−1 < y < am , and an−1 < x < an .

We have ‖Kx‖ ≤ ‖Kan
‖ and ‖Ky‖ ≥ ‖Kam−1‖. Since C∗

TKz = KT (z) for all z ∈ D, we 
have:

‖Kx‖
‖Ky‖

≤ ‖Kan
‖

‖Kam−1‖
≤ ‖C∗

T ‖n−m+1 = αn−m+1 ,

with α = ‖CT ‖ ≥ 1. Applying (3.24) and (3.25), we get:

1 − y

1 − x
≥ 1 − am

1 − an−1
≥ 1 − am

3(1 − an) ≥ 1
3

(4
3

)n−m

.

It suffices now to take s ≥ 0 such that (4/3)s = α, and A > 0 large enough in order 
that, with the increasing function h(t) = max{Ats, 1}, t > 0, we have:

h
(1 − y

1 − x

)
≥ A

3s α
n−m ≥ A

3sα
‖Kx‖
‖Ky‖

≥ ‖Kx‖
‖Ky‖

· �
Let us come back to the conditional multipliers. In general, we obviously have:

H∞ ⊆ M(H,ϕ) ⊆ H . (3.26)

The extreme cases were characterized by Attele ([2]) when H = H2 = B2
−1 (and 

Contreras and Hernández-Díaz in [8] for the spaces Hp) as follows.

Theorem 3.17 (Attele). We have:

1) M(H2, ϕ) = H2 if and only if ‖ϕ‖∞ < 1.
2) M(H2, ϕ) = H∞ if and only if ϕ is a finite Blaschke product.

A key tool for the most delicate second necessary condition is the use of inner and 
outer functions. We no longer have this tool at our disposal for the admissible spaces 
H = H2(β), but we can nevertheless state the following analogous result.

Theorem 3.18. Let ϕ an analytic self-map of D and H be an admissible Hilbert space on 
which Cϕ acts boundedly. We have:

1) M(H2, ϕ) ⊆ M(H, ϕ);
2) M(H, ϕ) = H if and only if ‖ϕ‖∞ < 1;
3) M(H, ϕ) = H∞ if and only if ϕ is a finite Blaschke product.
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Note that the assumption that Cϕ acts boundedly on H is automatically satisfied 
when H = H2(β) with β decreasing, by Theorem 3.12.

Proof. 1) Suppose first that ϕ(0) = 0. Let w ∈ M(H2, ϕ). The weighted composition 
operator MwCϕ is bounded on H2, and moreover lower triangular on the canonical 
basis; applying Theorem 3.13, 1), we get that MwCϕ is bounded on H as well; that is, 
w ∈ M(H, ϕ).

In the general case, let ϕ(0) = a, so that (ϕa ◦ ϕ)(0) = 0. Property (iii) implies that

M(H2, ϕ) = M(H2, ϕa ◦ ϕ) ⊆ M(H,ϕa ◦ ϕ) = M(H,ϕ) ,

since f ∈ H2 if and only if f ◦ ϕa ∈ H2 and f ∈ H if and only if f ◦ ϕa ∈ H.
2) The necessary condition is proved as in [2] for H2; we recall some details. We start 

from the (obvious, but useful) mapping equation:

(MwCϕ)∗(Kz) = w(z)Kϕ(z) . (3.27)

The assumption implies the existence of a constant C such that:

‖MwCϕ‖L(H) ≤ C ‖w‖H for all w ∈ H .

As a consequence, for given z ∈ D:

‖(MwCϕ)∗(Kz)‖H ≤ C ‖w‖H‖Kz‖H ,

that is, in view of (3.27):

|w(z)| ‖Kϕ(z)‖H ≤ C ‖w‖H‖Kz‖H . (3.28)

Testing this inequality with w = Kz and simplifying by ‖Kz‖2
H , we get that ‖Kϕ(z)‖H ≤

C. Since lim|a|→1− ‖Ka‖H = ∞, as a consequence of (i), this implies that ‖ϕ‖∞ < 1, by 
this same consequence.

For the sufficient condition, observe that if ‖ϕ‖∞ < 1, then f ◦ ϕ ∈ H∞ for all 
f ∈ H. Since M(H) = H∞, according to (iv), we get that f ◦ ϕ ∈ M(H) and therefore 
w(f ◦ ϕ) = Mf◦ϕ w ∈ H for all w ∈ H. That means that H ⊆ M(H, ϕ). Therefore, by 
(3.26), we have M(H, ϕ) = H.

3) The sufficient condition goes as follows: finite Blaschke products ϕ clearly satisfy 
(and actually are characterized by: see [2]):

Rϕ := sup
z∈D

1 − |ϕ(z)|
1 − |z| < ∞ .

Now let w ∈ M(H, ϕ), so that C := ‖MwCϕ‖ < ∞. We may assume that ‖w‖H ≤ 1. 
The mapping equation (3.28) gives, for z ∈ D:
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|w(z)| ‖Kϕ(z)‖H ≤ C ‖Kz‖H .

By (ii), this implies that, for |z| close enough to 1:

|w(z)| ≤ C
‖Kz‖H

‖Kϕ(z)‖H
≤ C h

(
1 − |ϕ(z)|

1 − |z|

)
≤ C h(Rϕ) .

This means that w ∈ H∞.
Finally, for the necessary condition, assume that M(H, ϕ) = H∞. Then M(H2, ϕ) =

H∞, by 1), and then ϕ is a finite Blaschke product by Attele’s theorem (Theo-
rem 3.17). �
Remark. In Proposition 3.16, we assume that the automorphisms of D induce bounded 
composition operators on H2(β). It is known ([18, Theorem 1]) that this is not always 
the case. Let us give a simpler proof, for a particular case. Let βn = exp(−√

n), and 
consider the space H2(β). We then have, for 0 < r = e−ε < 1:

‖Kr‖2 =
∞∑

n=0
r2n exp(

√
n) =

∞∑
n=0

e−2nε exp(
√
n) =: S(ε) .

We easily see (using e.g. the Euler-MacLaurin formula) that, when ε → 0+:

S(ε) ∼ I(ε) :=
∞∫
0

exp(
√
t− 2 εt) dt = (4ε2)−1

∞∫
0

exp
(√

x− x

2 ε

)
dx .

We use the Laplace theorem ([10] p. 125) on the equivalence of integrals:

∞∫
0

eAϕ(x) dx ∼
√

2π(|ϕ′′(x0)|)−1 A−1/2eAϕ(x0) , as A → ∞ ,

and apply it to A = 1/2ε and to the function ϕ(x) =
√
x− x, which takes its maximum 

at x0 = 1/4, with ϕ(x0) = 1/4. We get that:

S(ε) ≈ ε−3/2 exp
(

1
8ε

)
≈ (1 − r)−3/2 exp

(
1

8(1 − r)

)
.

Now, consider the automorphism T of D given by (3.23). For r < 1, we have 1 − T (r) ∼
(1 − r)T ′(1) = (1 − r)/3; so:

1
1 − T (r) − 1

1 − r
= 1

1 − r

(
1 − r

1 − T (r) − 1
)

∼ 1
1 − r

(
1

T ′(1) − 1
)

= 2
1 − r

,

and that implies that:
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‖KT (r)‖2

‖Kr‖2 ≈ exp
[
1
8

(
1

1 − T (r) − 1
1 − r

)]
−→
r→1−

∞ .

Since KT (r) = C∗
T (Kr), this implies that C∗

T , and hence CT , is not bounded on H2(β).

4. Schatten classes for Hardy spaces and Bergman spaces

We know that if a composition operator Cϕ is compact on the Hardy space H2, then 
it is compact on the Bergman space B2 (see [32, Proposition 2.7 and Theorem 3.5]).
Theorem 4.3 below shows that we cannot expect better.

Let us begin by a preliminary result. Recall that the 2-Carleson function of the analytic 
map ϕ : D → D is:

ρϕ,2(h) = sup
ξ∈T

Aϕ

(
W (ξ, h)

)
, (4.1)

where A is the normalized area measure on D, Aϕ is the pull-back measure of A by 
ϕ, i.e. Aϕ(B) = A[ϕ−1(B)] for all Borel sets B ⊆ D. It is well-known (see [13]) that 
ρϕ,2(h) = O (h2), due to the fact that all composition operators Cϕ are bounded on B2, 
and that Cϕ is compact on B2 if and only if ρϕ,2(h) = o (h2). For Schatten classes, we 
have the following result.

Proposition 4.1. If the composition operator Cϕ : B2 → B2 is in the Schatten class 
Sp(B2) for some p ∈ (0, ∞), then:

ρϕ,2(h) = o
(
h2

(
log 1

h

)−2/p
)
. (4.2)

Proof. We follow the proof of [20, Proposition 3.4]. By [29, Corollary 2] and [20, Propo-
sition 3.3], Cϕ ∈ Sp(B2) if and only if:

∞∑
n=1

( 2n−1∑
j=0

4np/2[Aϕ(Wn,j)]p/2
)

< ∞ , (4.3)

where Wn,j = W (e2jiπ/2n

, 2−n).
Observing that, for h = 2−n, we have:

[
ρϕ,2(2−n)

]p/2 ≤
2n−1∑
j=0

[
Aϕ(Wn,j)

]p/2
,

(4.3) yields:

∞∑[
ρϕ,2(2−n)

]p/24np/2 < +∞ .

n=1
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By [22, Theorem 3.1], we have a constant C0 > 0 such that:

ρϕ,2(εh) ≤ C0 ε
2ρϕ,2(h)

for 0 < ε ≤ 1 and 0 < h < 1. Hence, if we set:

un =
(
ρϕ,2(2−n)

4−n

)p/2

,

we have, for n ≥ k:

un ≤ C
p/2
0 uk .

The following lemma, whose proof is postponed, then shows that:

n

(
ρϕ,2(2−n)

4−n

)p/2

−→
n→∞

0 . (4.4)

Lemma 4.2. Let 
∑

un be a convergent series of positive numbers such that un ≤ C uk

for n ≥ k, for some positive constant C. Then un = o (1/n).

To finish the proof, it remains to consider, for every h ∈ (0, 1/2), the integer n such 
that 2−n−1 < h ≤ 2−n; then (4.4) gives:

lim
h→0+

(
ρϕ,2(h)

h2

)p/2

log(1/h) = 0 ,

as announced. �
Proof of Lemma 4.2. Let:

vn =
∑

n/2<k≤n

uk .

Since the series 
∑

un converges, on the one hand, we have vn −→
n→∞

0, and on the other 
hand:

vn ≥ n

2 C−1un . �
Theorem 4.3. There exists a symbol ϕ for which the composition operator Cϕ is compact 
on the Hardy space H2, but is not in any Schatten class Sp(B2) of the Bergman space 
B2 with p < ∞.
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Proof. We use a variant of the Shapiro-Taylor map ([37, Section 4]) introduced in [20, 
Theorem 5.6] for showing that there is a compact composition operator on H2 which is 
in no Schatten class Sp(H2) for p < ∞. Let:

Vε = {z ∈ C ; Re z > 0 and |z| < ε} (4.5)

We set:

f(z) = z log(− log z) , (4.6)

where log is the principal determination of the logarithm. For ε > 0 small enough, we 
have Re f(z) > 0 for z ∈ Vε. Let g : D → Vε be the conformal map from D onto Vε

sending T = ∂D onto ∂Vε, and with g(1) = 0 and g′(1) = −ε/4. Explicitly, g is the 
composition of the following maps: a) σ : z �→ −z from D onto itself; b) γ : z �→ z+i

1+iz

from D onto P = {Im z > 0}; c) s : z �→ √
z from P onto Q = {Re z > 0 , Im z > 0}; d) 

γ−1 : z �→ z−i
1−iz from Q onto V = {|z| < 1 , Re z > 0}, and e) hε : z �→ εz from V onto 

Vε.
We then set:

ϕ = exp(−f ◦ g) . (4.7)

This analytic function ϕ maps D into itself and we proved in [20, Theorem 5.6] that 
Cϕ is compact on H2.

For z = reiα ∈ Vε, we have (see [20, proof of Theorem 5.6]):

Re f(z) = r log log 1
r

(
cosα + α sinα

log(1/r) log log(1/r)

)
(4.8)

+ o
(

1
log(1/r) log log(1/r)

)
Im f(z) = r log log 1

r

(
sinα− α cosα

log(1/r) log log(1/r)

)
(4.9)

+ o
(

1
log(1/r) log log(1/r)

)
.

It follows that:

0 < Re f(z) � r log log 1
r

and |Im f(z)| � r log log 1
r
· (4.10)

Now, assume that r ≤ h/ log log(1/h). Then r log log(1/r) � h. Since g′(1) �= 0, g
is bi-Lipschitz in a neighborhood of 1; hence |ϕ(u)| ≈ 1 − Re f [g(u)] and | argϕ(u)| ≈
|Im f [g(u)]|, so we have:

Aϕ

(
W (1, h)

)
�

(
h/ log log(1/h)

)2
.
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Therefore:

ρϕ,2(h) ≥ Aϕ

(
W (1, h)

)
� h2(

log log(1/h)
)2 , (4.11)

so (4.2) cannot be satisfied. Hence Cϕ /∈ Sp(B2), whatever p < ∞. �
When Cϕ ∈ Sp(H2), we actually have better behavior on the Bergman space.

Theorem 4.4. For every p > 0, we have Cϕ ∈ Sp/2(B2) when Cϕ ∈ Sp(H2).

In particular, if Cϕ is Hilbert-Schmidt on H2, then it is nuclear on B2 (since on 
Hilbert spaces the nuclear operators coincide with those in the Schatten class S1).

Proof. We proved in [22, formula (3.26), page 3963], as a consequence of the main result 
of [21], that for some positive constants C, C ′, we have:

Aϕ[W (ξ, h)] ≤ C
(
mϕ[W (ξ, Ch)]

)2
for all ξ ∈ T and 0 < h < 1 small enough. We may assume, enlarging C ′ if needed, that 
C ′ = 2N for some positive integer N . Hence if Wn,j = W (e2jiπ/2n

, 2−n) and W ′
n,j =

W (e2jiπ/2n

, 2N2−n), for n > N , we have:

2n−1∑
j=0

(
4nAϕ(Wn,j)

)p/4 ≤ C
2n−1∑
j=0

(
2nmϕ(W ′

n,j)
)p/2

.

Now, each Carleson window W ′
n,j of size 2N2−n is contained in the union of 2N other Car-

leson windows Wn,j1 , . . . , Wn,j2N
of size 2−n and of less than N2N−1 Hastings-Luecking 

boxes Rν,jl with ν ≤ n − 1. Hence:

2n−1∑
j=0

(
4nAϕ(Wn,j)

)p/4 ≤ Cp2N
2n−1∑
j=0

(
2nmϕ(Wn,j)

)p/2
+ CpN2N−1

2n−1∑
j=0

(
2nmϕ(Rn,j)

)p/2
,

(since, for a, b ≥ 0, we have (a + b)r ≤ ar + br if 0 < r ≤ 1, and (a + b)r ≤ 2r−1(ar + br)
if r ≥ 1).

It follows, thanks to [29, Corollary 2] and [20, Proposition 3.3], that Cϕ ∈ Sp(H2)
implies Cϕ ∈ Sp/2(B2). �

Theorem 4.4 is sharp, as shown by the following result.
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Theorem 4.5. For every p with 0 < p < ∞, there exists a symbol ϕ for which the 
composition operator Cϕ is in the Schatten class Sp(H2) on the Hardy space, but is 
not in any Schatten class Sq(B2) of the Bergman space with q < p/2.

Before giving the proof, let us mention that this theorem implies (in a strong way) 
a separation between Schatten classes by composition operators on Bergman spaces. 
Curiously, we did not find any reference for this result.

Indeed, for every r > 0, there exists a symbol ϕ for which the composition operator 
Cϕ is in the Schatten class S2r(H2) on the Hardy space, hence in the Schatten class 
Sr(B2) on the Bergman space by Theorem 4.4, but which is not in any Schatten class 
Sq(B2) of the Bergman space for q < r.

Proof. Again, we use the variant of the Shapiro-Taylor map introduced in [20, Theo-
rem 5.4] in order to have a composition operator in Sp(H2) but not in Sq(H2) for q < p. 
For ε > 0 small enough, we set, for z ∈ Vε, where Vε is defined in (4.5):

f(z) = z(− log z)2/p[log(− log z)]s , (4.12)

with s > 1/p.
We set:

ϕ = exp(−f ◦ g) , (4.13)

where g is as in the proof of Theorem 4.3. Then ϕ : D → D is analytic and we proved in 
[20, Theorem 5.4] that Cϕ ∈ Sp(H2).

For z = reiα ∈ Vε, we have (see [20, Lemma 5.5]:

0 < Re f(z) � r

(
log 1

r

)2/p(
log log 1

r

)s

(4.14)

|Im f(z)| � r

(
log 1

r

)2/p(
log log 1

r

)s

. (4.15)

As in the proof of Theorem 4.3, that implies that:

ρϕ,2(h) ≥ Aϕ

(
W (1, h)

)
� h2

(log 1/h)4/p(log log 1/h)2s
(4.16)

By Proposition 4.1, if Cϕ is in Sq(B2), we have:

ρϕ,2(h) = o
(

h2

(log 1/h)2/q

)
,

but, due to (4.16), this is not possible for q < p/2. Therefore Cϕ /∈ Sq. �
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Remark. Actually Theorem 4.4 has a more general form.

Theorem 4.6. Let B2
γ1

and B2
γ2

be two weighted Bergman space of parameter γ1 and γ2, 
with γ2 > γ1 ≥ −1. Then, for every p > 0 and any symbol ϕ, we have:

1) Cϕ ∈ Sp(B2
γ1

) implies Cϕ ∈ Sp̃(B2
γ2

), with p̃ = γ1+2
γ2+2 p < p;

2) when ϕ is finitely valent, the converse holds.

Note that this theorem gives another, though less explicit, proof of Theorem 4.3 and 
of Theorem 4.5, as a direct consequence of [20, Theorem 5.4 and Theorem 5.6] since the 
symbols used in the proof of these theorems (and in that of the above Theorem 4.3 and 
Theorem 4.5) are univalent. In fact, that the Shapiro-Taylor map, defined in (4.7), is 
univalent is proved in [37, Lemma 4.1 (a)]. As well, the modified Shapiro-Taylor map, 
defined in (4.13), is univalent. In fact, its derivative f ′(z) is the sum of three terms, the 
dominant one being (− log z)2/p

(
log(− log z)

)s; it follows that, for ε small enough and 
z = r eit with 0 < r < ε and |t| < π/2, we have:

Re f ′(z) ≥ 1
2(log 1/r)2/p(log log 1/r)s > 0 ,

and it follows that f is univalent in Vε. In both cases, the symbol ϕ = exp(−f ◦ g) is 
univalent.

Proof. Recall that D. Luecking and K. H. Zhu proved in [30, Theorem 1 and Theorem 3]
that, for γ ≥ −1, we have Cϕ ∈ Sp(B2

γ) if and only if:

∫
D

(
Nϕ,γ+2(z)

(
log 1

|z|
)−(γ+2)

)p/2
dA(z)

(1 − |z|2)2 < ∞ , (4.17)

where Nϕ,β (β ≥ 1) is the weighted Nevanlinna counting function, defined as:

Nϕ,β(z) =
∑

ϕ(w)=z

(
log 1

|w|
)β

(4.18)

if z ∈ ϕ(D) \ {ϕ(0)}, and Nϕ,β(z) = 0 otherwise.
As stated in the introduction, for γ = −1 we have B2

−1 = H2.
Now, for 1 ≤ β1 < β2, the �β2 -norm is smaller than the �β1-norm; so we have:

[
Nϕ,β2

]1/β2 ≤
[
Nϕ,β1

]1/β1
. (4.19)

It follows that, for −1 ≤ γ1 < γ2:
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∫
D

(
Nϕ,γ2+2(z)

(
log 1

|z|
)−(γ2+2)

)p̃/2
dA(z)

(1 − |z|2)2

≤
∫
D

([
Nϕ,γ1+2(z)

] γ2+2
γ1+2

(
log 1

|z|
)−(γ2+2)

)p̃/2
dA(z)

(1 − |z|2)2

=
∫
D

(
Nϕ,γ1+2(z)

(
log 1

|z|
)−(γ1+2)

)p/2
dA(z)

(1 − |z|2)2 ,

and that proves that Cϕ ∈ Sp̃(B2
γ2

) if Cϕ ∈ Sp(B2
γ1

).
Now, if ϕ is s-valent, we have:

nϕ(z) :=
∑

ϕ(w)=z

1 = card {w ∈ D ; ϕ(w) = z} ≤ s .

Using Hölder’s inequality, we get, for 1 ≤ β1 < β2:

Nϕ,β1(z) ≤ [nϕ(z)](β2−β1)/β2
[
Nϕ,β2(z)

]β1/β2 ≤ s(β2−β1)/β2
[
Nϕ,β2(z)

]β1/β2
.

Therefore:∫
D

(
Nϕ,γ1+2(z)

(
log 1

|z|
)−(γ1+2)

)p/2
dA(z)

(1 − |z|2)2

≤ sp (β2−β1)/2β2

∫
D

(
Nϕ,γ2+2(z)

(
log 1

|z|
)−(γ2+2)

)p̃/2
dA(z)

(1 − |z|2)2 ,

and Cϕ ∈ Sp̃((B2
γ2

) implies that Cϕ ∈ Sp(B2
γ1

). �
5. Two examples

5.1. Preliminaries

Theorem 3.12 can be successfully applied to H2(β) = D 2
α and H2(γ) = D 2

α′ with 
−1 < α < α′. But as we will see now with the example of the cusp map χ, or of 
the lens maps, it does not provide as sharp estimates as wished. For example, with 
H2(β) = D 2 ⊆ H2(γ) = D 2

α where α > 0, it gives, using [25, Theorem 3.1]:

an
(
C

D 2
α

χ

)
�

√
an/2(CD 2

χ ) � exp(−b
√
n) ,

while we will see, using the point of view of weighted composition operators, that actually:

an(CD 2
α

χ ) � exp
(
− b (n/ logn)

)
.
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We now elaborate on this point of view.
Let H be a Hilbert space of analytic functions on D whose set of multipliers M(H) is 

isometrically H∞. For example, this is the case for H = B2
γ for all γ > −1, as we recall 

from Proposition 3.14.
Through a standard averaging argument, we easily have the following result (see [26, 

Lemma 2.2]).

Proposition 5.1. Let H be a Hilbert space of analytic functions on D such that M(H) =
H∞. Let z = (zj) be a sequence of distinct points of D which is an interpolation sequence 
for H∞ with constant Iz. Then, the sequence (Kzj ) is a Riesz sequence for H and 
moreover, for all λ1, . . . , λn, . . . ∈ C, we have:

I−2
z

∑
j

|λj |2 ‖Kzj‖2 ≤
∥∥∥∑

j

λjKzj

∥∥∥2
≤ I2

z

∑
j

|λj |2 ‖Kzj‖2 .

In [19, Lemma 2.6], we used Proposition 5.1 to prove an estimate from below (the 
proof was given only for H = H2 and w ∈ H∞). We slightly improve this estimate here, 
with nearly the same proof, as follows.

Theorem 5.2. Let H be a Hilbert space of analytic functions on D such that M(H) = H∞. 
Let ϕ : D → D be a symbol and Mw Cϕ : H → H an associated weighted composition 
operator with weight w ∈ H. We assume that Mw Cϕ is bounded. Let u = (uj)1≤j≤n be 
a sequence of length n of points of D and vj = ϕ(uj), and assume that the points vj are 
distinct. Let Iv be the interpolation constant of v = (vj)1≤j≤n. Then, the approximation 
numbers of Mw Cϕ satisfy:

an(Mw Cϕ) ≥ inf
1≤j≤n

(
|w(uj)|

‖Kvj‖
‖Kuj

‖

)
I−2
v .

Proof. Recall that the approximation numbers an(S) of an operator S on a Hilbert space 
coincide with its Bernstein numbers bn(S). Let E be the span of Kuj

, with 1 ≤ j ≤ n. Set 
δ = inf1≤j≤n

‖Kvj
‖

‖Kuj
‖ |w(uj)|. Take f =

∑n
j=1 λj Kuj

in the unit sphere of E; we hence have ∑n
j=1 |λj |2‖Kuj

‖2 ≥ I−2
u . Setting T = Mw Cϕ, we see that T ∗(f) =

∑n
j=1 λjw(uj)Kvj , 

so that

‖T ∗(f)‖2 ≥ I−2
v

n∑
j=1

|λj |2|w(uj)|2‖Kvj‖2 ≥ I−2
v δ2

n∑
j=1

|λj |2‖Kuj
‖2

≥ δ2I−2
v I−2

u ≥ δ2I−4
v .

In the last inequality, we used the obvious inequality Iu ≤ Iv (if f(vj) = aj , j = 1, . . . , n, 
then (f ◦ ϕ)(uj) = aj for j = 1, . . . , n, and ‖f ◦ ϕ‖∞ ≤ ‖f‖∞).

Hence an(T ) = an(T ∗) = bn(T ∗) ≥ δI−2
v . �
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In order to apply Theorem 5.2 for weighted Dirichlet spaces, we will use the following 
process.

First, it suffices to prove the lower estimate with (D 2
α)∗ instead of D 2

α , where:

(D 2
α)∗ = {f ∈ D 2

α ; f(0) = 0} (5.1)

is the hyperplane of D 2
α of functions vanishing at 0.

The derivation Δ is by definition a unitary operator from (D 2
α)∗ onto B2

α. For any 
symbol ϕ vanishing at 0, we have the following diagram, where w = ϕ′:

(D 2
α)∗ Δ−−−−→ B2

α

MwCϕ−−−−−→ B2
α

Δ−1

−−−−→ (D 2
α)∗ , (5.2)

with obviously (since ϕ′ (f ′ ◦ ϕ) = (f ◦ ϕ)′):

C
(D 2

α)∗
ϕ = Δ−1(MwCϕ) Δ ,

which shows that C(D 2
α)∗

ϕ , acting on the delicate space (D 2
α)∗ is unitarily equivalent to 

the weighted composition operator MwCϕ acting on the more robust space B2
α (in that 

M(B2
α) = H∞). Moreover, C(D 2

α)∗
ϕ and MwCϕ : B2

α → B2
α have the same approximation 

numbers.

5.2. The cusp map on weighted Dirichlet spaces

First, we recall the definition of the cusp map χ. We begin by defining:

χ0(z) =

( z − i

iz − 1

)1/2
− i

−i
( z − i

iz − 1

)1/2
+ 1

· (5.3)

That defines a conformal mapping from D onto the right half-disk

D = {z ∈ D ; Re z > 0}

such that χ0(1) = 0, χ0(−1) = 1, χ0(i) = −i, χ0(−i) = i, and χ0(0) =
√

2− 1. Then we 
set:

χ1(z) = logχ0(z), χ2(z) = − 2
π
χ1(z) + 1, χ3(z) = a

χ2(z)
, (5.4)

and finally:

χ(z) = 1 − χ3(z) , (5.5)
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where:

a = 1 − 2
π

log(
√

2 − 1) = 1.56 . . . ∈ (1, 2) (5.6)

is chosen in order that χ(0) = 0. The image Ω of the (univalent) cusp map χ is formed 
by the intersection of the inside of the disk D

(
1 − a

2 ,a2
)

and the outside of the two closed 

disks D
(
1 + ia

2 ,a2
)

and D
(
1 − ia

2 ,a2
)
.

Since χ is injective, it follows from Zorboska’s characterization in [43] (see also [35, 
Section 6.12]) that the composition operator Cχ is bounded on D 2

α for α ≥ 0. In particular 
χ ∈ D 2

α .

Theorem 5.3. Let χ be the cusp map acting on the Dirichlet space D 2
α. Then, for some 

positive constants b′α > bα > 0, depending only on α, we have, for all n ≥ 1:

e−b′α n/ logn � an(Cχ) � e−bα n/ logn for α > 0 , (5.7)

and

e−b′0
√
n � an(Cχ) � e−b0

√
n for α = 0 . (5.8)

Actually, the proof shows that, for α > 0, the constant bα can be chosen as c min(1, α), 
and b′α can be chosen as c′ max(1, α), where c, c′ are absolute positive constants.

Note that the case α < 0 is not relevant, since then composition operators Cϕ that 
are compact on D 2

α must satisfy ‖ϕ‖∞ < 1 ([34]).
The estimates (5.8) was first proved in [25, Theorem 3.1], with ad hoc methods. We 

give here a more transparent proof of the lower bound, based on weighted composition 
operators acting on B2

α, and that works for all α ≥ 0. Here the weight is χ′. Since 
χ ∈ D 2

α , we have χ′ ∈ B2
α.

We have the following estimates (the first one was given in [27, Lemma 4.2]).

Lemma 5.4. When r → 1−, it holds:

1 − χ(r) ≈ 1
log[1/(1 − r)] and χ′(r) ≈ 1

(1 − r) log2[1/(1 − r)]
· (5.9)

Proof. For r ∈ (0, 1), we have ([27, Lemma 4.2]):

χ0(r) = tan
[
1
2 arctan

(
1 − r

1 + r

)]
= tan

(π
8 − 1

2 arctan r
)

;

hence χ0(r) ≈ 1 − r and:

χ′
0(r) = −1 + [χ0(r)]2

2 ·
2(1 + r )
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Using the definitions (5.4) and (5.5), we get:

χ′
2 = − 2

π

χ′
0

χ0
and χ′

3 = −aχ′
2

χ2
2

·

So we have, when r → 1−:

χ2(r) ≈ log[1/(1 − r)]

and:

χ′
2(r) =

(
1 + [χ0(r)]2

π(1 + r2)

)
1

χ0(r)
≈ 1

χ0(r)
≈ 1

1 − r
·

The result follows. �
Proof of Theorem 5.3.
Proof of the lower bound.

We choose 0 < uj < 1 so as to get via (5.9), with vj = χ(uj) and ε > 0 to be adjusted 
later:

1 − vj = e−jε ; (5.10)

hence:

log
( 1

1 − uj

)
≈ ejε . (5.11)

The interpolation constant Iv of the sequence v = (vj)j satisfies Iv � 1/δ2
v , where δv

is its Carleson constant (see [12, Chapter VII, Theorem 1.1]). Since 1−vj+1
1−vj

= e−ε, we 
have ([26, Lemma 6.4]), for some positive constants c1, c2:

δv ≥ exp
(
− c1

1 − e−ε

)
≥ e−c2/ε ;

hence, with c0 = 2 c2:

Iv � e c0/ε

(where the implicit constant does not depend on ε).
The reproducing kernel of the Bergman space B2

α satisfies:

‖Ka‖ = 1
(1 − |a|2)1+α/2 ≈ 1

(1 − |a|)1+α/2 ·

Using (5.9) and (5.10), we get, for 1 ≤ j ≤ n:
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|χ′(uj)|
‖Kvj‖
‖Kuj

‖ � 1
(1 − uj) log2[1/(1 − uj)]

(1 − uj)1+α/2

(1 − vj)1+α/2

= 1
log2[1/(1 − uj)]

(1 − uj)α/2

(1 − vj)1+α/2

≈ 1
e2jε

exp(−α
2 ejε)

e−jε(1+α/2) = exp
(
−

[
α

2 ejε + jε
(
1 − α

2

)])
� exp

(
−

[
α

2 enε + nε
(
1 − α

2

)])
,

since the function t �→ α
2 et + t 

(
1 − α

2
)

is increasing; in fact, its derivative is positive.
Theorem 5.2 with w = χ′ gives:

a
B 2

α
n (Mχ′Cχ) � exp

(
−

[
α

2 enε + nε
(
1 − α

2

)
+ 2 c0

ε

])
. (5.12)

Case α = 0. In this case, we have:

a
B

2
0

n (Mχ′Cχ) � exp
(
−
[
nε + 2 c0

ε

])
.

Taking ε = 1/
√
n, we get:

a
D 2

0
n (Cχ) = a

B
2
0

n (Mχ′Cχ) � e−c
√
n

for some positive absolute constant c.
Case α > 0. We take ε = 1

n log
(

n
logn

)
and we get:

a
B

2
α

n (Mχ′Cχ) � exp
(
−
[
α

2
n

log(n) + log
( n

log(n)

)
+ 2 c0

n

log(n) − log(log(n))

])
.

Since log
(

n
log(n)

)
+ 2 c0 n

log(n)−log(log(n)) = O 
(

n
log(n)

)
, we get:

a
D 2

α
n (Cχ) � exp(−b′α n/ logn) ,

with b′α = c′ max(α, 1), where c′ is some positive absolute constant.

Proof of the upper bound.
For α = 0, the upper bound is proved in [25, Theorem 3.1]; for α > 0, we will follow 

that proof, with the same notation, but with the weighted Nevanlinna counting function 
Nχ,α instead of the counting function nχ. Recall that the weighted Nevanlinna counting 
function of the analytic function ϕ : D → D is:

Nϕ,α(w) =
∑

(1 − |z|2)α .

ϕ(z)=w
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Note that this definition is slightly different from, although equivalent to, that given in 
(4.18), but it is more convenient here.

Since the cusp map χ is univalent, we have:

Nχ,α(w) =
{

(1 − |χ−1(w)|2)α for w ∈ χ(D) ,
0 otherwise.

(5.13)

The Schwarz lemma gives Nχ,α(w) ≤ (1 − |w|2)α, but the following lemma gives the 
better estimate:

Nχ,α(w) � e−c0α/(1−|w|) , for w ∈ χ(D) (5.14)

Lemma 5.5. We have:

1 − |χ(z)| � 1
log[1/|1 − z|] for all z ∈ D ,

so that, for some positive constant c0:

1 − |χ−1(w)| ≤ |1 − χ−1(w)| � exp
(
− c0

1 − |w|
)

for all w ∈ χ(D) .

Proof of the lemma. It suffices to look at the neighborhood of 1, since outside the two 
functions are continuous and do not vanish. Setting u = 1 − z, an easy computation 
with Taylor expansions gives that z−i

iz−1 = −1 + iu + o (u), as u → 0, so 
(

z−i
iz−1

)1/2 =
i[1 − iu/2 + o (u)] = i + u/2 + o (u), and (recall (5.3) and (5.4)):

χ0(1 − u) = u

4 + o (u) as u → 0 ;

and |1 − χ(z)| = |χ3(z)| ≈
1

| log(χ0(z))|
� 1

log(1/|1 − z|) ·
Finally, since the cusp is contained in an angular sector, there exists some δ > 0 such 

that 1 − |χ(z)| ≥ δ|1 − χ(z)| for every z ∈ D. The result follows. �
Thus we obtain the following estimate.

Lemma 5.6. We have:

‖χn‖2
D 2

α
� n2 e−

√
2c0αn .

Proof. We have, since χ(0) = 0:

‖χn‖2
D 2

α
=

∫
|nχn−1(z)χ′(z)|2 dAα(z)
D
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=
∫

χ(D)

n2|w|2n−2Nχ,α(w) dA(w)

≤
∫

χ(D)

n2|w|2n−2 e−c0α/(1−|w|) dA(w)

≤ n2(1 − h)2n−2 + n2
∫

χ(D)∩{|w|≥1−h}

e−c0α/(1−|w|) dA(w)

� n2 e−2nh + n2 e−c0α/h .

Choosing h =
√
c0α/2n gives:

‖χn‖2
D 2

α
� n2 e−

√
2c0αn . �

For f(z) =
∑∞

n=0 cnz
n, we define:

(SNf)(z) =
N∑

n=0
cnz

n .

As a consequence of Lemma 5.6, we have the following majorization.

Lemma 5.7. We have:

‖Cχ − CχSN‖D 2
α

� N
3+2α

4 e−
√

2c0αN . (5.15)

Proof. It suffices to use the Hilbert-Schmidt norm and Lemma 5.6:

‖Cχ − CχSN‖2
D 2

α
≤ ‖Cχ − CχSN‖2

HS ≈
∑
n>N

‖χn‖2
D 2

α

n1−α

�
∑
n>N

n1+α e−
√

2c0αn ≈ N
3
2+α e−

√
2c0αN . �

Lemma 5.8. Let J be the canonical injection J : H2 → L2(μ) with dμ = Nχ,α dA. Then:

an(CχSN ) � N
1+α

2 an(J) . (5.16)

Proof. Let f ∈ (D 2
α)∗ and write f(z) =

∑∞
j=1 cjz

j , we have:

‖CχSNf‖2
D 2

α
=

∫
D

∣∣∣∣ N∑
j=1

jcjw
j−1

∣∣∣∣2 Nχ,α(w) dA(w) =
∫
D

|(ΔNf)(w)|2 dμ(w) ,

where ΔN : (D 2
α)∗ → H2 is defined by:
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(ΔNf)(w) =
N∑
j=1

jcjw
j−1 .

We hence have ‖CχSNf‖D 2
α

= ‖JΔNf‖L2(μ) for all f ∈ (D 2
α)∗. It follows that there 

exists a contraction TN : L2(μ) → (D 2
α)∗ such that:

CχSN = TNJΔN .

Now:

‖ΔNf‖2
H2 =

N∑
j=0

j1+αj1−α|cj |2 ≤ N1+α
N∑
j=0

j1−α|cj |2 ≤ N1+α‖f‖2
D 2

α
;

hence, by the ideal property of approximation numbers:

an(CχSN ) ≈ an
(
(CχSN )|(D 2

α)∗
)
≤ ‖TN‖ ‖ΔN‖ an(J) � N

α+1
2 an(J) . �

Proposition 5.9. Let α > 0 and J be the canonical injection J : H2 → L2(μ) with dμ =
Nχ,α dA. Then, for some absolute positive constant c:

an(J) � exp
(
−c min(α, 1) n

log n

)
. (5.17)

Proof. We use a modification of the Blaschke product of [25, page 168], as follows. Let 
r = [log2 n] be the greatest integer < log2 n, where log2 is the binary logarithm, and B0
be the Blaschke product with simple zeros at the points:

zj = 1 − 2−j , 1 ≤ j ≤ r ,

and we consider the Blaschke product B = Bn
0 .

Let E = BH2, which is a subspace of H2 of codimension n [log2 n].
We have, by the Carleson embedding theorem for H2 (see [23, Lemma 2.4]):

‖J|E‖2 � sup
0<h<1
ξ∈T

1
h

∫
S(ξ,h)∩Ω

|B|2Nχ,α dA , (5.18)

where S(ξ, h) = {z ∈ D ; |z − ξ| < h} and:

Ω = χ(D) . (5.19)

Note that A[S(ξ, h) ∩ Ω] � h3 since the area of χ(D) ∩ {|w| ≥ 1 − h} is ≈ h3; in fact 
this set is delimited at the cuspidal point 1 by two circular arcs.



P. Lefèvre et al. / Journal of Functional Analysis 280 (2021) 108834 39
Now we majorize the right-hand side of (5.18). For that, we first note that, since Ω
is contained in an angular sector, there is an absolute positive constant δ0 such that 
1 − |w| ≥ δ0|1 − w| for all w ∈ Ω. Hence if w ∈ S(ξ, h) ∩ Ω, we have:

δ0 |1 − w| ≤ 1 − |w| ≤ |ξ − w| < h ,

and w ∈ S(1, h/δ0). Hence S(ξ, h) ∩ Ω ⊆ S(1, h/δ0) ∩ Ω.
Moreover, we may assume that h = δ02−l and we separate two cases.
• l ≥ r.
We simply majorize |B| by 1. Lemma 5.5 and (5.14) lead to:

1
h

∫
S(ξ,h)∩Ω

|B|2Nχ,α dA � 1
h

∫
S(ξ,h)∩Ω

exp(−α c0/h) dA

� 1
h

e−αc0/h A[S(ξ, h) ∩ Ω] ≈ h2 e−αc0/h

≤ e−α (c0/δ0) 2l ≤ e−α (c0/δ0) 2r ≤ e−α (c0/2δ0)n .

• l < r.
We write:∫

S(ξ,h)∩Ω

|B|2Nχ,α dA ≤
∫

S(1,h/δ0)∩Ω

|B|2Nχ,α dA

=
∫

S(1,2−r)∩Ω

|B|2Nχ,α dA

+
∫

{w∈Ω ; 2−r≤|w−1|<2−l}

|B|2Nχ,α dA .

By the previous case, the first integral in the right-hand side, divided by h, is �
e−α (c0/2δ0)n.

Now, if 2−r ≤ |w−1| < 2−l, there is some j ∈ {l+1, . . . , r} such that 2−j ≤ |w−1| <
2−j+1. Then:

|w − zj | ≤ |w − 1| + |1 − zj | ≤ 2−j+1 + 2−j = 3 . 2−j ;

hence, since 2−j ≤ (1/δ0) (1 − |w|) and 1 − |zj | = 1 − zj = 2−j , we have, with M =
max(3, 1/δ0):

|w − zj | ≤ M min(1 − |w|, 1 − |zj |) .

Therefore [23, Lemma 2.3] shows that the modulus of the j-th factor of B0(w) is less 
or equal than κ = M/

√
M2 + 1 < 1. It follows that |B(w)| = |B0(w)|n ≤ κn. Using 

Nχ,α(w) ≤ 1 we obtain:
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1
h

∫
{w∈Ω ; 2−r≤|w−1|<2−l}

|B|2Nχ,α(w) dA � 1
h
A[S(ξ, h) ∩ Ω]κ2n � κ2n = e−ε0n

for some absolute constant ε0 > 0.
We get:

1
h

∫
S(ξ,h)∩Ω

|B|2Nχ,α dA � e−α (c0/2δ0)n + e−ε0n � e−c1 min(α,1)n , (5.20)

where c1 > 0 does not depend on α.
In either case, we obtain,

‖J|E‖ � e−c2 min(α,1)n .

That means that the Gelfand number cn [log2 n](J) is � e−c2 min(α,1)n. Since the Gelfand 
numbers are the same as the approximation numbers on Hilbert spaces, we get:

an [log2 n](J) � e−c2 min(α,1)n,

or, making a change of variables in the indices:

an(J) � exp
(
−c3 min(α, 1) n

log n

)
,

as claimed. �
End of the proof of the upper bound. For every operator R : D 2

α → D 2
α with rank < n, 

we have:

‖Cχ −R‖ ≤ ‖Cχ − CχSN‖ + ‖CχSN −R‖ ;

so:

an(Cχ) ≤ ‖Cχ − CχSN‖ + an(CχSN ) .

Using Lemma 5.7, Lemma 5.8 and Proposition 5.9, we obtain:

an(Cχ) � N
3+2α

4 e−
√

2c0αN + N
α+1

2 e−c3 min(α,1)n/ logn

� N
3+2α

4
(
e−

√
2c0αN + e−c3 min(α,1)n/ logn

)
.

a) Suppose first that α ≤ 1. Then:

an(Cχ) � N
3+2α

4
(
e−

√
2c0αN + e−c3αn/ logn

)
.
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Choosing N as the integral part of α(c23/2c0) (n/ log n)2, we get:

an(Cχ) �
(

n

log n

) 3+2α
2

e−c3αn/ logn �
(

n

log n

) 5
2

e−c3αn/ logn � e−c′3αn/ logn ,

for another absolute constant c′3 < c3.
b) For α > 1, we have:

an(Cχ) � N
3+2α

4
(
e−

√
2c0αN + e−c3 n/ logn

)
.

Choosing for N the integral part of (1/α)(c23/2c0)(n/ log n)2, we get:

an(Cχ) �
(

n

log n

) 3+2α
2

e−c3n/ logn .

However, the term (n/ logn) 3+2α
2 tends to infinity when α tends to infinity (even if the 

implicit constants in the inequalities depend on α). In order to have a better estimate, 
we need a different strategy.

We recall that D 2
1 = H2. We now use Theorem 3.12, which is licit as indicated in the 

remarks following the statement of this theorem. Using the previously treated case, we 
obtain that:

a
D 2

α
2n (Cχ) ≤

√
aH

2
1 (Cχ) aH2

n (Cχ) � exp
(
−c

n

log n

)
·

Hence, rescaling on one hand and using the monotony of the sequence of the approxi-
mation numbers on the other hand, we get:

a
D 2

α
n (Cχ) � exp

(
−c′

n

log n

)
,

where the underlying constants do not depend on α.

That ends the proof of Theorem 5.3. �
Remark 1. Actually, for α > 0, the formula (5.12) gives that:

a
D 2

α
n (Cχ) � exp

(
−
[
α

2 enε + nε
(
1 − α

2

)
+ 2 c0

ε

])
. (5.21)

Taking ε = 1/
√
n, we get, for 0 < α < 2, with c1 = 1 + 2 c0, this “bad” estimate:

a
D 2

α
n (Cχ) � exp

(
−

[
α e

√
n + c1

√
n

])
.
2
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Nevertheless, Theorem 3.12, 3) a), gives:

a
D 2

0
n (Cχ) �

(
a
D 2

α
2n (Cχ)

)2
� exp

(
−

[
α e

√
2n + 2c1

√
2n

])
.

Note that, even though we did not explicitly state them, the implicit constants in these 
inequalities are ≈ 2−α/2; so, letting α tend to 0, we obtain, with c = 2 3

2 c1:

a
D 2

0
n (Cχ) � e−c

√
n ,

explaining the jump between the cases α > 0 and α = 0.

Remark 2. When α → 0+, the behavior both of the upper and the lower estimates 
remains quite far from the one in the case α = 0. It would be interesting to get better 
control on both sides relative to α to understand the breaking point between the case 
α > 0 and the case α = 0. Very likely, it would require a different viewpoint and different 
methods of estimating approximation numbers.

5.3. Lens maps for weighted Dirichlet spaces

In this section, we consider lens maps (see [36, page 27]). Let us recall that for 0 <
θ < 1, the lens map λθ of parameter θ is the map from D into D defined by:

λθ(z) = (1 + z)θ − (1 − z)θ

(1 + z)θ + (1 − z)θ · (5.22)

It is a conformal map obtained by sending D onto the right half-plane, then taking 
the power θ, and going back to D.

Since λθ is univalent, it follows from [43, Theorem 1] that the associated composition 
operator Cλθ

is bounded on D 2
α for all α ≥ 0.

Theorem 5.10. Let 0 < θ < 1 and λθ be the lens map of parameter θ. Then the compo-
sition operator Cλθ

is not compact on D 2 = D 2
0 ; but for all α > 0, Cλθ

is compact on 
D 2

α, and moreover there are positive constants b > b′ > 0, depending only on θ and α, 
such that, for all n ≥ 1:

e−b
√
n � an(Cλθ

) � e−b′
√
n . (5.23)

In particular, for α > 0, Cλθ
is in all the Schatten classes Sp(D 2

α) for p > 0.

The proof shows that we can take b =
√
α bθ, where bθ is a positive constant depending 

only on θ and that the constant b′ can be taken equal to c 2(1−θ)
2α+(1−α)θ α

3/2 for some positive 
absolute constant c.
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Proof. Since λθ is univalent, its weighted Nevanlinna counting function is:

Nλθ,α(w) = (1 − |λ−1
θ (w)|)α for w ∈ Ω := λθ(D)

and 0 elsewhere. By [43, Theorem 1], Cλθ
is compact on D 2

α if and only if:

sup
ξ∈T

1
h2

∫
W (ξ,h)

Nλθ,α(w)
(1 − |w|2)α dA(w)−→

h→0
0 .

Since, for w ∈ Ω:

1 − |λ−1
θ (w)| ≈ (1 − |w|)1/θ , (5.24)

we have: ∫
W (ξ,h)

Nλθ,α(w)
(1 − |w|2)α dA(w) ≈ h2+ 1−θ

θ α ;

so Cλθ
is compact on D 2

α for α > 0, but is not compact on D 2
0 .

For the estimates on approximation numbers, the proof follows the line of that of 
Theorem 5.3; hence we only sketch it.

Lower estimate.
For 0 < α ≤ 1, we can use Theorem 3.12, 3) a) and [23, Theorem 2.1]:

e−c
√
n �

[
a2n

(
CH2

λθ

)]2 � an
(
C

D 2
α

λθ

)
,

since H2 = D 2
1 is dominated by D 2

α .
However, for all α > 0, the proof given for the cusp map can be used also for the lens 

maps. The only difference is that, if λθ(uj) = vj , we have 1 −uj ≈ (1 −vj)1/θ, via (5.24), 
and:

λ′
θ(z) ≈ (1 − z)θ−1 for z ∈ D with Re z > 0 .

Hence we get:

|λ′
θ(uj)|

‖Kvj‖
‖Kuj

‖ � 1
(1 − vj)

1
θ−1

(1 − vj)
1
θ (1+α

2 )

(1 − vj)1+
α
2

= (1 − vj)
α
2 ( 1

θ−1) .

Choosing vj = 1 − e−jε, we get:

a
B

2
α

n (Mλ′
θ
Cλθ

) � exp
(
−
[
α(1 − 1

)
n ε + C

])
.
2 θ ε
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Taking ε =
√

2C
α

θ
1−θ

1√
n

gives now the result.

Upper estimate.
1) We have:

Lemma 5.11. For the lens map λθ of parameter θ, 0 < θ < 1, we have, for α > 0:

‖λn
θ ‖D 2

α
� n−α/2θ . (5.25)

Proof. Let Ω = {z ∈ D ; Re z > 0}. For z ∈ Ω, we easily see that:

|λθ(z)| ≤ exp(−c |1 − z|θ) and |λ′
θ(z)| � |1 − z|θ−1 . (5.26)

We get, using (1 − |z|)α ≤ |1 − z|α and the symmetry of λθ:

‖λn
θ ‖2

D 2
α

= 2(α + 1)
∫
Ω

n2|λθ(z)|2n−2|λ′
θ(z)|2(1 − |z|2)α

� n2
∫
Ω

exp
(
− 2 c(n− 1) |1 − z|θ

)
|1 − z|2θ−2 |1 − z|α dA(z) .

Using polar coordinates centered at 1 and then making the change of variable x = cnrθ, 
so r = c−1/θn−1/θx1/θ, we obtain:

‖λn
θ ‖2

D 2
α

� n2
+∞∫
0

exp(−cnrθ) r2θ−2 rα r dr

≈ n2
+∞∫
0

e−xn− 2θ−1+α
θ x

2θ−1+α
θ x

1
θ−1n−1/θ dx ≈ n−α/θ . �

2) We have:

‖Cλθ
− Cλθ

SN‖2
D 2

α
� 1

N
1−θ
θ α

· (5.27)

In fact, using the Hilbert-Schmidt norm on D 2
α :

‖Cλθ
− Cλθ

SN‖2
D 2

α
≤ ‖Cλθ

− Cλθ
SN‖2

HS �
∑
n>N

1
nα/θ

1
n1−α

=
∑
n>N

1
n

1−θ
θ α+1

≈ 1
N

1−θ
θ α

·
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3) We have, exactly as for the cusp map:

an(Cλθ
SN ) � N

α+1
2 an(J) , (5.28)

where J : H2 → L2(μ) is the canonical injection.
4) We have:

an(J) � e−c
√
α
√
n . (5.29)

In fact, we take the Blaschke product B0 as for the cusp map, except that here we take 
its length r as the largest integer <

√
n. We then take B = B

[α
√
n]

0 . With the notation 
used for the cusp map, when l < r and 2−r ≤ |w − 1| < 2−l, we have |B(w)| � κα

√
n; 

and when l ≥ r, we use (5.24).
5) Finally, we have:

an(Cλθ
) � 1

N
1−θ
θ α

+ N
α+1

2 e−c
√
αn ,

and the choice for N of the integer part of ec
2θ

2α+(1−α)θ
√
α
√
n gives:

an(Cλθ
) � exp

(
− c

2(1 − θ)
2α + (1 − α)θ α3/2 √n

)
· �

Remark. Since an(Cλθ
) � e−αbθ

√
n for α > 0, Theorem 3.12, 3) a), gives:

a
D 2

0
n (Cλθ

) �
(
a
D 2

α
2n (Cλθ

)
)2

� e−2αbθ
√

2n ;

letting α tend to 0, we get aD
2
0

n (Cλθ
) � 1 and we recover that Cλθ

is not compact on D 2
0 .

Acknowledgment

L. Rodríguez-Piazza is partially supported by the project PGC2018-094215-B-I00 
(Spanish Ministerio de Ciencia, Innovación y Universidades, and FEDER funds).

Parts of this paper was made when he visited the Université d’Artois in Lens and the 
Université de Lille in January 2019. It is his pleasure to thank all his colleagues in these 
universities for their warm welcome.

This work is also partially supported by the grant ANR-17-CE40-0021 of the French 
National Research Agency ANR (project Front).

References

[1] K.R.M. Attele, Analytic multipliers of Bergman spaces, Mich. Math. J. 31 (1984) 307–319.
[2] K.R.M. Attele, Multipliers of the range of composition operators, Tokyo J. Math. 15 (1) (1992) 

185–198.

http://refhub.elsevier.com/S0022-1236(20)30377-3/bibA8BDBD7631004303817C1D0A5433AE15s1
http://refhub.elsevier.com/S0022-1236(20)30377-3/bib5EE9283B9E367A7BB5EE0599EDDD65A7s1
http://refhub.elsevier.com/S0022-1236(20)30377-3/bib5EE9283B9E367A7BB5EE0599EDDD65A7s1


46 P. Lefèvre et al. / Journal of Functional Analysis 280 (2021) 108834
[3] J. Bak, D.J. Newman, Complex Analysis, second edition, Undergraduate Texts in Mathematics, 
Springer-Verlag, New York, 1997.

[4] F. Bayart, H. Queffélec, K. Seip, Approximation numbers of composition operators on Hp spaces 
of Dirichlet series, Ann. Inst. Fourier (Grenoble) 66 (2) (2016) 551–588.

[5] B. Carl, I. Stephani, Entropy, Compactness and the Approximation of Operators, Cambridge Tracts 
in Mathematics, vol. 98, Cambridge University Press, Cambridge, 1990.

[6] I. Chalendar, J.R. Partington, Norm estimates for weighted composition operators on spaces of 
holomorphic functions, Complex Anal. Oper. Theory 8 (5) (2014) 1087–1095.

[7] I. Chalendar, J.R. Partington, Compactness and norm estimates for weighted composition operators 
on spaces of holomorphic functions, in: Harmonic Analysis, Function Theory, Operator Theory, and 
Their Applications, in: Theta Ser. Adv. Math., vol. 19, Theta, Bucharest, 2017, pp. 81–89.

[8] M.D. Contreras, A.G. Hernández-Díaz, Weighted composition operators between different Hardy 
spaces, Integral Equ. Oper. Theory 46 (2) (2003) 165–188.

[9] C.C. Cowen, B.D. MacCluer, Composition Operators on Spaces of Analytic Functions, Studies in 
Advanced Mathematics, CRC Press, Boca Raton, FL, 1995.

[10] J. Dieudonné, Calcul infinitésimal, deuxième édition, Hermann, 1980.
[11] O. El-Fallah, K. Kellay, J. Mashreghi, T. Ransford, A Primer on the Dirichlet Space, Cambridge 

Tracts in Mathematics, vol. 203, Cambridge University Press, Cambridge, 2014.
[12] J.B. Garnett, Bounded Analytic Functions, revised first edition, Graduate Texts in Mathematics, 

vol. 236, Springer, New York, 2007.
[13] W.W. Hastings, A Carleson measure theorem for Bergman spaces, Proc. Am. Math. Soc. 52 (1975) 

237–241.
[14] W.K. Hayman, P.B. Kennedy, Subharmonic Functions, vol. I, London Mathematical Society Mono-

graphs, vol. 9, Academic Press, London-New York, 1976.
[15] V. È Kacnel’son, A remark on canonical factorization in certain spaces of analytic functions, in: 
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