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Hasse–Schmidt derivations versus classical derivations

Luis Narváez Macarro

Dedicated to Lê Dũng Tráng

Abstract. In this paper we survey the notion and basic results on multivari-
ate Hasse–Schmidt derivations over arbitrary commutative algebras and we
associate to such an object a family of classical derivations. We study the be-
havior of these derivations under the action of substitution maps and we prove

that, in characteristic 0, the original multivariate Hasse–Schmidt derivation
can be recovered from the associated family of classical derivations. Our con-
structions generalize a previous one by M. Mirzavaziri in the case of a base
field of characteristic 0.

Introduction

Let k be a commutative ring and A a commutative k-algebra. A Hasse–
Schmidt derivation of A over k of length m ≥ 0 (or m = ∞), is a sequence
D = (D0, D1, . . . , Dm) (or D = (D0, D1, . . . )) of k-linear endomorphisms of A
such that D0 is the identity map and

Dα(xy) =
∑

β+γ=α

Dβ(x)Dγ(y), ∀α, ∀x, y ∈ A.

A such D can be seen as a power series D =
∑m

α=0Dαt
α in the quotient ring

R[[t]]/〈tm+1〉, with R = Endk(A) (the ring of endomorphisms of A as k-module).
For i ≥ 1, the ith component Di turns out to be a k-linear differential operator of
order ≤ i vanishing on 1, in particular D1 is a k-derivation of A.

The notion of Hasse–Schmidt derivation was introduced in [1] in the case where
k is a field of characteristic p > 0 and A a field of algebraic functions over k. This
notion was used to understand, among others, Taylor expansions in this setting.
But actually, Hasse–Schmidt derivations make sense in full generality.

If we are in characteristic 0 (Q ⊂ k), then it is easy to produce examples
of Hasse–Schmidt derivations: starting with a k-linear derivation δ : A → A we
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consider its exponential:

etδ =

∞∑

α=0

δα

α!
tα ∈ R[[t]], R = Endk(A).

It is clear that etδ is a Hasse–Schmidt derivation of A over k (of infinite length).
This example also proves that, always under the characteristic 0 hypothesis, any
k-linear derivation δ : A→ A appears as the 1-component of some Hasse–Schmidt
derivation (of infinite length, and so, of any length m ≥ 1) of A over k. This is what
we call “to be ∞-integrable” (and so “m-integrable”, for each m ≥ 1) (see [5]). But
if we are no more in characteristic 0, the situation becomes much more involved
and integrable derivations deserve special attention (see [8, 4, 13] for several recent
achievements in that direction).

As far as the author knows, two papers have been concerned with the descrip-
tion of Hasse–Schmidt derivations in terms of usual derivations, both in the case
where k is a field of characteristic 0. In [3] it is proven that1, if A is a (possi-
bly non-commutative) k-algebra, then any Hasse–Schmidt derivation D = (D0 =
Id, D1, D2, . . . ) of infinite length of A over k is determined by a unique sequence
δ = (δ1, δ2, . . . ) of classical derivations δi ∈ Derk(A). Namely, the expressions
relating D and δ are:

δn =

n∑

r=1

(−1)r+1

r

∑

n1+···+nr=n
ni>0

Dn1Dn2 · · ·Dnr
, Dn =

n∑

r=1

1

r!

∑

n1+···+nr=n
ni>0

δn1δn2 · · · δnr
,

or in other words:
∞∑

n=0

Dnt
n = exp

(
∞∑

n=1

δnt
n

)
.

A similar result is proven in [7]: any Hasse–Schmidt derivation D = (D0 =
Id, D1, D2, . . . ) of infinite length of A over k determines, and is determined by
a sequence δ = (δ1, δ2, . . . ) of classical derivations given by the following recursive
formula:

(n+ 1)Dn+1 =

n∑

r=0

δr+1Dn−r, n ≥ 0.

An interesting reinterpretation of both results can be found in [2].

The goal of this paper is twofold: to give a survey of multivariate Hasse–Schmidt
derivations over a general commutative base ring k and a general commutative k-
algebra A, as defined in [9]; and to generalize the construction in [7] to this setting.

One of our motivations is to understand the relationship between HS-modules,
as defined in [10], and classical integrable connections. The paper [11] is devoted
to prove that both notions are equivalent in characteristic 0, and the proof strongly
depends on the constructions and results of the present paper.

1This result has been “rediscovered” in [12] for A a commutative algebra over a field k of
characteristic zero.
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A (p,∆)-variate Hasse–Schmidt derivation of A over k is a familyD = (Dα)α∈∆
of k-linear endomorphisms of A such that D0 is the identity map and:

Dα(xy) =
∑

β+γ=α

Dβ(x)Dγ(y), ∀α ∈ ∆, ∀x, y ∈ A,

where ∆ ⊂ Np is a non-empty co-ideal, i.e. a subset of Np such that everytime
α ∈ ∆ and α′ ≤ α (i.e. α−α′ ∈ Np) we have α′ ∈ ∆. A simple but important idea
is to think on Hasse–Schmidt derivations as series D =

∑
α∈∆

Dαs
α in the quotient

ring R[[s]]∆ of the power series ring R[[s]] = R[[s1, . . . , sp]], R = Endk(A), by the
two-sided monomial ideal generated by all sα with α ∈ Np \∆.

The set HSpk(A; ∆) of (p,∆)-variate Hasse–Schmidt derivations is a subgroup

of the group of units (R[[s]]∆)
×, and it also carries the action of substitution maps:

given a substitution map ϕ : A[[s1, . . . , sp]]∆ → A[[t1, . . . , tq]]∇ and a (p,∆)-variate
Hasse–Schmidt derivation D =

∑
α∈∆

Dαs
α we obtain a new (q,∇)-variate Hasse–

Schmidt derivation given by:

ϕ•D :=
∑

α∈∆

ϕ(sα)Dα.

This new structure is a key point in [10].

To generalize the construction in [7], we reinterpret the aforementioned recur-
sive formula by means of the “logarithmic derivative type” maps:

εi : D ∈ HSpk(A; ∆) 7−→ εi(D) := D∗
(
si
∂D

∂si

)
∈ R[[s]]∆, i = 1, . . . , p,

where D∗ denotes the inverse of D. The starting point is to check that the coeffi-
cients of ε(D) are always classical derivations, i.e. ε(D) ∈ Derk(A)[[s]]∆.

Let us comment on the content of the paper.

In section 1 we have gathered some notations and constructions on power series
modules, powers series rings and substitution maps, most of them taken from [9],
and we study the maps εi, and their conjugate εi.

In section 2 we recall the notion and the basic properties of multivariate Hasse–
Schmidt derivations and of the action of substitution maps on these objects.

Section 3 contains the main original results of this paper. First, we see how
the εi or εi maps of section 1 allow us to associate to any multivariate Hasse–
Schmidt derivation a power series whose coefficients are classical derivations, as
explained before. When Q ⊂ k we obtain a characterization of multivariate Hasse–
Schmidt derivations in terms of the εi (or εi) maps, and we prove that any multivari-
ate Hasse–Schmidt derivation can be constructed from a power series of classical
derivations. To finish, we study the behavior of the εi maps of a multivariate
Hasse–Schmidt derivation under the action of substitution maps.

1. Notations and preliminaries

1.1. Notations. Throughout the paper we will use the following notations:

-) k is a commutative ring and A a commutative k-algebra.

-) s = {s1, . . . , sp}, t = {t1, . . . , tq}, . . . are sets of variables.

-) Up(R; ∆): see Notation 1.2.4.
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-) Ce(ϕ, α): see (1.11).

-) ϕ•r, r •ϕ: see 1.3.5.

-) ϕD: see 2.2.3.

1.2. Some constructions on power series rings and modules. Through-
out this section, k will be a commutative ring, A a commutative k-algebra and R
a ring, not-necessarily commutative.

Let p ≥ 0 be an integer and let us call s = {s1, . . . , sp} a set of p variables.
The support of each α ∈ Np is defined as suppα := {i | αi 6= 0}. The monoid Np

is endowed with a natural partial ordering. Namely, for α, β ∈ Np, we define:

α ≤ β
def.
⇐⇒ ∃γ ∈ Np such that β = α+ γ ⇐⇒ αi ≤ βi ∀i = 1 . . . , p.

We denote |α| := α1 + · · ·+ αp.

Let p ≥ 1 be an integer and s = {s1, . . . , sp} a set of variables. IfM is an abelian
group and M [[s]] is the abelian group of power series with coefficients in M , the
support of a series m =

∑
αmαs

α ∈M [[s]] is supp(m) := {α ∈ Np | mα 6= 0} ⊂ Np.
We have m = 0 ⇔ supp(m) = ∅.

The abelian group M [[s]] is clearly a Z[[s]]-module, which will be always en-
dowed with the 〈s〉-adic topology.

Definition 1.2.1. We say that a subset ∆ ⊂ Np is an ideal (resp. a co-ideal)
of Np if everytime α ∈ ∆ and α ≤ α′ (resp. α′ ≤ α), then α′ ∈ ∆.

It is clear that ∆ ⊂ Np is an ideal if and only if its complement ∆c is a co-ideal,
and that the union and the intersection of any family of ideals (resp. of co-ideals)
of Np is again an ideal (resp. a co-ideal) of Np. Examples of ideals (resp. of co-
ideals) of Np are the β + Np (resp. the {α ∈ Np | α ≤ β} ) with β ∈ Np. The
{α ∈ Np | |α| ≤ m} with m ≥ 0 are also co-ideals. Notice that a co-ideal ∆ ⊂ Np

is non-empty if and only if {0} ⊂ ∆.

1.2.2 Let M be an abelian group. For each co-ideal ∆ ⊂ Np, we denote by ∆M

the closed sub-Z[[s]-bimodule of M [[s]] whose elements are the formal power series∑
α∈Np mαs

α such that mα = 0 whenever α ∈ ∆, and M [[s]]∆ :=M [[s]]/∆M . The
elements in M [[s]]∆ are power series of the form

∑
α∈∆

mαs
α, mα ∈M . If f :M →

M ′ is a homomorphism of abelian groups, we will denote by f : M [[s]]∆ →M ′[[s]]∆
the Z[[s]]∆-linear map defined as f

(∑
α∈∆

mαs
α
)
=
∑

α∈∆
f(mα)s

α.

If R is a ring, then ∆R is a closed two-sided ideal of R[[s]] and so R[[s]]∆ is a
topological ring, which we always consider endowed with the 〈s〉-adic topology ( =
to the quotient topology). Similarly, if M is an (A;A)-bimodule (central over k),
then M [[s]]∆ is an (A[[s]∆;A[[s]]∆)-bimodule (central over k[[s]]∆).

For ∆′ ⊂ ∆ non-empty co-ideals of Np, we have natural Z[[s]]-linear projections
τ∆∆′ :M [[s]]∆ −→M [[s]]∆′,that we call truncations:

τ∆∆′ :
∑

α∈∆

mαs
α ∈M [[s]]∆′ 7−→

∑

α∈∆′

mαs
α ∈M [[s]]∆.

If M is a ring (resp. an (A;A)-bimodule), then the truncations τ∆∆′ are ring
homomorphisms (resp. (A[[s]]∆;A[[s]]∆)-linear maps). For ∆′ = {0} we have
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M [[s]]∆′ = M and the kernel of τ∆{0} will be denoted by M [[s]]∆,+. We have a
bicontinuous isomorphism:

M [[s]]∆ = lim
←−

M [[s]]∆′

where ∆′ runs over all finite co-ideals contained in ∆.

Definition 1.2.3. A k-algebra over A is a (not-necessarily commutative) k-
algebra R endowed with a map of k-algebras ι : A → R. A map between two
k-algebras ι : A → R and ι′ : A → R′ over A is a map g : R → R′ of k-algebras
such that ι′ = g ◦ ι.

It is clear that if R is a k-algebra over A, then R[[s]]∆ is a k[[s]]∆-algebra over
A[[s]]∆.

Notation 1.2.4. Let R be a ring, p ≥ 1 and ∆ ⊂ Np a non-empty co-ideal.
We denote by U

p(R; ∆) the multiplicative sub-group of the units of R[[s]]∆ whose
0-degree coefficient is 1. The multiplicative inverse of a unit r ∈ R[[s]]∆ will be
denoted by r∗. Clearly, U

p(R; ∆)opp = U
p(Ropp; ∆). For ∆ ⊂ ∆′ co-ideals we

have τ∆′∆ (Up(R; ∆′)) ⊂ U
p(R; ∆) and the truncation map τ∆′∆ : Up(R; ∆′) →

U
p(R; ∆) is a group homomorphisms. Clearly, we have:

(1.1) U
p(R; ∆) = lim

←−

∆′⊂∆

♯∆′<∞

U
p(R; ∆′).

If p = 1 and ∆ = {i ∈ N | i ≤ m} we will simply denote U(R;m) := U
1(R; ∆).

For any ring homomorphism f : R → R′, the induced ring homomorphism
f : R[[s]]∆ → R′[[s]]∆ sends U

p(R; ∆) into U
p(R′; ∆) and so it induces natural

group homomorphisms Up(R; ∆) → U
p(R′; ∆).

We recall the following easy result (cf. Lemma 2 in [9]).

Lemma 1.2.5. Let R be a ring and ∆ ⊂ Np a non-empty co-ideal. The units in
R[[s]]∆ are those power series r =

∑
rαs

α such that r0 is a unit in R. Moreover,
in the special case where r0 = 1, the inverse r∗ =

∑
r∗αs

α of r is given by r∗0 = 1
and

r∗α =

|α|∑

d=1

(−1)d
∑

α•∈P(α,d)

rα1 · · · rαd for α 6= 0,

where P(α, d) is the set of d-uples α• = (α1, . . . , αd) with αi ∈ N(s), αi 6= 0, and
α1 + · · ·+ αd = α.

1.2.6 Let E,F be A-modules. For each r =
∑

β rβs
β ∈ Homk(E,F )[[s]]∆ we

denote by r̃ : E[[s]]∆ → F [[s]]∆ the map defined by:

r̃

(
∑

α∈∆

eαs
α

)
:=
∑

α∈∆

(
∑

β+γ=α

rβ(eγ)

)
sα,

which is obviously a k[[s]]∆-linear map. It is clear that the map:

(1.2) r ∈ Homk(E,F )[[s]]∆ 7−→ r̃ ∈ Homk[[s]]∆(E[[s]]∆, F [[s]]∆)

is (A[[s]]∆;A[[s]]∆)-linear.



6 L. NARVÁEZ MACARRO

If f : E[[s]]∆ → F [[s]]∆ is a k[[s]]∆-linear map, let us denote by fα : E → F ,
α ∈ ∆, the k-linear maps defined by:

f(e) =
∑

α∈∆

fα(e)s
α, ∀e ∈ E.

If g : E → F [[s]]∆ is a k-linear map, we denote by ge : E[[s]]∆ → F [[s]]∆ the unique
k[[s]]∆-linear map extending g to E[[s]]∆ = k[[s]]∆⊗̂kE. It is given by:

(1.3) ge

(
∑

α

eαs
α

)
:=
∑

α

g(eα)s
α.

We have a k[[s]]∆-bilinear and A[[s]]∆-balanced map:

〈−,−〉 : (r, e) ∈ Homk(E,F )[[s]]∆ × E[[s]]∆ 7−→ 〈r, e〉 := r̃(e) ∈ F [[s]]∆.

The following assertions are clear (see [9, Lemma 3]):

1) The map (1.2) is an isomorphism of (A[[s]]∆;A[[s]]∆)-bimodules. When
E = F it is an isomorphism of k[[s]]∆-algebras over A[[s]]∆.

2) The restriction map:

f ∈ Homk[[s]]∆(E[[s]]∆, F [[s]]∆) 7→ f |E ∈ Homk(E,F [[s]]∆),

is an isomorphism of (A[[s]]∆;A)-bimodules.

Let us call R = Endk(E). As a consequence of the above properties, the
composition of the maps:

(1.4) R[[s]]∆
r 7→r̃
−−−→ Endk[[s]]∆(E[[s]]∆)

f 7→f |E
−−−−→ Homk(E,E[[s]]∆)

is an isomorphism of (A[[s]]∆;A)-bimodules, and so Homk(E,E[[s]]∆) inherits a
natural structure of k[[s]]∆-algebra over A[[s]]∆. Namely, if g, h : E → E[[s]]∆ are
k-linear maps with:

g(e) =
∑

α∈∆

gα(e)s
α, h(e) =

∑

α∈∆

hα(e)s
α, ∀e ∈ E, gα, hα ∈ Homk(E,E),

then the product hg ∈ Homk(E,E[[s]]∆) is given by:

(1.5) (hg)(e) =
∑

α∈∆

(
∑

β+γ=α

(hβ ◦ gγ)(e)

)
sα.

Notation 1.2.7. We denote:

Hom ◦k (E,E[[s]]∆) := {f ∈ Homk(E,E[[s]]∆) | f(e) ≡ e mod 〈s〉E[[s]]∆ ∀e ∈ E} ,

Aut ◦k[[s]]∆(E[[s]]∆) :={
f ∈ Autk[[s]]∆(E[[s]]∆) | f(e) ≡ e0 mod 〈s〉E[[s]]∆ ∀e ∈ E[[s]]∆

}
.

Let us notice that a f ∈ Homk(E,E[[s]]∆), given by f(e) =
∑
α∈∆ fα(e)s

α, belongs
to Hom ◦k (E,E[[s]]∆) if and only if f0 = IdE .

The isomorphism in (1.4) gives rise to a group isomorphism:

(1.6) r ∈ U
p(Endk(E);∆)

∼
7−→ r̃ ∈ Aut ◦k[[s]]∆(E[[s]]∆)

and to a bijection:

(1.7) f ∈ Aut ◦k[[s]]∆(E[[s]]∆)
∼
7−→ f |E ∈ Hom ◦k (E,E[[s]]∆).

So, Hom ◦k (E,E[[s]]∆) is naturally a group with the product described in (1.5).
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If R is a (not necessarily commutative) k-algebra and ∆ ⊂ Np is a co-ideal, any
continuous k-linear map h : k[[s]]∆ → k[[s]]∆ induces a natural continuous left and
right R-linear map:

hR := IdR⊗̂kh : R[[s]]∆ = R⊗̂kk[[s]]∆ −→ R[[s]]∆ = R⊗̂kk[[s]]∆

given by:

hR

(
∑

α

rαs
α

)
=
∑

α

rαh(s
α).

If d : k[[s]]∆ → k[[s]]∆ is k-derivation, it is continuous and dR : R[[s]]∆ → R[[s]]∆
is a (R;R)-linear derivation, i.e. dR(sr) = sdR(r), dR(rs) = dR(r)s, dR(rr

′) =
dR(r)r

′ + rdR(r
′) for all s ∈ R and for all r, r′ ∈ R[[s]]∆.

The set of all (R;R)-linear derivations of R[[s]]∆ is a k[[s]]∆-Lie algebra and
will be denoted by DerR(R[[s]]∆). Moreover, the map:

d ∈ Derk(k[[s]]∆) 7−→ dR ∈ DerR(R[[s]]∆)

is clearly a map of k[[s]]∆-Lie algebras.

The following definition provides a particular family of k-derivations.

Definition 1.2.8. For each i = 1, . . . , p, the ith partial Euler k-derivation is
χi = si

∂
∂si

: k[[s]] → k[[s]]. It induces a k-derivation on each k[[s]]∆, which will be

also denoted by χi.

The Euler k-derivation χ : k[[s]] → k[[s]] is defined as:

χ =

p∑

i=1

χi, χ

(
∑

α

cαs
α

)
=
∑

α

|α|cαs
α.

It induces a k-derivation on each k[[s]]∆, which will be also denoted by χ.

The proof of the following lemma is easy and it is left to the reader.

Lemma 1.2.9. Let E be an A-module and r =
∑

β rβs
β ∈ Homk(A,E)[[s]]∆ a

formal power series with coefficients in Homk(A,E). The following properties are
equivalent:

(1) r ∈ Derk(A,E)[[s]]∆.
(2) For any a ∈ A[[s]]∆ we have [r, a] = r̃(a).
(3) r̃ ∈ Derk[[s]]∆(A[[s]]∆, E[[s]]∆).
(4) r̃|A ∈ Derk(A,E[[s]]∆).

In particular, for each r ∈ Derk(A)[[s]]∆, we have that r̃ ∈ Derk[[s]]∆(A[[s]]∆)
(see 1.2.6) and that the A[[s]]∆-linear map

(1.8) r ∈ Derk(A)[[s]]∆ 7−→ r̃ ∈ Derk[[s]]∆(A[[s]]∆)

is an isomorphism of A[[s]]∆-modules. Moreover, Derk(A)[[s]]∆ is a Lie algebra
over k[[s]]∆, where the Lie bracket of δ =

∑
α δαs

α, ε =
∑

α εαs
α ∈ Derk(A)[[s]]∆

is given by:

[δ, ε] = δε− εδ =
∑

α

(
∑

β+γ=α

[δβ, εγ ]

)
sα,

and the map (1.8) is also an isomorphism of k[[s]]∆-Lie algebras.
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Lemma 1.2.10. Let d : k[[s]]∆ → k[[s]]∆ be a k-derivation and R = Endk(A).

Then, for each r ∈ R[[s]]∆ we have d̃R(r) = [dA, r̃].

Proof. We have to prove that dA (〈r, a〉) = 〈dR(r), a〉 + 〈r, dA(a)〉 for all a ∈
A[[s]]∆. By continuity, it is enough to prove the identity for r = rαs

α, a = aβs
β

with α, β ∈ ∆, rα ∈ R, aβ ∈ A:

dA (〈r, a〉) = dA (r̃(a)) = dA(rα(aβ)s
αsβ) = rα(aβ)d(s

α)sβ + rα(aβ)s
α
d(sβ) =

d̃R(r)(a) + r̃(dA(a)) = 〈dR(r), a〉 + 〈r, dA(a)〉.

�

Definition 1.2.11. For any k-derivation d : k[[s]]∆ → k[[s]]∆ and any r ∈
U
p(R; ∆) we define:

εd(r) := r∗dR(r), εd(r) := dR(r)r
∗,

and we will write:

εd(r) =
∑

α

εdα(r)s
α, εd(r) =

∑

α

εdα(r)s
α.

We will simply denote:

-) εi(r) := εd(r), εi(r) := εd(r) if d = χi (the ith partial Euler derivation),
i = 1, . . . , p.

-) ε(r) := εd(r), ε(r) := εd(r) if d = χ is the Euler derivation.

Observe that εd(r) = r εd(r) r∗ and, for any co-ideal ∆′ ⊂ ∆, we have τ∆∆′(ε
d(r)) =

εd(τ∆∆′(r)), τ∆∆′(ε
d(r)) = εd(τ∆∆′(r)). Moreover, if E is an A-module and R =

Endk(A), then

ε̃d(r) = r̃−1[dA, r̃] = r̃−1dAr̃ − dA, ε̃d(r) = [dA, r̃]r̃
−1 = dA − r̃dAr̃

−1.

The proof of the following lemma is straightforward.

Lemma 1.2.12. For each r ∈ U
p
k(R; ∆), the maps:

d ∈ Derk(k[[s]]∆) 7−→ εd(r) ∈ R[[s]]∆, d ∈ Derk(k[[s]]∆) 7−→ εd(r) ∈ R[[s]]∆

are k[[s]]∆-linear.

In particular:

ε(r) =

p∑

i=1

εi(r), ε(r) =

p∑

i=1

εi(r).

Lemma 1.2.13. Let d, d′ : k[[s]]∆ → k[[s]]∆ be k-derivations and r, r′ ∈ U
p
k(R; ∆).

Then, the following identities hold:

(i) εd(1) = εd(1) = 0, εd(r′ r) = εd(r) + r∗ εd(r′) r, εd(r r′) = εd(r) +
r εd(r′) r∗.

(ii) εd(r∗) = −r εd(r) r∗ = −εd(r).

(iii) ε[d,d
′](r) =

[
εd(r), εd

′

(r)
]
+ dR

(
εd
′

(r)
)
− d
′
R (εd(r)).

Proof. The proof of (i) is straightforward. For (ii) and (iii) one uses that
dR(r

∗) = −r∗ dR(r) r
∗. �
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1.2.14 For each r ∈ U
p(R; ∆) and each i = 1, . . . , p we have:

εi(r) = r∗χiR(r) =

(
∑

α

r∗αs
α

)(
∑

α

αirαs
α

)
=
∑

α

(
∑

β+γ=α

γir
∗
β rγ

)
sα,

ε(r) = r∗χR(r) =

(
∑

α

r∗αs
α

)(
∑

α

|α|rαs
α

)
=
∑

α

(
∑

β+γ=α

|γ|r∗β rγ

)
sα,

and so, by using Lemma 1.2.5, we obtain:

εi(r) =
∑

α∈∆
αi>0

(
|α|∑

d=1

(−1)d−1

(
∑

α•∈P(α,d)

αdi rα1 · · · rαd

))
sα,

ε(r) =
∑

α∈∆
|α|>0

(
|α|∑

d=1

(−1)d−1

(
∑

α•∈P(α,d)

|αd|rα1 · · · rαd

))
sα.

In a similar way we obtain:

εi(r) =
∑

α∈∆
αi>0

(
|α|∑

d=1

(−1)d−1

(
∑

α•∈P(α,d)

α1
i rα1 · · · rαd

))
sα,

ε(r) =
∑

α∈∆
|α|>0

(
|α|∑

d=1

(−1)d−1

(
∑

α•∈P(α,d)

|α1|rα1 · · · rαd

))
sα.

In particular, we have εiα(r) = εiα(r) = 0 whenever αi = 0, i.e. whenever i /∈ suppα,
and ε0(r) = ε0(r) = 0:

εi(r) =
∑

i∈suppα

εiα(r)s
α, εi(r) =

∑

i∈supp α

εiα(r)s
α,

ε(r) =
∑

|α|>0

εα(r)s
α, ε(r) =

∑

|α|>0

εα(r)s
α,

and εi(r), εi(r), ε(r), ε(r) ∈ R[[s]]∆,+ (see (1.2.2)). The following recursive identities
hold:

αirα =
∑

β+γ=α
γi>0

rβ ε
i
γ(r) =

∑

β+γ=α
γi>0

εiγ(r) rβ ,

εiα(r) = αirα −
∑

β+γ=α
|β|,γi>0

rβ ε
t
γ(r), εtα(r) = αtrα −

∑

β+γ=α
|β|,γi>0

εiγ(r) rβ ,

for all α ∈ ∆ with αi > 0, and:

(1.9) |α|rα =
∑

β+γ=α
|γ|>0

rβ εγ(r) =
∑

β+γ=α
|γ|>0

εγ(r) rβ ,

εα(r) = |α|rα −
∑

β+γ=α
|β|,|γ|>0

rβ εγ(r), εα(r) = |α|rα −
∑

β+γ=α
|β|,|γ|>0

εγ(r) rβ ,

for all α ∈ ∆.

Remark 1.2.15. After (1.9), our definition of ε generalizes the construction in
[7].
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Lemma 1.2.16. For any r ∈ U
p(R; ∆) and any i, j = 1, . . . , p the following

identity holds:
χjR
(
εi(r)

)
− χiR

(
εj(r)

)
= [εi(r), εj(r)].

Proof. Since [χi, χj ] = 0, it is a consequence of Lemma 1.2.13, (iii). �

Notation 1.2.17. Under the above conditions, we will denote by Λp(R; ∆)
the subset of (R[[s]]∆,+)

p
whose elements are the families {δi}1≤i≤p satisfying the

following properties:

(a) If δi =
∑
|α|>0 δ

i
αs
α, we have δiα = 0 whenever αi = 0.

(b) For all i, j = 1, . . . , p we have χjR
(
δi
)
− χiR

(
δj
)
= [δi, δj ].

Let us notice that property (b) may be explicitly written as:

(1.10) αjδ
i
α − αiδ

j
α =

∑

β+γ=α
βi,γj>0

[δiβ , δ
j
γ ]

for all i, j = 1, . . . , p and for all α ∈ ∆ with αi, αu > 0. Let us also consider the
map:

Σ : {δi} ∈ Λp(R; ∆) 7−→

p∑

i=1

δi ∈ R[[s]]∆,+.

After Lemma 1.2.16, we can consider the map:

ε : D ∈ U
p(R; ∆) 7−→ {εi(r)}1≤i≤p ∈ Λp(R; ∆)

and we obviously have ε = Σ ◦ε.

Proposition 1.2.18. Assume that Q ⊂ k. Then, the three maps in the follow-
ing commutative diagram:

U
p(R; ∆) Λp(R; ∆)

R[[s]]∆,+

ε

ε
Σ

are bijective.

Proof. The injectivity of ε is a straightforward consequence of (1.9). Let us
prove the surjectivity of ε. Let r =

∑
α rαs

α be any element in R[[s]]∆,+. Since
Q ⊂ k, the differential equation

χ(Y ) = Y r, Y ∈ R[[s]]∆,

has a unique solution r ∈ R[[s]]∆ with initial condition r0 = 1, i.e. r ∈ U
p(R; ∆).

It is given recursively by:

|α|rα =
∑

β+γ=α
|γ|>0

rβ rγ , α ∈ ∆, |α| > 0,

and so ε(r) = r. To finish, the only missing point is the injectivity of Σ. Let
{δi}, {ηi} ∈ Λp(R; ∆) be with

∑
i δ
i =

∑
i η
i. It is clear that δiα = ηiα whenever

|α| = 1. Assume that δiβ = ηiβ for all i = 1, . . . , p whenever |β| < m and consider

α ∈ ∆ with |α| = m. By using (1.10) and the induction hypothesis we obtain:

αjδ
i
α − αiδ

j
α =

∑

β+γ=α
βi,γj>0

[δiβ, δ
j
γ ] =

∑

β+γ=α
βi,γj>0

[ηiβ , η
j
γ ] = αjη

i
α − αiη

j
α ∀i, j ∈ suppα.
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The above system of linear equations with rational coefficients joint with the linear
equation:

∑

i∈supp α

δiα =
∑

i∈suppα

ηiα,

gives rise to a non singular system and we deduce that δiα = ηiα for all i ∈ suppα,
and so δiα = ηiα for all i = 1, . . . , p. �

Notice that Lemma 1.2.16 and Proposition 1.2.18 can also be stated with the
εi and ε instead of the εi and ε.

1.3. Substitution maps. In this section we give a summary of sections 2
and 3 of [9]. Let k be a commutative ring, A a commutative k-algebra, s =
{s1, . . . , sp}, t = {t1, . . . , tq} two sets of variables and ∆ ⊂ Np,∇ ⊂ Nq non-empty
co-ideals.

Definition 1.3.1. An A-algebra map ϕ : A[[s]]∆ −→ A[[t]]∇ will be called a
substitution map whenever ord(ϕ(si)) ≥ 1 for all i = 1, . . . , p. A such map is
continuous and uniquely determined by the family c = {ϕ(si), i = 1, . . . , p}.

The trivial substitution map A[[s]]∆ −→ A[[t]]∇ is the one sending any si to 0.
It will be denoted by 0.

The composition of substitution maps is obviously a substitution map. Any
substitution map ϕ : A[[s]]∆ −→ A[[t]]∇ determines and is determined by a family:

{Ce(ϕ, α), e ∈ ∇, α ∈ ∆, |α| ≤ |e|} ⊂ A, with C0(ϕ, 0) = 1,

such that:

(1.11) ϕ

(
∑

α∈∆

aαs
α

)
=
∑

e∈∇



∑

α∈∆
|α|≤|e|

Ce(ϕ, α)aα


 te.

In section 3, 2., of [9] the reader can find the explicit expression of the Ce(ϕ, α) in
terms of the ϕ(si). The following lemma is clear.

Lemma 1.3.2. If ∆′ ⊂ ∆ ⊂ Np are non-empty co-ideals, the truncation τ∆∆′ :
A[[s]]∆ → A[[s]]∆′ is clearly a substitution map and Cβ (τ∆∆′ , α) = δαβ for all
α ∈ ∆ and for all β ∈ ∆′ with |α| ≤ |β|.

Definition 1.3.3. We say that a substitution map ϕ : A[[s]]∆ −→ A[[t]]∇ has
constant coefficients if ϕ(si) ∈ k[[t]]∇ for all i = 1, . . . , p. This is equivalent to saying
that Ce(ϕ, α) ∈ k for all e ∈ ∇ and for all α ∈ ∆ with |α| ≤ |e|. Substitution maps
which constant coefficients are induced by substitution maps k[[s]]∆ −→ k[[t]]∇.

1.3.4 Let M be an (A;A)-bimodule.

Any substitution map map ϕ : A[[s]]∆ → A[[t]]∇ induces (A;A)-linear maps:

ϕM := ϕ⊗̂IdM :M [[s]]∆ ≡ A[[s]]∆⊗̂AM −→M [[t]]∇ ≡ A[[t]]∇⊗̂AM

and

Mϕ := IdM ⊗̂ϕ :M [[s]]∆ ≡M⊗̂AA[[s]]∆ −→M [[t]]∇ ≡M⊗̂AA[[t]]∇.
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We have:

ϕM

(
∑

α∈∆

mαs
α

)
=
∑

α∈∆

ϕ(sα)mα =
∑

e∈∇



∑

α∈∆
|α|≤|e|

Ce(ϕ, α)mα


 te,

Mϕ

(
∑

α∈∆

mαs
α

)
=
∑

α∈∆

mαϕ(s
α) =

∑

e∈∇



∑

α∈∆
|α|≤|e|

mαCe(ϕ, α)


 te

for all m ∈ M [[s]]∆. If M is a trivial bimodule, then ϕM = Mϕ. If ϕ′ : A[[t]]∇ →
A[[u]]Ω is another substitution map and ϕ′′ = ϕ ◦ ϕ′, we have ϕ′′M = ϕM ◦ϕ

′
M ,

Mϕ
′′ = Mϕ ◦ Mϕ

′.

For all m ∈M [[s]]∆ and all a ∈ A[[s]]∇, we have:

ϕM (am) = ϕ(a)ϕM (m), Mϕ(ma) = Mϕ(m)ϕ(a),

i.e. ϕM is (ϕ;A)-linear and Mϕ is (A;ϕ)-linear. Moreover, ϕM and Mϕ are
compatible with the augmentations, i.e.:
(1.12)
ϕM (m) ≡ m0 mod 〈t〉M [[t]]∇, Mϕ(m) ≡ m0 mod 〈t〉M [[t]]∇, m ∈M [[s]]∆.

If ϕ is the trivial substitution map (i.e. ϕ(si) = 0 for all si ∈ s), then ϕM :
M [[s]]∆ → M [[t]]∇ and Mϕ : M [[s]]∆ → M [[t]]∇ are also trivial, i.e. ϕM (m) =

Mϕ(m) = m0, for all m ∈M [[s]]∇.

1.3.5 The above constructions apply in particular to the case of any k-algebra R
over A, for which we have two induced continuous maps: ϕR = ϕ⊗̂IdR : R[[s]]∆ →
R[[t]]∇, which is (A;R)-linear, and Rϕ = IdR⊗̂ϕ : R[[s]]∆ → R[[t]]∇, which is
(R;A)-linear. For r ∈ R[[s]]∆ we will denote ϕ•r := ϕR(r), r •ϕ := Rϕ(r). Explic-
itly, if r =

∑
α rαs

α with α ∈ ∆, then:

(1.13) ϕ•r =
∑

e∈∇



∑

α∈∆
|α|≤|e|

Ce(ϕ, α)rα


 te, r •ϕ =

∑

e∈∇



∑

α∈∆
|α|≤|e|

rαCe(ϕ, α)


 te.

From (1.12), we deduce that:

ϕ• Up(R; ∆) ⊂ U
q(R;∇), U

p(R; ∆)•ϕ ⊂ U
q(R;∇),

and ϕ•1 = 1•ϕ = 1.

If ϕ is a substitution map with constant coefficients, then ϕR = Rϕ is a ring
homomorphism over ϕ. In particular, ϕ•r = r •ϕ and ϕ•(rr′) = (ϕ•r)(ϕ•r′).

If ϕ = 0 : A[[s]]∆ → A[[t]]∇ is the trivial substitution map, then 0•r = r •0 = r0
for all r ∈ R[[s]]∆. In particular, 0•r = r •0 = 1 for all r ∈ U

p(R; ∆).

If u = {u1, . . . , ur} is another set of variables, Ω ⊂ Nr is a non-empty co-ideal and
ψ : R[[t]]∇ → R[[u]]Ω is another substitution map, one has:

ψ •(ϕ•r) = (ψ ◦ϕ)•r, (r •ϕ)•ψ = r •(ψ ◦ϕ).

Since (R[[s]]∆)
opp

= Ropp[[s]]∆, for any substitution map ϕ : A[[s]]∆ → A[[t]]∇ we
have (ϕR)

opp
= Roppϕ and (Rϕ)

opp
= ϕRopp .
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For each substitution map ϕ : A[[s]]∆ → A[[t]]∇ we define the (A;A)-linear
map:

ϕ∗ : f ∈ Homk(A,A[[s]]∆) 7−→ ϕ∗(f) = ϕ ◦f ∈ Homk(A,A[[t]]∇)

which induces another one ϕ∗ : Endk[[s]]∆(A[[s]]∆) −→ Endk[[t]]∇(A[[t]]∇) given by:

ϕ∗(f) := (ϕ∗ (f |A))
e
= (ϕ ◦f |A)

e ∀f ∈ Endk[[s]]∆(A[[s]]∆).

More generally, for any left A-modules E,F we have (A;A)-linear maps:

(ϕF )∗ : f ∈ Homk(E,F [[s]]∆) 7−→ (ϕF )∗(f) = ϕF ◦f ∈ Homk(E,F [[t]]∇),

(ϕF )∗ : Homk[[s]]∆(E[[s]]∆, F [[s]]∆) −→ Homk[[t]]∇(E[[t]]∇, F [[t]]∇),

(ϕF )∗(f) := (ϕF ◦f |E)
e
.

Let us consider the (A;A)-bimodule M = Homk(E,F ). For each m ∈M [[s]]∆ and

for each e ∈ E we have ϕ̃M (m)(e) = ϕF (m̃(e)), i.e.:

(1.14) ϕ̃M (m)|E = ϕF ◦ (m̃|E) ,

or more graphically, the following diagram is commutative (see (1.4)):

(1.15)

M [[s]]∆ Homk[[s]]∆(E[[s]]∆, F [[s]]∆) Homk(E,F [[s]]∆)

M [[t]]∇ Homk[[t]]∇(E[[t]]∇, F [[t]]∇) Homk(E,F [[t]]∇).

ϕM

∼

m 7→m̃

∼

restr.

(ϕF )∗ (ϕF )∗

∼

m 7→m̃

∼

restr.

In order to simplify notations, we will also write:

ϕ•f := (ϕF )∗(f) ∀f ∈ Homk[[s]]∆(E[[s]]∆, F [[s]]∆),

and so we have ϕ̃•m = ϕ•m̃ for all m ∈ M [[s]]∆. Let us notice that (ϕ•f)(e) =
(ϕF ◦f)(e) for all e ∈ E, i.e.:

(1.16) (ϕ•f)|E = (ϕF ◦f)|E = ϕF ◦ (f |E), but in general ϕ•f 6= ϕF ◦f .

If ϕ = 0 is the trivial substitution map, then for each k-linear map f =
∑

α fαs
α :

E → E[[s]]∆ (resp. f =
∑

α fαs
α ∈ Endk(E)[[s]]∆ ≡ Endk[[s]]∆(E[[s]]∆)), we have

0•f = f •0 = f0 ∈ Endk(E) ⊂ Homk(E,E[[s]]∆) (resp. 0•f = f •0 = fe0 = f0 ∈
Endk[[s]]∆(E[[s]]∆)).

If ϕ : A[[s]]∆ → A[[t]]∇ is a substitution map, we have:

ϕ•(af) = ϕ(a) (ϕ•f) , (fa)•ϕ = (f •ϕ)ϕ(a)

for all a ∈ A[[s]]∆ and for all f ∈ Homk(E,E[[s]]∆) (or f ∈ Endk[[s]]∆(E[[s]]∆)).
Moreover:

(ϕE)∗(Hom
◦
k (E,M [[s]]∆)) ⊂ Hom ◦k (E,E[[t]]∇),

ϕ•
(
Aut ◦k[[s]]∆(E[[s]]∆)

)
⊂ Aut ◦k[[t]]∇(E[[t]]∇),

and so we have a commutative diagram:

(1.17)

U
p(R; ∆) Aut ◦k[[s]]∆(E[[s]]∆) Hom ◦k (E,E[[s]]∆)

U
q(R;∇) Aut ◦k[[t]]∇(E[[t]]∇) Homk(E,F [[t]]∇).

∼

r 7→r̃

ϕ• (−) ϕ• (−)

∼

restr.

(ϕE)∗

∼

r 7→r̃

∼

restr.



14 L. NARVÁEZ MACARRO

Now we are going to see how the εi(r), εi(r), ε(r), ε(r) (see 1.2.14) can be ex-
pressed in terms of the action of substitution maps.

Let us consider the power series ring A[[s, τ ]] = A[[s]]⊗̂AA[[τ ]], and for each
i = 1, . . . , p we denote σi : A[[s]] → A[[s, τ ]] the substitution map (with constant
coefficients) defined by:

σi(sj) =

{
si + siτ if j = i
sj if j 6= i.

Let us also denote σ : A[[s]] → A[[s, τ ]] the substitution map (with constant coeffi-
cients) defined by:

σ(si) = si + siτ ∀i = 1, . . . , p,

and ι : A[[s]] → A[[s, τ ]] the substitution map induced by the inclusion s →֒ s⊔{τ}.
We often consider ι as an inclusion A[[s]] →֒ A[[s, τ ]].

It is clear that for each non-empty co-ideal ∆ ⊂ Np, the substitution maps
σi, σ, ι : A[[s]] → A[[s, τ ]] induce new substitution maps A[[s]]∆ → A[[s, τ ]]∆×{0,1},
which will be also denoted by the same letters. Moreover, as a consequence of
Taylor’s expansion we have:

σi(a) = a+ χiA(a)τ, σ(a) = a+ χA(a)τ

where χi = si
∂
∂si

and χ =
∑
i χ

i (see Definition1.2.8).

The proof of the following lemma is clear.

Lemma 1.3.6. The map ξ : R[[s]]∆,+ → U
p+1(R; ∆× {0, 1}) defined as:

ξ

(
∑

α∈∆,|α|>0

rαs
α

)
= 1 +

∑

α∈∆,|α|>0

rαs
ατ

is a group homomorphism.

Let us notice that the map ξ above is injective and its image is the set of
r ∈ U

p+1(R; ∆× {0, 1}) such that supp r ⊂ {(0, 0)} ∪ ((∆ \ {0})× {1}).

Proposition 1.3.7. For each r ∈ U
p(R; ∆), the following properties hold:

(1) r∗(σi •r) = ξ(εi(r)), (σi •r)r∗ = ξ(εi(r)).
(2) r∗(σ •r) = ξ(ε(r)), (σ •r)r∗ = ξ(ε(r)).

Proof. It is a straightforward consequence of Taylor’s expansion formula:

σi •r = r + χiR(r)τ, σ •r = r + χR(r)τ.

�

Let us notice that in the above proposition, the action ι•(−) : R[[s]]∆ →
R[[s, τ ]]∆×{0,1} is simply considered as an inclusion.
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2. Multivariate Hasse–Schmidt derivations

2.1. Basic definitions. In this section we recall some notions and results of
the theory of Hasse–Schmidt derivations [1, 6] as developed in [9].

From now on k will be a commutative ring, A a commutative k-algebra, s =
{s1, . . . , sp} a set of variables and ∆ ⊂ Np a non-empty co-ideal.

Definition 2.1.1. A (p,∆)-variate Hasse–Schmidt derivation, or a (p,∆)-va-
riate HS-derivation for short, of A over k is a family D = (Dα)α∈∆ of k-linear maps
Dα : A −→ A, satisfying the following Leibniz type identities:

D0 = IdA, Dα(xy) =
∑

β+γ=α

Dβ(x)Dγ(y)

for all x, y ∈ A and for all α ∈ ∆. We denote by HSpk(A; ∆) the set of all (p,∆)-
variate HS-derivations of A over k. For p = 1, a 1-variate HS-derivation will be
simply called a Hasse–Schmidt derivation (a HS-derivation for short), or a higher
derivation2, and we will simply write HSk(A;m) := HS1

k(A; ∆) for ∆ = {q ∈ N | q ≤
m}.3

Any (p,∆)-variate HS-derivation D of A over k can be understood as a power
series: ∑

α∈∆

Dαs
α ∈ R[[s]]∆, R = Endk(A),

and so we consider HSpk(A; ∆) ⊂ R[[s]]∆. Actually HSpk(A; ∆) is a (multiplicative)
sub-group of Up(R; ∆). The group operation in HSpk(A; ∆) is explicitly given by:

(D,E) ∈ HSpk(A; ∆)×HSpk(A; ∆) 7−→ D ◦E ∈ HSpk(A; ∆)

with:
(D ◦E)α =

∑

β+γ=α

Dβ ◦Eγ ,

and the identity element of HSpk(A; ∆) is I with I0 = Id and Iα = 0 for all α 6= 0.
The inverse of a D ∈ HSpk(A; ∆) will be denoted by D∗.

For ∆′ ⊂ ∆ ⊂ Np non-empty co-ideals, we have truncations:

τ∆∆′ : HS
p
k(A; ∆) −→ HSpk(A; ∆

′),

which obviously are group homomorphisms. Since any D ∈ HSpk(A; ∆) is deter-
mined by its finite truncations, we have a natural group isomorphism

(2.1) HSpk(A) = lim
←−

∆′⊂∆

♯∆′<∞

HSpk(A; ∆
′).

The proof of the following proposition is straightforward and it is left to the
reader (see Notation 1.2.4 and 1.2.6).

Proposition 2.1.2. Let us denote R = Endk(A) and let D =
∑

αDαs
α ∈

R[[s]]∆ be a power series. The following properties are equivalent:

(a) D is a (s,∆)-variate HS-derivation of A over k.

(b) The map D̃ : A[[s]]∆ → A[[s]]∆ is a (continuous) k[[s]]∆-algebra homo-
morphism compatible with the natural augmentation A[[s]]∆ → A.

2This terminology is used for instance in [6].
3These HS-derivations are called of length m in [8].
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(c) D ∈ U
p(R; ∆) and for all a ∈ A[[s]]∆ we have Da = D̃(a)D.

(d) D ∈ U
p(R; ∆) and for all a ∈ A we have Da = D̃(a)D.

Moreover, in such a case D̃ is a k[[s]]∆-algebra automorphism of A[[s]]∆.

Notation 2.1.3. Let us denote:

Hom ◦k−alg(A,A[[s]]∆) := {f ∈ Homk−alg(A,A[[s]]∆), f(a) ≡ a mod 〈s〉 ∀a ∈ A} ,

Aut ◦k[[s]]∆−alg(A[[s]]∆) :=
{
f ∈ Autk[[s]]∆−alg(A[[s]]∆) | f(a) ≡ a0 mod 〈s〉 ∀a ∈ A[[s]]∆

}
.

It is clear that Hom ◦k−alg(A,A[[s]]∆) ⊂ Hom ◦k (A,A[[s]]∆) and

Aut ◦k[[s]]∆−alg(A[[s]]∆) ⊂ Aut ◦k[[s]]∆(A[[s]]∆)

(see Notation 1.2.7) are subgroups, and we have group isomorphisms (see (1.7) and
(1.6)):

(2.2) HSpk(A; ∆) Aut ◦k[[s]]∆−alg(A[[s]]∆) Hom ◦k−alg(A,A[[s]]∆).
D 7→D̃
≃

restr.
≃

The composition of the above isomorphisms is given by:
(2.3)

D ∈ HSpk(A; ∆)
∼
7−→ ΦD :=

[
a ∈ A 7→

∑

α∈∆

Dα(a)s
α

]
∈ Hom ◦k−alg(A,A[[s]]∆).

For each HS-derivation D ∈ HSpk(A; ∆) we have D̃ = (ΦD)
e, i.e.:

D̃

(
∑

α∈∆

aαs
α

)
=
∑

α∈∆

ΦD(aα)s
α

for all
∑
α aαs

α ∈ A[[s]]∆, and for any E ∈ HSpk(A; ∆) we have ΦD◦E = D̃ ◦ΦE . If
∆′ ⊂ ∆ is another non-empty co-ideal and we denote by π∆∆′ : A[[s]]∆ → A[[s]]∆′
the projection (or truncation), one has Φτ∆∆′(D) = π∆∆′ ◦ΦD.

2.2. The action of substitution maps on HS-derivations. Now, we recall
the action of substitution maps on HS-derivations [9, §6]. Let s = {s1, . . . , sp},
t = {t1, . . . , tp} be sets of variables, ∆ ⊂ Np, ∇ ⊂ Nq non-empty co-ideals and let
us write R = Endk(A).

Let us recall Proposition 10 in [9].

Proposition 2.2.1. For any substitution map ϕ : A[[s]]∆ → A[[t]]∇, we have:

1) ϕ∗
(
Hom ◦k−alg(A,A[[s]]∆)

)
⊂ Hom ◦k−alg(A,A[[t]]∇),

2) ϕ• HSpk(A; ∆) ⊂ HSqk(A;∇),
3) ϕ• Aut ◦k[[s]]∆−alg(A[[s]]∆) ⊂ Aut ◦k[[t]]∇−alg(A[[t]]∇).

Then we have a commutative diagram:

(2.4)

Hom ◦k−alg(A,A[[s]]∆) HSpk(A; ∆) Aut ◦k[[s]]∆−alg(A[[s]]∆)n

Hom ◦k−alg(A,A[[t]]∇) HSqk(A;∇) Aut ◦k[[t]]∇−alg(A[[t]]∇).

ϕ∗

∼

ΦD←[D

∼

ϕ• (−) ϕ• (−)

∼

ΦD←[D

∼
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In particular, for any HS-derivation D ∈ HSpk(A; ∆) we have ϕ•D ∈ HSqk(A;∇)
(see 1.3.5). Moreover Φϕ•D = ϕ ◦ΦD.

It is clear that for any co-ideals ∆′ ⊂ ∆ and ∇′ ⊂ ∇ with ϕ (∆′A/∆A) ⊂
∇′A/∇A we have:

(2.5) τ∇∇′ (ϕ•D) = ϕ′ •τ∆∆′(D),

where ϕ′ : A[[s]]∆′ → A[[t]]∇′ is the substitution map induced by ϕ.

2.2.2 Let u = {u1, . . . , ur} be another set of variables, Ω ⊂ Nr a non-empty
co-ideal, ϕ : A[[s]]∆ → A[[t]]∇, ψ : A[[t]]∇ → A[[u]]Ω substitution maps and
D,D′ ∈ HSpk(A; ∆) HS-derivations. From 1.3.5 we deduce the following properties:

-) If we denote E := ϕ•D ∈ HSqk(A;∇), we have

(2.6) E0 = Id, Ee =
∑

α∈∆
|α|≤|e|

Ce(ϕ, α)Dα, ∀e ∈ ∇.

-) If ϕ = 0 is the trivial substitution map or if D = I, then ϕ•D = I.

-) If ϕ has constant coefficients, then ϕ•(D ◦D′) = (ϕ•D) ◦ (ϕ•D′) and (ϕ•D)∗ =
ϕ•D∗ (the general case is treated in Proposition 2.2.3).

-) ψ •(ϕ•D) = (ψ ◦ϕ)•D.

The following result is proven in Propositions 11 and 12 of [9].

Proposition 2.2.3. Let ϕ : A[[s]]∆ → A[[t]]∇ be a substitution map. Then,
the following assertions hold:

(i) For each D ∈ HSpk(A; ∆) there is a unique substitution map ϕD : A[[s]]∆ →

A[[t]]∇ such that
(
ϕ̃•D

)
◦ϕD = ϕ ◦ D̃. Moreover, (ϕ•D)

∗
= ϕD •D∗,

ϕI = ϕ and:

Ce(ϕ, f + ν) =
∑

β+γ=e
|f+g|≤|β|,|ν|≤|γ|

Cβ(ϕ, f + g)Dg(Cγ(ϕ
D, ν))

for all e ∈ ∆ and for all f, ν ∈ ∇ with |f + ν| ≤ |e|.
(ii) For each D,E ∈ HSpk(A;∇), we have ϕ•(D ◦E) = (ϕ•D) ◦ (ϕD •E) and(

ϕD
)E

= ϕD ◦E. In particular,
(
ϕD
)D∗

= ϕ.

(iii) If ψ is another composable substitution map, then (ϕ ◦ψ)D = ϕψ •D ◦ψD.
(iv) If ϕ has constant coefficients then ϕD = ϕ.

3. Main results

3.1. The derivations associated with a Hasse–Schmidt derivation.

In this section k will be a commutative ring, A a commutative k-algebra, R =
Endk(A), s = {s1, . . . , sp} a set of variables and ∆ ⊂ Np a non-empty co-ideal.

Lemma 3.1.1. Let d : k[[s]]∆ → k[[s]]∆ be a k-derivation and D ∈ HSpk(A; ∆)

a HS-derivation. Then, for each a ∈ A[[s]]∆ we have dR(D)a = d̃R(D)(a)D +

D̃(a)dR(D).
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Proof. By using Lemma 1.2.10 we have:

dR(D)a = dR(Da)−DdA(a) = dR(D̃(a)D)− D̃(dA(a))D =

dA(D̃(a))D + D̃(a)dR(D)− D̃(dA(a))D = d̃R(D)(a)D + D̃(a)dR(D).

�

From now on, we will denote to simplify dR = d and dA = d.

Proposition 3.1.2. Let d : k[[s]]∆ → k[[s]]∆ be a k-derivation. Then, for
any D ∈ HSpk(A; ∆) we have εd(D), εd(D) ∈ Derk(A)[[s]]∆,+ = Derk(A)[[s]]∆ ∩
R[[s]]∆,+.

Proof. Remember that εd(D) = d(D)D∗ and εd(D) = D∗d(D) (Definition
1.2.11). We will use Lemma 1.2.9 and Lemma 3.1.1. For any a ∈ A[[s]]∆ we have:

(d(D)D∗) a = d(D)D̃∗(a)D∗ =
[
d̃(D)(D̃∗(a))D + D̃(D̃∗(a))d(D)

]
D∗ =

d̃(D)(D̃∗(a)) + ad(D)D∗ = ˜(d(D)D∗)(a) + a (d(D)D∗) ,

and so [d(D)D∗, a] = ˜(d(D)D∗)(a) and d(D)D∗ ∈ Derk(A)[[s]]∆. The proof for
εd(D) is completely similar. �

Example 3.1.3. If D ∈ HSk(A;m) is a 1-variate HS-derivation of length m,
then:

ε1(D) = D1, ε2(D) = 2D2 −D2
1, ε3(D) = 3D3 − 2D1D2 −D2D1 +D3

1 , . . .

Let us recall that the map ξ : R[[s]]∆,+ → U
p+1(R; ∆×{0, 1}) has been defined

in Lemma 1.3.6. The proof of the following lemma is clear.

Lemma 3.1.4. For each δ ∈ Derk(A)[[s]]∆,+ we have ξ(δ) ∈ HSp+1
k (A; ∆ ×

{0, 1}).

So we have a group homomorphism ξ : Derk(A)[[s]]∆,+ → HSp+1
k (A; ∆×{0, 1})

whose image is the set of D ∈ HSp+1
k (A; ∆× {0, 1}) such that suppD ⊂ {(0, 0)} ∪

((∆ \ {0})× {1}).

The following proposition provides a characterization of HS-derivations in cha-
racteristic 0.

Proposition 3.1.5. Assume that Q ⊂ k, R = Endk(A) and D ∈ U
p(R; ∆).

The following properties are equivalent:

(a) D ∈ HSpk(A; ∆).
(b) εd(D) ∈ Derk(A)[[s]]∆ for all k-derivations d : k[[s]]∆ → k[[s]]∆.
(c) ε(D) ∈ Derk(A)[[s]]∆.

Proof. The implication (a) ⇒ (b) comes from Proposition 3.1.2 and (b) ⇒
(c) is obvious. Let us prove (c) ⇒ (a). Write δ = ε(D), i.e. χR(D) = D δ. After

Proposition 2.1.2, we need to prove that Da = D̃(a)D for all a ∈ A, and since

Da− D̃(a)D belongs to the augmentation ideal of R[[s]]∆ and Q ⊂ k, it is enough

to prove that χR

(
Da− D̃(a)D

)
= 0. By using that χA(a) = 0 and Lemma 1.2.10
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we have:

χR

(
Da− D̃(a)D

)
= χR(D) a+DχA(a)− χA(D̃(a))D − D̃(a)χR(D) =

D δ a− χ̃R(D)(a)D − D̃(χA(a))D − D̃(a)D δ =

Da δ +D δ̃(a)− χ̃R(D)(a)D − D̃(a)D δ =

D̃(a)D δ + D̃(δ̃(a))D − (̃D δ)(a)D − D̃(a)D δ = 0.

�

Theorem 3.1.6. Assume that Q ⊂ k. Then, all the maps in the following
commutative diagram:

HSpk(A; ∆) Λp(R; ∆)
⋂
(Derk(A)[[s]]∆,+)

p

Derk(A)[[s]]∆,+

ε

ε
Σ

are bijective.

Proof. It is a consequence of Proposition 1.2.18 and Proposition 3.1.5. �

A similar result holds for ε instead of ε.

Remark 3.1.7. Let us notice that, in Theorem 3.1.6, HSpk(A; ∆) carries a
group structure (non-commutative in general) and an action of substitution maps,
and on the other hand Derk(A)[[s]]∆,+ carries an A[[s]]∆-module structure and a

k[[s]]∆-Lie algebra structure, but the bijection ε : HSpk(A; ∆)
∼
−→ Derk(A)[[s]]∆,+ is

not compatible with these structures. The formulas expressing the behavior of ε
with respect to the group operation on HS-derivations or the behavior of ε−1 with
respect to the addition of power series with coefficients in Derk(A), turn out to be
complicated and have a similar flavor to Baker-Campbell-Hausdorff formula.

3.2. The behavior under the action of substitution maps.

Definition 3.2.1. Let S be a k-algebra over A, r ∈ U
p(S; ∆), D ∈ HSpk(A; ∆),

r′ ∈ S[[s]]∆ and δ ∈ Derk(A)[[s]]∆. We say that

-) r is a D-element if r a = D̃(a) r for all a ∈ A[[s]]∆.

-) r′ is a δ-element if r′ a = ar′ + δ̃(a) 1S for all a ∈ A[[s]]∆.

It is clear that D ∈ HSpk(A; ∆) ⊂ U
p(Endk(A);∆) is a D-element. For D = I

the identity HS-derivation, a r ∈ U
p(S; ∆) is an I-element if and only if r commutes

with all a ∈ A[[s]]∆. If E ∈ HSpk(A; ∆) is another HS-derivation, r ∈ U
p(S; ∆) is a

D-element and s ∈ U
p(S; ∆) is an E-element, then rs is a (D ◦E)-element.

The following lemma provides a characterization of D-elements. Its proof is
easy and it is left to the reader.

Lemma 3.2.2. With the above notations, for each r =
∑
α rαs

α ∈ U
p(S; ∆) the

following properties are equivalent:

-) r is a D-element.

-) br = r D̃∗(b) for all b ∈ A[[s]]∆.
-) r∗ is a D∗-element.
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-) If r =
∑

α rαs
α, we have rα a =

∑
β+γ=αDβ(a)rγ for all a ∈ A and for

all α ∈ ∆.
-) r a = D̃(a)r for all a ∈ A.

The following proposition reproduces Proposition 2.2.6 of [10].

Proposition 3.2.3. Let S be a k-algebra over A, D ∈ HSpk(A; ∆), ϕ : A[[s]]∆ →
A[u]]∇ a substitution map and r ∈ U

p(S; ∆) a D-element. Then the following iden-
tities hold:

(a) ϕS(r) is a (ϕ•D)-element.
(b) ϕS(rr

′) = ϕS(r)ϕ
D
S (r

′) for all r′ ∈ R[[s]]∆. In particular, ϕS(r)
∗ =

ϕDS (r
∗).

Moreover, if E is an A-module and S = Endk(E), then the following identity holds:

(c) 〈ϕ•r, ϕDE (e)〉 = ϕE (〈r, e〉) for all e ∈ E[[s]]∆. In other words: ϕE ◦ r̃ =
(ϕ• r̃) ◦ϕDE .

Lemma 1.2.10 and Proposition 3.1.2 can be generalized in the following way.

Proposition 3.2.4. Let S be a k-algebra over A, D ∈ HSpk(A; ∆), r ∈ U
p(S; ∆)

a D-element and d : k[[s]]∆ → k[[s]]∆ a k-derivation. Then, the following properties
hold:

(1) d(r) a = 〈d(D), a〉 r + 〈D, a〉 d(r) for all a ∈ A
(2) εd(r) is a εd(D)-element and εd(r) is a εd(D)-element.

Proof. (1) Since δ(a) = 0 we have:

d(r) a = δ(r a) = d

(
D̃(a)r

)
= d (〈D, a〉 r) = 〈d(D), a〉 r + 〈D, a〉 d(r).

(2) For all a ∈ A we have:

εd(r) a = r∗ d(r) a
(1)
= r∗

(
d̃(D)(a) r + D̃(a) d(r)

)
=

D̃∗(d̃(D)(a))r∗ r + D̃∗(D̃(a))r∗d(r) = ε̃d(D)(a) 1S + a εd(r).

The proof for εd(r) is similar. �

Let us consider two sets of variables s = {s1, . . . , sp} and u = {u1, . . . , uq}, and
let us denote by {v1, . . . , vp} the canonical basis of Np: vil = δil.

Theorem 3.2.5. For each non-empty co-ideals ∆ ⊂ Np,Ω ⊂ Nq, each substi-
tution map ϕ : A[[s]]∆ → A[[u]]Ω and each HS-derivation D ∈ HSpk(A; ∆), there
exists a family

{
N
j,i
e,h | 1 ≤ j ≤ q, 1 ≤ i ≤ p, e ∈ Ω, h ∈ ∆, |h| ≤ |e|

}
⊂ A

such that for any k-algebra S over A and any D-element r ∈ U
p(S; ∆), we have:

(3.1) εje(ϕ•r) =
∑

0<|h|≤|e|
i∈supp h

N
j,i
e,hε

i
h(r) ∀e ∈ Ω, ∀j = 1, . . . , q.

Moreover, Nj,i
e,h =

∑

f,g,β

gjCf (ϕ
D, β + h− vi)D∗β(Cg(ϕ, v

i)), where f, g ∈ Ω, β ∈ ∆,

f+g = e, |β+h|−1 ≤ |f | and gj > 0, whenever ej , hi > 0, and N
j,i
e,h = 0 otherwise.



HASSE–SCHMIDT DERIVATIONS VERSUS CLASSICAL DERIVATIONS 21

Proof. Let us write r =
∑

α∈∆ rαs
α. For each α ∈ ∆ and each j = 1, . . . , q

we have:

χj(ϕ(sα)) = χj

(
p∏

i=1

ϕ(si)
αi

)
=
∑

αi 6=0

αiϕ(si)
αi−1



∏

1≤l≤p
l 6=i

ϕ(sl)
αl


χj(ϕ(si)) =

∑

αi 6=0

αiϕ
(
sα−v

i
)
χj(ϕ(si)) =

∑

αi 6=0

αi

(
∑

|e|≥|α|−1

Ce(ϕ, α− vi)ue

)
∑

ej>0

ejCe(ϕ, v
i)ue


 =

∑

αi 6=0

αi




∑

|e|≥|α|
ej>0




∑

e′+e′′=e

|e′|≥|α|−1

e′′j >0

e′′jCe′(ϕ, α− vi)Ce′′ (ϕ, v
i)




ue




=
∑

αi 6=0

αi



∑

|e|≥|α|
ej>0

Mj,i
α,eu

e




with:

Mj,i
α,e :=

∑

e′+e′′=e

|e′|≥|α|−1

e′′j >0

e′′jCe′(ϕ, α− vi)Ce′′ (ϕ, v
i)

for i ∈ suppα and e ∈ Ω with ej > 0 and |e| ≥ |α|. If either αi = 0 or ej = 0, we
set Mj,i

α,e = 0. So, for each j = 1, . . . , q we have:

εj(ϕ•r) = (ϕ•r)∗χj(ϕ•r) = · · · = (ϕD •r∗)

(
∑

α∈∆

χj(ϕ(sα))rα

)
=

(
∑

e∈Ω

(
∑

|α|≤|e|

Ce(ϕ
D, α)r∗α

)
ue

)

∑

ej>0



∑

|α|≤|e|
αi 6=0

αiM
j,i
α,erα


ue


 =

∑

ej>0




∑

f+g=e
|µ|≤|f|,|ν|≤|g|
gj>0,i∈supp ν

νtCf (ϕ
D, µ)r∗µM

j,i
ν,grν


ue

(⋆)
=

∑

ej>0




∑

f+g=e
|β+γ|≤|f|,0<|ν|≤|g|

gj>0,i∈supp ν

νiCf (ϕ
D, β + γ)D∗β(M

j,i
ν,g)r

∗
γrν


ue =

∑

ej>0




∑

0<|h|≤|e|
i∈supp h

∑

γ+ν=h
i∈supp ν




∑

f+g=e
|β+γ|≤|f|
|ν|≤|g|,gj>0

Cf (ϕ
D, β + γ)D∗β(M

j,i
ν,g)


 νir

∗
γrν


ue =

∑

ej>0




∑

0<|h|≤|e|
i∈supph

∑

γ+ν=h
i∈supp ν

N j,i
e,ν,γνir

∗
γrν


ue,
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where equality (⋆) comes from the fact that r∗ is a D∗-element (see Lemma 3.2.2)
and

N j,i
e,ν,γ =





∑

f+g=e
|β+γ|≤|f|
|ν|≤|g|,gj>0

Cf (ϕ
D, β + γ)D∗β(M

j,i
ν,g) if νi > 0, ej > 0, |e| ≥ |ν + γ|,

0 otherwise.

But, for h = ν + γ, we have:

N j,i
e,ν,γ =

∑

f+g=e
|β+γ|≤|f|
|ν|≤|g|,gj>0

Cf (ϕ
D, β + γ)D∗β(M

j,i
ν,g) =

∑

f+g=e
|β+γ|≤|f|
|ν|≤|g|,gj>0

Cf (ϕ
D, β + γ)D∗β




∑

g′+g′′=g

|g′|≥|ν|−1

g′′j >0

g′′jCg′(ϕ, ν − vi)Cg′′ (ϕ, v
i)




=

∑

f+g′+g′′=e

|β′+β′′+γ|≤|f|

|ν|−1≤|g′|,g′′j >0

g′′uCf (ϕ
D, β′ + β′′ + γ)D∗β′

(
Cg′(ϕ, ν − vi)

)
D∗β′′

(
Cg′′ (ϕ, v

i)
)
=

∑

ρ+g′′=e

|β′′+h|−1≤|ρ|

g′′j >0

g′′j




∑

f+g′=ρ

|β′′+γ+β′|≤|f|

|ν|−1≤|g′|

Cf (ϕ
D, β′′ + γ + β′)D∗β′

(
Cg′(ϕ, ν − vi)

)



D∗β′′

(
Cg′′ (ϕ, v

i)
) (⋆)
=

∑

ρ+g′′=e

|β′′+h|−1≤|ρ|

g′′j >0

g′′j Cρ(ϕ
D, β′′ + γ + ν − vi)D∗β′′

(
Cg′′ (ϕ, v

i)
)
,

where equality (⋆) comes from Proposition 2.2.3, and so N j,i
e,ν,γ only depends on

h = γ + ν. By setting:

N
j,i
e,h :=

∑

f+g=e
|β+h|−1≤|f|

gj>0

gjCf (ϕ
D, β + h− vi)D∗β(Cg(ϕ, v

i))

for ej, hi > 0, |e| ≥ |h| and N
j,i
e,h := 0 otherwise, we have N j,i

e,ν,γ = N
j,i
e,γ+ν , and so:
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εj(ϕ•r) = · · · =
∑

ej>0




∑

0<|h|≤|e|
o∈supp h

∑

γ+ν=h
i∈supp ν

N j,i
e,ν,γνir

∗
γrν


ue =

∑

ej>0




∑

0<|h|≤|e|
i∈supp h

∑

γ+ν=h
i∈supp ν

N
j,i
e,γ+ννir

∗
γrν


ue =

∑

ej>0




∑

0<|h|≤|e|
i∈supp h

N
j,i
e,h

∑

γ+ν=h
i∈supp ν

νir
∗
γrν


ue =

∑

ej>0




∑

0<|h|≤|e|
i∈supp h

N
j,i
e,hε

i
h(r)


ue.

�

Corollary 3.2.6. Under the hypotheses of Theorem 3.2.5, we have:

εje(ϕ•D) =
∑

0<|h|≤|e|
i∈supp h

N
j,i
e,hε

i
h(D) ∀e ∈ Ω, ∀j = 1, . . . , q.
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