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A B S I  HAC'I' 
In this paper we present a mcchanisiin that allows the coprocessing ot' video in real-timc based 
into Addrcss-F.vent-KepresentatIu~1 (AER) convolutions chips. Several soflware methods fur 
generating synlbetic AEK streams from frames stored in a coiiipurer's memory are descrihcd and 
evaluated. Evaluation criteria cover execution time, distribution error and how they perform with 
two receiver cell models. A hardware bridge PCI In A t K  for connecting to the convolulion chips 
is presented and evaluated. 
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I .  IN'I'RODUCTION 
Address-l.venr-Keprescntntion (AEK)  was proposed i n  I991 by Sivilotti [ I ]  for tri insfei~ii ig 

the staw of  an array of iieurciiis from one chip to another. It iisrs mixed ailalog and digital 
principles and exploits pulse density inodulation for coding information. The state oi' the iictiroiis 
i s  a ~ o i i t i i i i i ~ i i ~  iiiw varying analog signal. 

Figure I explains the principle hehind thc AER basics. The emitter chip wiitains 311 array of 
cells (like, for exatnplc, a cariiern or artiticial reliiia chip) where each pixel shows n continticrusly 
varying timc depcndcnl slate that changes with it slow time cunstilnt ( in the ordw of 
milliseconds). Each cell or pixcl Includes a local oscillator that generates digital pulses of 
minimum width (a few nanosect)nds). Thc density of pulses is prnpurtiunal to thc state or 
intensity cif the pixel. Each time a pixel generates 3 pulse (which i s  called "event"), i t  
cominunicates with the array pa-iphery and ;I digital word representing its codc or address is 
placed 011 the external inter-chip digital bus (the AER bus). Additional haiidsliakiiig lilies 
( Acknowlcdge and Request) are ais0 used for coinpletiiig the i i ~ y n c h r ~ i ~ ~ o t i ~  uonimunication. 

Figtiw 1. AER i~itw-chi,, cunimitnicutiori .dieair. 

I n  the receiver chip the pulses are directed to the pixels or cclts whose code or address was on 
the hus. This way, pixels with the sane  code ur address in thc cmilter and rucciver chips wi l l  
"see" the same pulse stream. The receiver cell intcgtatcs the pulses and reconstructs the original 
IOW frequency continuous-time waveforin. Pixels that ;ire inore aclivc arc accessing the bus inore 
frequently than tliuse less active. 

Transmitting the pixel addresscs idlows pcrlbrining extra opcrations on the images while they 
travel from one chip to aiiotliet. For example, inselling properly coded inemories (le. EEPROM ) 
allows transfurinatiun lie. shifling and rotation) nl' iinages. Also, the image transmiltcd by trnc 
chip can he received by inany receiver chips in  parallcl, by prupcrly handling the asynchronous 

55 



communication protocol. The peculiar nature of  the AEK protocol also allows for very enicient 
couvolution operations within il rcceivcr chip [2J. 

There i s  a growing coininuiiity o f  AEK protocol users for bio-inspired applications i n  vision 
and audition systems, as demonstrated by the success in the last years of the AEK gmtip at the 
Ncuroinlorphic Engineering Workshop series [3]. The goal of this coininunity is to build large 
multi-chip and inulti-layer hierarchically structured systems capable o f  performing complicated 
array data processing i n  real lime. The poweiful ol' these systcins can be used under computer 
hascd systems under CO processing. This purpose strongly depend 011 tlie availability o f  robust 
and effkicnt AER interface?; [4][5]. One such tool is a PCI-AER interface that allows not only 
reading an h13R sliuain into a computer mcinoiy and displaying i t  on screen in real-time, but also 
the trpposite: frotn iinages available in the computer's memory, generate a synthetic AER strcam 
in a similar manner as would do a dedicilted VLSl AER elniuer chip [ 1][6][7]. 

In Scctioii 2 we review some synthetic AEK generation tnrthods and present some 
itnpiwements over earlier presaitrd ones [4][5]. In Scction 3 different methods are evaluated 
attending to three criteria: execution time, enor o f  distribution and distance between ideal 
distribution in two kind o f  tweptors, the Uoohen integrator [SI and the Mortard integrator 191. 
Finally, section 4 prcsents a hardware architecture for the CAVIAR PCI-AER interface 
devcloped into VHDL for Ettropean project CAVIAR. 

2. SYNIHETIC AEK GENEIIAIION 
One can think of many software algorithms 10 transf'orin a hitmap iinagc (stored i n  a 

computer's memory) into an AEK stream o f  pixel addresses [4][.5]. I n  all of them the fi'eyuency 
uf appearance of the address of il given pixel inust be proporlimlal lii the intensiLy o f  chat pixel. 
Note  that ihe precise Iocatioii of the address pulses i s  1101 critical. The ptilsrs can he slightly 
shifted fioin their nominal positions: the AER receivers wi l l  intcgrale them to recover the original 
pixel waveform. 

U'liatever algorithm is used, it wi l l  generate B vector o f  addiesscs that w i l l  be sent to an AEK 
receiver chip via an AEIZ hus. Let us call this Y~EIUI' Ihc "/i.unre wr./of'. The,/i.afw iecfof- has a 
fixed number o f  t h e  slots to he filled whh cveiit addresses. The number of time slots depends on 
the tiinc ashigned to a frame (for example Tfrw-crrn~40ins) and the t i n e  required tu transmit a 
single wont ( k r  example Tprdre-Ions). If we have aii image of NxM pixels and each pixel can 
have a grey Icvel valur from 0 to K, uiie pussibility is to place each pixel address in the,/bcrrse 
\'ec/ur as inany times as the value of its intensity, and distribute i! with equidistant positions. I n  
the worsi case (a l l  pixels with maximum value K), the,/i.urrie 1 w o r  would be f i l led with NihlsK 
addresses. Note thax this number should be less than the total number of time slots i n  ~hejkurne 
m" . Depending on thc totill intensity oftlic iniagc therc will be more or less empty slots i n  tlie 
j h r w  iwtor ?$m/e/Tpulse. Each algorithm would irnplrmcnt a particular way of distributing 
tliesc address evctils, and wi l l  rcquire a certain time. 

2.1 The Scan Method 
In this method a frame is scanncd inany times. For each scan, ever): time a non-zero pixel is 

reached its address is put on the, j imie recm in the first availahfe slot, and the pixel value is 
decrrincnted hy one. If a pixel value i s  zero, a blank slot is left iii tIie,/?mw YUCIUI'. This method 
is very fast. However, the resulting evcnt dist~-ibution is very dift'rrent from the one an AER 
rrLina, fhr example, would pinduce. Particularly, the cvcnts of pixels with low intensity wi l l  
appear only at thr beginning of the f rmw ivc?or. 

2.2 ' lhc Unifnrm method 
111 this inethod. the ohjective is to distribute equidistailily the events of one pixel along the,/kfJrc? 
vcctw. The image is scanned pixel by pixel  only once. For each pixel, the genelared pulses inxist 
be distributed at q u a l  distances. As the,/i.nffie ivc/w i s  getting filled, tlie algorithin inay want to 
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place addresses i n  slots tlial are already occupied. This situation is callcd n ko//i.sioii', In this C I S L ' ,  

we propose three solutions: 
A )  The Rack-F~rclnr.ui-d (Uniform-IiF method) sohiion will put ihe event in the nearest empty 

slot of the,/i.aii?e wrlor. 
B)  The Forriard (Uniform-F inethod) solution wil l put thc event in thc h l low inp  cnipiy slot in 

the,/ioiiw ~'ec l~ i i ' .  

C )  And thc Wirier-Takes-A// (Unii'unn-WTA mcrhud) strlutitrn w i l l  put iii the etillisinn 
position of the vector the event that products ii lower error and w i l l  ignorc the others. The 
winning event i s  the one of the pixel with tl ie lowest inteiisity. 

U r i i f i m i - W ,  Uiil/i>riii-P- arid U i i ~ / i ~ i ~ r ~ i - l ~ ' T A  methods, apparently, wil l makc inore mistakes at 
the end of the  process lliaii at the hcpinning. The excciiiioii time grows coiisiderahly hecause the 
collisions consume an important ainolmt o f  tiinc to bc rwolved. 

2.3 ' lhe Kdndnm method 
This method places the d r e s s  t w i t s  in the slots ohtninrd by a pseudo-randoin nuimher 

generator hased on Linear Feedback Shift Registers (LFSK) [ lO][ l  I]. Due to the properties o f the  
LFSK used, cach slot position i s  gencraicd oniy once, excepl position zero, and no collisions 
appear. If a pixel iii the iinage has intensity p ,  t h m  the inethod wi l l  take p valucs from the 
pseudo-random nurnher generator and places tlie pixel addrcss in  the corresponding 11 slois ofthe 
fPuitie wctor. They wi l l  not hc equidistant but will appear along the coinpleie address sequence 
randoinly. This inethod i s  faster- tl iaii any of'thc U~iijorrir incthods. 

Note that by using an LFSR it would he possible to ohtain two very cluse addresses iii a few 
calls. This can be avoided using a n-hit counter for Ihc must significiint bits of'thc addrcss. Figure 
2 clell) shows the LFSR structure with a 2-bit coiinler fur ii 128x128 frame witti 2% gray levels. 

Figwe 2. Raridorii riicvliutl sti'iictiiiv vi1 the leii arid Rariiloiri-Sqirat~c~ nri the ri&. 
2.4 The Random-Square method 

For the Rarzdorii inelhod with o fixed s i x  counter, the event distribution is poor fur low 
activity pixels. The distribution cilii he improved suhstituting the wi i i i tcr  by another LFSII. 

For a I2X.tl2X frame with inaxiinuin gray l w e i  of255, an 8-hi1 LFSR (LFSR-8) is used for 
selecting 255 slices of 128.~128 sluts, and another 14-hit LFSR (LFSR-14) sclccis thc position 
inside the slice. The iinnpe is scanned wily once. For each p ixe l  a 14-bit numhcr is generated hy 
tlie LFSR-14, which i s  used to select a slot in a slice. Then, the LFSR-8 is called as many times 
as the intensity level ofthe pixel indicates. that is used for selecting tl ie slices to place the events. 
Figure 2 (right) shows the LFSK structure used. 

2.5 The Exhaustive method 
The Exhaustive method was proposed in [4][5]. This algorithm also divides the addrcss cvcnt 

seqiicncc into K sliccs ~ A ! Y M  poaitiuiis firr ii thine ofN.vM pixels with a maximum gray level o f  
K.  For each slicc (k ) .  an evciit ofpixel  (i,j) is sent on time I i f t h e  following condition is  asserted: 

where P,, i s  the inlcnsity value o f  #he pixei (ij). 
The Exhaustive method tries to iinprvvc thc Kandoin-Square one by distributing thc c w "  of 
each pixel i n  equidistant slices. 

Ik.?,, )modK+ t,, 2 K and N A4 . ( X  - I )  + ( i  - 1 ) .  + j = r (1)  
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3. tiVALUA'IION KESUL'I'S 
111 this Section we coinpale the incthods proposed a h w r  and estimate how the perforinance of 

ihe mcthods is atlkcted by ihc traftio or load of evenis in the AEK bus. To carry IIUI this analysis 
a set ol'random iiiiagcb have hccn generated, which reprcscnt n population ofimagcs. 

This SCI of images has heen obt:iined considering two aspects: (a) i is liistogram tnusi bc close 
tu a C?:iussian distribution and (b)  tlic number d c v e n t s  requilvd io  lrniisinii thein. This way, P 

100% event load corresponds to an image with alt pixels at inaxiinum value. Conwquently, an 
image with 10% ~L'event  load, represenis ail image that uses 10% of'the possihle events. Lct us 
golierate a 'Test Image Sct' (TIS) composed of nine images with ~ V K ~ I L  load of' IO%, 20%, 30%, 
... and 90%. This set wi l l  be used to compare the algorithins according to the following criteria: 

3.1 Execution 'I'ime 
Figure 3.a shows the execution time versus tlie evcnt load o f  the images, using the same 

hardware condilions. The Scurr and €,vkarrs,iw inethods fbllow an almost constant relation 
because llic event load dues 1101 allcct inucli the execii l ioi~ lime for thew algorilhms. 

3.2 Distribution Error 
In an ideal AEK distrihution all evetits for one pixel areequidistant In time: conslant frequu~icy 

ofcvenls. In this section, the distrihutim of events obtained with cach method Is evnlunted. Let us 
call 'Distribirrion u7.01.' how inuch ~hr evmc distribution generated by a inerhod deviates fiuin 
the ideal dktribuiion. 

Figure 3. A)Evenr/ior? tiitie coniparisuri qf's.q//uare iiir~~l~~rrrcrr/utim~r (leji). U)Meatl q J N E  inutr-is 
,/ur riielhorl> d u r g  iiicr.errieri/al d i q y  o/'eiw/s iri A E R  birs (riglit). 

Let us suppose Uij is tlie ideal disranee betwcen events of pixel ( i j )  oL'a N s M  iinagc with K 
N . M . I :  

gray level values. Then D,,, = - , wher'c P,j is the intensity value of pixel ( i j ) .  

Let u s  suppose d:j is the distance between the k-th event and tlie (k+l )-th one. 
1:. , 

( 1 ' .  8 . 1  =pi+l C.J - / ' , , j  (2)  
whew 11 i s  the position insidc the ineino~y array. 

idcal and real distance. Tlw error expression is: 
Then wc can tneasurc the ineaii CITO~ for a pixcl as ihe average of the dit'ierencss between the 

I t  is  easy tu see that the worst case for this error measurement i s  when al l  the evetits are 
together i t1 the address seqtlcnce. Tliei.eliwe. in order to compare the emor obtained Ibr dil'li.rcnt 

58 



methods and images, the error o f  each pixel must be normalized with respect io the innximuin 
error associated to the pixel. The hl lowing rxprcssion is  rhe maximum cn'or for pixel (U) :  

I 
=2.(11,, ,  - I ) . ( ) - - ) ,  wilh 4 ~ )  $ 1  e., 

For e,, =I , the distribution error is  7er0, because only uiie event lhas i o  he sent. 

Finally, we dclinc a matrix (NE) with the saiiie size o f t l ~  test image, and where each efeinent 
(id) represents the error normalized for pixel (ij). 

. .  

Figtire 3.b shmvs the ineasure o f  the NE inati-ix cnlculated for ilie nine test images using ihe 
methods proposed. The x-axIs represents The iinapt- ei'eii! laail and the y-axis i s  the inean 
normalized error. 

3.3 Integrator Cells 
Consider the receptor cells proposed by Boahen [8] (diode-capacitul- iiiteginior) and hy 

Mortar0 [9) (two capncilurs working in two phases). Wc have inodeled the ideal behavior of Illest: 
cells in MATLAB. Then for cach synllietic AEK generation inicthod, diffcrcnt /i.ariie ~'t 'c~ois were 
ubtained. These fi.uriic I T C / U ~ : ~  were tlicii iisud t u  iked iiii array o l  integrators o l  ritlier tlic Uoaheii 
type or the Mortaia [me. Figure 4 sliws the disinnce betweeti ihc idcal distribution of'evrnts and 
the real distribution duc t u  each iiirlhod tising the TIS and for each rcccpior model. N o  significant 
difference i s  uhserved, except that both Scan and Uniihtin- WTA methods have thc worst 
bchavior. 

4. HARDWARE INI'tCRFACE 
All simula!ions presenlcd have bccn prriiirincd in software. flowever, the linal goal i s  to 

transinit thc AER seqiiencc to  an AER bascd system (fur example a cunvolution chip) to perform 
video processing. For this purposc i t  I s  necessary ai1 Interface between the coinpiiter aiid tlic AER 
bus. Figure 5 shows the architecture 01'tIie preseni hardware intcrfauc. This is a PCI interrace 
devcloped under the Eurupenii project CAVIAR. The interface, called CAVIAR PIC-AtK G I ,  
has IWO opcration inodcs that can work in pilrallel: 

4.1 From PCI to AER. 
The AER-strcani associated io one iinagc devek~pd hy une ol'the previous methods i s  stored 

in the compiiter ineinory and then it is sen1 lo the AEK system through ilie OFIFO. Thls stiram i s  
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saved in ineinory using 32 hits for each address event. The sixteen less significant bits represents 
the address ol'tlic pixel that is elnittirig tlie eveiit. Arid the ani)tlw rnore significant bits represent 
a tiiiic dif'f'erence from the previous evcnt iii clock cyclcs. The cluck cyclc can be configured. The 
OUT-AER stete machine keeps continuously reading 32-hit words froin OFIE'O if the ENOF 
signal is active. For each word the state maciiine will wait for thc contigured number of clock 
cyclca before transinitling the addrcss thruugh the AER ouiput bus. I f  the acknowledge is 
delayed. the h e r  o f t l i e  OUT-AEK state inacliine wi l l  discount this timc to the wait state of the 
next event. If the result ol'the discotint is negative no wait will be dune for the next even[ and this 
value wil l be used as initial wait I'or tlie following went. With this trcatnient tl ie delay bciweeii 
cvents is not relative to tlie previous one, and a delay i n  tlie ACK reception will not cause a 
dtstoriion iii thc time distribution ofa l l  the events aluiig the iitne period. 
4.2 From AER to PCI. 

The AEK sequence arrives to the CAVIAR PCI-AEK inlcrface through l l ic  input AER port. 
The AEK-IN $lute inacliine kwps storing the incorning data into the IFIFO. This scquence o f  
evcnls is stored wiih tt.mporal information. Every tiinc a new even1 arrives, tlie number oEclock 
cycles since the last event is  storcd iii the [FIFO in the sixteen niorc significant biis ol'the 32 hit 
word, and the counter of  clock cycles Is clearcd. 

Counters for hoth IFlFO and OFIF0 can he clock divided. 
The connection to the PCI bus is done hy il VIIIIL bridge it21 that attend to the plug & play 

prottrtrl of  the PCI bus, decodes the access to the base address by the operating system, allows 
the burst access and the interruption. This interruption tries 10 avoid overflows at the incoining 
FIFO. 

5. EXPERIMENT 
The hardware interface has been iinplemciitcd using V I i D L  and synthesized into a Virtex 300 

FPGA. It has bccn tested into a Natlntech Hallyiiix protolypinp board under Windows 98 
opcraling system. 

The output AER hus has bccn connected with the input AER bus o f the  same board. With this 
coniiguration the board, i n  burst mode is ablr to read or write 811 AER event every 
TpIsenrifr=60ns. This implies the restriction ihet M , M Y K  5 ~ / r c l i i r ~ ' / ~ y i ~ ~ s ~ ' = 3 , 3 ~ ~ 0 ~ ,  This 
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restriction implies that for avoiding cnors in tlic channel 1hc resolution of the image has to carry 
wit with the previous condition. This restriction doesn't imply that a large iinage can't be 
transinittcd without eriur or with ii mIni~ninn error. I n  fact, duc in the pause or wair states 
hetween e w i t s  :ilong the seqiiencr of t w i t s  nssiiainted IO une image, the delay that the channel 
includes to the transinission can he compensated hy reducitig the pauses if there exist enough 
p a w s  and they are well distributed. 

The experiment consist on transmitting a scqiicncc of events associated to an image. Then i t  
can be calculated Ihc niaximuin and minimuiii time hetween events. The minimum m e  is equal to 
7l,~rlseniiri=I~(lrn, and this has been ohtained during a bunt transmission with the OFlFD fill1 as 
initial condition. And the maximum one Is equal to Tl, i fhmuv=J.  14ji.s and i t  wils obtained by 
transmitting a sequence of events through the PCI bus with the OFIFO empty as initial condition. 

The Iiardware can reduce the delays due to the transmission hy avoiding oi' reducing the wait 
states. I t  has been ti.ansmi1tt.d and received TIS synthesized hy a l l  the methods using the 
CAVIAR PCI-AER. Figiire 5 shows the average inter-spike time ditkrence between the expected 
(IO ns per event) and the transinittediieceived by the interface (I20 ins pcr even!). l o  the norst 
case, tlic dilfcrencc i s  2,4 nis per event. Around the 30 %and 40 % ol'ehargc oi'events there exist 
a local inaxiininn due to the proximity to ihc saiilraiion u f t h e  input FIFO. Although the IFIF0 is 
allnust collapsed, there s t i l l  are sonie pauses thal i l l l ( iw  1 0  thc hoard IO make some wait state. This 
situation arrcct to the error due tu the reduced hoped time, 

c* ,"lll ,.ll"lI.l,.I"..,"~.bll..d a:*.vn RI *"I *lil*:h.,ll * 1 - 1 ,  Wf1h3<  YC ._,I. 

6. CONCI,USlONS 
AER format i s  a neuroinspired communication way bctwcen neurtiinspired systems. Many 

efforts habe been done in real-time vision processing. This paper h a w  presented several methods 
for translating frames oi'vidco into AEK fornm, arid i t  l ime evalualcd thciii. 
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Atthough the AEK bus has a maxiinuin theoretical bondwidtli, those images with a low charge 
of events can be tmsmit tcd thiuugh the AER bus will1 a lower bandwidth than neccssaiy with the 
introductiun of a IOW eriur that depends on the events distrihulion uf t l ie image. 

There are three kind of inethods: the scat1 based, ttir uniIbrni based and the random hased 
inethods. Along the evaluations, uniform ones seem to be the most efficient In distribution 0 1  
error, but they have the worst time n f  exccution, what innkes them in vsable f i r  real-time in 
softwarc. The scan inethod and cxhnustive inethod haw ~lir hest rcdts  in execution tiinc, but the 
dislribution crrur is 1101 so good. Rnndotn inetliods are [hough tbr 311 easy hardware 
iinplementation. whal in~plies real-time for l?ames ~ranslatIons. Chr group is  now working i n  the 
haidware implementation of’thc random inethuds. 

The methods have bern tcskd with the TIS. This set o f  images carry out with the same 
characteristics. There exists anoilier kind 01‘ population of iinages with difl‘rrent characteristics 
thal wi l l  cause a different respond along the methods. Foi, example radar images, x-ray images, 
ultrasound-scan images, ..* Thewfore eveiy tneihod wit1 result more apprupriate switch the 
population of images selected. 

A hardware interface that allows the coinnitmicalion between a PC and a AER based systein is 
proposed and i t  has been tested with a bandwidth support trom I n~ei,e/if/i.econd(worst case) to 
16.6 rtkiwrr/second (best case). 

7. AC KNOWI.FI)CEM EN’I’S 
This work was in part supported by EU grant IST-2001-34124 (CAVIAR), and Spanish 
grant TIC-2000-0406-P4 (VICTOR). 

S. REFERENCES 
[I] M. Sivilotti. “Wiring Considcratinns in analog VLSl Systems with AppliCailon IO Field-Progr:m”hle 
Networks”, Ph.D. Thesis, Califurnin institute of Technology. Pasadena CA. 1991. 
[ 2 ]  Tcresa Serano-Gotarredona. Andrras G. Andrew, Hcrnabe Linarcs-Barranco. “AER Imagc Filtering 
Architrciurc for Vision-Processing Systems”. I Triinsiictions on Circuits and Systems. Fundamenml 
Thcory and Applications. Vol. 46, NO. 9. September IYY9. 
[ 3 ]  A. Cohcn, R. Douglas. C. Koch. T. Sejnowski. S. Shnmmn. T. Horiuchi. and C. lndiveri. “Kcport to 
the National Scienct: Foutidaiion: Wnrkshup on Neuminorphic hgiiiuering”, Tclluride, Colorado, USA, 
June-July 2001. [www.ini.unirh.ch/tc.lluridc] 
[4] A. Linaros-Barranco. “Estudio y cvaluacion du interfaces para la cuncxion de sistcinas ncurombrficos 
mcdiante Addrcss- Event-Represenlation”. Ph.D. Thesis. University of Seville, Spain. 2003 
[5] A Linercs-Rarcmco. R. Srnhadji-Navarro, 1.  Garcia-Varpas. f. Cihincz-Kodrigucz, G .  Jimsnci! and A. 
Chit. “Synthetic Generation of Address-Event for Real-Time Image Processing”. ETFA 2003, Lisbun, 
September. Proceedings. Vol. 2. pp. 462-4157, 
[6] Kaabena A. Roahen. “Communicarrng Ncuroniil Ensuinbtes between Neurumorphic Chips”. 
Nsuromorphic Systems. Kluwcr Academic Publishcrs, Boston 1998. 
[7] Misha Mahuwald. “VLSI Analogs ofNeuron;~l Visual Proccssing: A Synthesis of Form and Function”. 
Ph.D. Thesis. Calilbrnia l~istiiult. ofTechnology Pasadena, California 1992. 
[SI Kwahena A. Iloahen. “Rctinornorphic vision systums I[. Cominunicstiun channel design“. Pmcerdings 
ofthc IEEE ISCAS. volume supplement. pp. 14-17. May 1996. 
[ 9 ]  Morlsra, Eric A. Viitoz. Philippe Vcnier. A cointnunkiition Scheme For Analog VLSl Perceptive 
Systems. IEEE Journal ofSolid-Stair Circuits. vol. 30, No. 6. pp. 660-660, Junc lYY5 .  
[IO] Perre L‘6cuyer. Franipis Panneton. A Nev. Class of Linear Feedback Shiti Register Genoerators. 
Proccudings ol‘the 2000 Winter Sirnuliltion Conferencc. 
[ 1 I ] Linciir Feedback Shift l<cgistur V2.0. Xilitir Inc. Oatoher 4. 2001. Iitip://www.xitinx.comilpcenter. 
[12]U. R z .  “Analisfs del bus PCI. Desarrollo dc pontes biisados en FPGA para plnciis PCI”. Trabajo de 
invcstigacion para obtencih de suficzcncin investigidors. Se\,ill;i. Junio 2003.. 

62 


