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Abstract

The main purpose of this project is to serve as a self-contained and properly motivated

introduction to the theoretical framework of open quantum systems and its uses. Starting

by revisiting the already well-known postulates that cement quantum mechanics, a

reformulation of such postulates is proposed so that new powerful mathematical tools arise

naturally on the way. After introducing such tools, two different approaches are followed

to derive the master equation that governs the evolution of open quantum systems, i.e., the

Lindblad equation. Finally, as an application of this equation, the effect of measurements

on the evolution of a two-level atom in an electromagnetic field is studied.
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Introduction

“Suppose the system is isolated”,“ignoring interactions with other systems”, these are

two of the most commonly used assumptions during a regular physics course. Both

make tremendous simplifications to models and oftentimes result in satisfactory enough

approximations to how real systems behave. Nonetheless, as everybody knows, no real

system is completely closed. In quantum mechanics, just to study a system we need to

connect a measuring device to it, which ’opens’ it to the environment. Even though in

classical mechanics we can absolutely disregard the effect of the measuring device on the

system (they are assumed to make no difference on it) and continue to consider its isolated

evolution, in quantum physics we can no longer bypass it as it plays a crucial role. At

this point is where open quantum theory comes into play.

For those who are not very familiar with quantum physics, let me word this in a loose

way: imagine an extremely small beer bottle (we assume it to be very small so that a

quantum-mechanical approach of the system is suitable). Throughout a regular quantum

physics course, one is taught essentially what happens inside the beer bottle and how its

constituent particles interact among them, all while it is closed. However, most of the

times you will not have your beer bottle closed but opened. This is where the system

becomes open and its evolution may no longer be predicted with regular closed-systems

quantum theory. Since no one buys a beer to keep it closed, let’s crack it open and try

to guess what will happen to it.
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Revisiting quantum mechanics

fundamentals

In this chapter’s sections we will revise each one of the four postulates that cement the

bases for quantum mechanics, motivating the need of reformulating them in terms of a

new protagonist, the density operator, and introducing along the way numerous useful

mathematical tools applied in this new formalism. There are countless ways of enunciating

the postulates but for the sake of consistency, we will follow the ones used in [1].

2.1 State of a system

Describing the state of a system by the means of state vectors is well-known and its

contemplated in the first postulate, which we will formulate as:

Postulate 1 [1]. Associated to any isolated physical system there is a vector space

with inner product (that is, a Hilbert Space) known as the system space H. The system

is completely described by a vector state |ψ〉 ∈ H.

If we know for certain that the system under study is in the state |ψ〉, calculating the

average values and probabilities becomes quite an effortless task. However, what happens

if we do not know for sure what state the system is in? As the reader may know, a

wavefunction is only capable of describing one pure state (i.e., a state about which we

have the maximum degree of information possible) so, what happens if we have instead

a mixture of pure states, i.e, a mixed state? John von Neumann introduced back in 1955
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the density operator formalism, which we present here, capable of successfully describing

both mixed and pure states in a compact way.

In order to invoke such formalism, suppose we actually do not know for sure what state

the system is in. In that case, we will have a set of accessible states, each of them with

its associated probability {ωl, |ψl〉}. By using statistical physics, one can see the system

as a set of replicas (ensemble), each of which is in a state |ψl〉. Suppose now that we

desire to measure the observable A. As an Hermitian operator, it will admit a spectral

decomposition

A =
∑
j

ajPj, (2.1)

where Pj is the projector onto the subspace of eigenstates of A associated to the eigenvalue

aj. Using the law of total probability, the probability of obtaining such eigenvalue after a

measurement is performed is

p(aj) =
∑
l

p (aj|ψl) p(ψl), (2.2)

that is, the probability of obtaining aj in the state |ψl〉 multiplied by that of the system

being in such state, summed over all the replicas that constitute the ensemble. Expanding

the expression above, we get

p(aj) =
∑
l

〈ψl|Pj |ψl〉ωl =
∑
l

Tr (Pj |ψl〉 〈ψl|)ωl = Tr

(
Pj
∑
l

ωl |ψl〉 〈ψl|

)
. (2.3)

To write this down in a more compact and visually appealing way, one can define the

following operator

ρ ≡
∑
l

ωl |ψl〉 〈ψl| . (2.4)

With this definition, equation (2.4) becomes

p(aj) = Tr(Pjρ), (2.5)

and the expectation value of A

〈A〉 =
∑
j

ajp(aj) = Tr

(∑
j

ajPjρ

)
= Tr(Aρ). (2.6)

Let’s analyze the operator defined in (2.4). It is straightforward to see that it has unit

trace

Tr(ρ) = Tr

(∑
l

ωl |ψl〉 〈ψl|

)
=
∑
l

ωl = 1. (2.7)
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Additionally, ρ is positive semi-definite since for any state |φ〉 ∈ H we have

〈φ| ρ |φ〉 =
∑
l

ωl 〈φ|ψl〉 〈ψl|φ〉 =
∑
l

ωl| 〈φ|ψl〉 |2 ≥ 0. (2.8)

This kind of operators, with unit trace and semi-definite positivity are known as density

operators. 1. This mathematical tool is extremely useful to describe the statistical

ensemble {ωl, |ψl〉}, specially when dealing with mixed states, as we will see later on.

Thus far, density operators have arisen as a result of the statistical interpretation of state

vectors. Nevertheless, one may characterize density operators without relying on this

particular understanding, in a self-contained way. To achieve this, we will enunciate the

following theorem

Theorem. (Characterizing a density operator). Any operator ρ is a density

operator if and only if the following statements are fulfilled

1. ρ has unit trace.

2. ρ is positive semi-definite.

Proving the previous theorem is quite a straightforward task so we will bypass such proof.

One is now qualified to shift the focus from state vectors to density operators, starting

by reformulating the first postulate of quantum mechanics as

Postulate 1 (Alternative version) [1]. Associated to any isolated physical system

there is a vector space with inner product (that is,a Hilbert Space [2]) known as the

system space H. The system is completely described by a density operator ρ ∈ B(H):

a positive operator with unit trace that acts on the state space of the system. If

a quantum system is on the state ρj with probability pj then the system’s density

operator is
∑

j pjρj.

The space denoted by B(H) used in the postulate is known as Banach space and,

essentially, it is a generalization of Hilbert spaces. Formally, one may define them as

(see [2])

1In numerous books and papers on density operators, ρ is referred to as density operator and density
matrix interchangeably. Even then, it is important to point out at least once that, in a strict sense, the
density matrix is the matrix representation of the density operator in a certain basis.
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Definition. (Banach Space): A normed space is said to be complete if every Cauchy

series converges to an element of that space. A normed complete space is called a

Banach space, and will be denoted as B

From the previous definition one realizes that a Hilbert space is indeed a Banach space

with the norm associated to the scalar product. Among all Banach spaces, we will be

specially interested in the Banach space of bounded linear operators, with finite trace

norm,

||A|| ≡
√

Tr(A†A), (2.9)

that act on elements of some state space with associated Hilbert space H. Such space of

operators will be denoted as B(H).

2.2 Evolution of an isolated system

The second postulate discloses the evolution that a state vector |ψ〉 ∈ H undergoes

through time

Postulate 2a [1]: The evolution of an isolated quantum system is described by an

unitary transformation U(t2, t1), usually called evolution operator. The state vector

|ψ(t1)〉 at some instant t1 is related to the state |ψ(t2)〉 at t2 by an unitary operator

U(t2, t1) which depends only on t1 and t2

|ψ(t2)〉 = U(t2, t1) |ψ(t1)〉 . (2.10)

If instead of a point to point evolution one seeks for a continuous one, another version of

this postulate, which introduces the well-known Schrödinger equation, might serve as an

aid

Postulate 2b [1]: The time evolution of a vector state in an isolated quantum system

is described by the Schrödinger equation,

i~
∂ |ψ〉
∂t

= H |ψ〉 . (2.11)

After shedding light on density operators, the reader may ask themselves: how do they

evolve with time? Using the definition presented in (2.4) and the Schrödinger equation
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(2.11) one gets

∂ρ

∂t
=

∂

∂t

[∑
l

ωl |ψl〉 〈ψl|

]
=
∑
l

ωl

(
∂

∂t
|ψl〉
)
〈ψl|+

∑
l

ωl |ψl〉
(
∂

∂t
〈ψl|
)

= (2.12)

=
−i
~
H

(∑
l

ωl |ψl〉 〈ψl|

)
+
i

~

(∑
l

ωl |ψl〉 〈ψl|

)
H =

−i
~

[H, ρ].

Then
∂ρ

∂t
=
−i
~

[H, ρ]. (2.13)

This equation is known as the Liouville-Von Neumann equation and its solution is

ρ(t) = U(t, t0)ρ(t0)U
†(t, t0). (2.14)

We are now in the position to reformulate the second postulate in terms of ρ as follows:

Postulate 2 (Alternative version)[1]: The evolution of an isolated quantum system

is described by an unitary transformation U(t2, t1), i.e., the density operator ρ(t1) at

some instant t1 is related with the state ρ(t2) at t2 by an unitary operator U(t2, t1)

which depends only on t1 and t2

ρ(t2) = U(t2, t1)ρ(t1)U
†(t2, t1). (2.15)

Note that equation (2.15) embodies an operator-to-operator transformation.

Remembering how a classical vector ~a transforms into another vector ~b by means

of some transformation matrix Λ
~b = Λ~a, (2.16)

one may feel inclined to rewrite equation (2.15) in an analogous way as

ρ(t2) = U(t2,t1) [ρ(t1)] , (2.17)

with U(t1,t2) [•] ≡ U(t1, t2) • U †(t1, t2). These kind of operators, that act on operators

transforming them into other operators are known as superoperators. The prefix ’super’

is merely used to distinguish them from the usual vector-to-vector transformation.

One may also rewrite the von-Neumann equation in superoperator language as

ρ̇ =
−i
~

[H, ρ] ≡ Lρ, (2.18)
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where the superoperator L is known as the Liouville operator or Liouvillian.

Now, from all the superoperators at our disposal, we are interested in those which preserve

the ’physics’ of the starting operator. As a result, if such operator turns out to be a density

operator, the only physically plausible transformations would be the ones which maintain

its properties, i.e., unit trace, linearity and positivity 2. Linear maps that fulfill this

are called dynamical maps or DM . We summarize this concept through the following

definition [3]

Definition (Dynamical Map). A transformation A : B(H1) → B(H2) is said to be

a dynamical map or DM if, when acting on a density operator ρ, preserves the following

properties

1. Positivity: A [ρ] ≥ 0.

2. Unit trace: Tr (A [ρ]) = 1.

3. Convex linearity: A [λρ1 + (1− λ)ρ2] = λA [ρ1] + (1− λ)A [ρ2], ∀λ ∈ [0, 1].

Even though at first glance dynamical maps may seem like a feasible way of representing

physical evolutions, we will see later on that they sometimes describe unphysical ones (see

[4]).

2.3 Quantum measurements

In the previous section we saw that the evolution of an isolated system, while remaining

as such, is unitary. Nevertheless, there are times where systems must be subjected

to measurements, making them interact with the external environment and, therefore,

breaking the unitarity of the evolution [5]. The third postulate prescribes what the effect

of these measurements in quantum systems is [1]

Postulate 3 [1]: Quantum measurements are described by a set {Mm} of measurement

operators. The index m refers to the possible outcomes we can get after the measuring

process. If the system is in the state |ψ〉, immediately before the measurement, then

2Note that we did not mention hermiticity since any positive operators is also Hermitian.
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the probability of obtaining the result m is given by

p(m) = 〈ψ|M †
mMm |ψ〉

and the state of the system immediately after the measurement is

|ψ′〉 =
Mm |ψ〉√

〈ψ|M †
mMm |ψ〉

.

Furthermore, the measurement operators satisfy the completeness relation, so that

probabilities are normalized ∑
m

M †
mMm = 1. (2.19)

Reformulating this postulate in terms of ρ is an uncomplicated task. Suppose a system

in the state ρ =
∑

l ωl |ψl〉 〈ψl| on which we perform a measurement described by the set

{Mm}. The probability of obtaining m as a result of the measuring process is

p(m) =
∑
l

p (m|ψl) p(ψl) =
∑
l

ωl 〈ψl|M †
mMm |ψl〉 =

=
∑
l

ωl Tr
(
M †

mMm |ψl〉 〈ψl|
)

= Tr
(
M †

mMmρ
)
.

Let us assume that the system was in the state |ψl〉 right before obtaining the result m.

Thus the state after the measurement will be

|ψml 〉 =
Mm |ψl〉√

〈ψl|M †
mMm |ψl〉

. (2.20)

That is, as a result of the measurement we obtain an ensemble of accessible states {|ψml 〉}
with their corresponding probabilities p(l|m). The associated density operator is, by

definition

ρm =
∑
l

p(l|m) |ψml 〉 〈ψml | =
∑
l

p(l|m)
Mm |ψl〉 〈ψl|M †

m

〈ψl|M †
mMm |ψl〉

. (2.21)

But by using Bayes’ theorem,

p(l|m) =
p(m|l)p(l)
p(m)

=
〈ψl|M †

mMm |ψl〉ωl
Tr
(
M †

mMmρ
) . (2.22)
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Substituting this in (2.21) we obtain

ρm =
∑
l

ωl
Mm |ψl〉 〈ψl|M †

m

Tr
(
M †

mMmρ
) =

Mm (
∑

l ωl |ψl〉 〈ψl|)M †
m

Tr
(
M †

mMmρ
) =

MmρM
†
m

Tr
(
M †

mMmρ
) . (2.23)

Now that we have determined the density operator of the system after the measuring

process, one may enunciate the third postulate in terms of ρ as follows

Postulate 3 (Alternate version) [1]: Quantum measurements are described by a

set {Mm} of measurement operators. The index m refers to the possible outcomes we

can get after the measuring process. If the system is in the state ρ, immediately before

the measurement, then the probability of obtaining the result m is given by

p(m) = Tr
(
M †

mMmρ
)
, (2.24)

and the state of the system immediately after the measurement is

ρm =
MmρM

†
m

Tr
(
M †

mMmρ
) .

Furthermore, the measurement operators satisfy the completeness relation∑
m

M †
mMm = 1. (2.25)

Regarding the measuring process itself, the simplest way of measuring was formulated

by von Neumann and such measurements are known as projective or von Neumann

measurements. Suppose a system in the state ρ, on which we perform a measurement

of the observable A =
∑

j jPj. The probability of obtaining j after the measurement is

p(j) = Tr(Pjρ)

where Pj is the projector onto the subspace of eigenvectors of A associated to the

eigenvalue j. Furthermore, if the result obtained is j then the state of the system right

after the measurement is

ρj =
PjρPj

Tr(PjρPj)
.

Now, using the cyclic property of the trace leads us to

Tr(PjρPj) = Tr(PjPjρ) = Tr
(
P 2
j ρ
)

= Tr(Pjρ) = p(j),
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so

ρj =
PjρPj
p(j)

,

this is, the state after the measurement is performed is the projection of ρ onto the

subspace of eigenstates associated to the eigenvalue j, divided by the probability of

obtaining such outcome. One may also see this kind of measurements as a particular

case of postulate 3; the operators {Pj} not only fulfill the condition of being a complete

set, but also they are orthogonal, i.e., they are Hermitian and satisfy MmMm′ = δmm′Mm.

Projective measurements present quite convenient properties. For example, they allow us

to calculate with much ease expectation values

〈A〉 =
∑
j

jp(j) =
∑
j

j Tr(Pjρ) = Tr

(∑
j

jPjρ

)
= Tr(Aρ).

However, they become insufficient when seeking for a complete description of the

measuring process, simply because most real observations of a system are not of this kind.

Instead, existing noise, either surrounding or intrinsic, will ensure that our measurements

contain some uncertainty. Not only that, but it has also been seen that a measurement

performed on a system rarely leaves it exactly at an eigenstate of the measured observable.

As a first approach to quantum noise, suppose a measuring device able to determine

whether a qubit is in the state |0〉 or |1〉 [5]. An ideal (projective) measurement would be

determined by the set {P0, P1}, where

P0 = |0〉 〈0| ,

P1 = |1〉 〈1| .

Now suppose that noise makes our measuring device detect the wrong state with

probability p. This implies that if the system started in |1〉, the measuring device will

give as a result 1 with probability 1− p and 0 with probability p. As a result of this, for

a given state ρ the probabilities of obtaining each possible outcome are

p(0) = (1− p) Tr(P0ρ) + pTr(P1ρ), (2.26)

p(1) = pTr(P0ρ) + (1− p) Tr(P1ρ).

By defining the following operators

π0 ≡ (1− p)P0 + pP1 = (1− p) |0〉 〈0|+ p |1〉 〈1| , (2.27)
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π1 ≡ pP0 + (1− p)P1 = p |0〉 〈0|+ (1− p) |1〉 〈1| .

one may rewrite (2.24) as

p(0) = Tr(π0ρ), (2.28)

p(1) = Tr(π1ρ).

Note that for p 6= 0, 1 the operators defined in (2.27) are not projectors because, even

though they are Hermitian, positive and form a complete set, they are not orthonormal

since π0π1 = p(1− p)1. Despite this, they still represent a real measurement.

One may now extend this example to describe any non-ideal measurement affected by

noise, starting by introducing two variables: let i be an hypothetical ideal projective

measurement outcome and r the real value obtained after such measurement has been

performed. According to the third postulate, a von Neumann measurement of some

observable A would give the result n with probability

p(i = n) = Tr(Pnρ). (2.29)

The error associated to the measuring device will be given by the conditioned probability

p(r = m|i = n), this is, the probability that after the measurement we obtain m, given

that we obtained n in the ideal one. Applying once again Bayes’ theorem,

p(r = m) =
∑
n

p(r = m|i = n)p(i = n) =
∑
n

p(r = m|i = n) Tr(Pnρ). (2.30)

Again, we can rewrite this as

p(r = m) = Tr(πmρ), (2.31)

by introducing the operators

πm =
∑
n

p(r = m|i = n)Pn.

The operator set {πm} is hermitian since Pn are projectors. Additionally, they are positive

due to the fact that p(r = m|i = n) ≥ 0 and the Pn are positive operators. Summing πm

over all possible values of m gives us the identity since the sum of conditioned probabilities

has to be equal to one and the Pn form a complete set. Nonetheless, one, once again,

might quickly realize that these operators are, in general, not orthonormal, thus they are

not projectors either. This kind of operators form a set that represent what is known as

POVM (Positive Operator-Valued Measurement). We proceed to summarize all of this

information through the following definition
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Definition (POVM). A set of operators {πm} represents a POVM if they fulfill the

following properties

1. Positivity, i.e., πm ≥ 0.

2. Completeness, i.e.,
∑

m πm = 1.

From the definition presented one could verify that projective or von Neumann

measurements are a particular case of POVM since they fulfill every requirement needed

to do so. In this particular case, the POVM set elements are the projection operators

Pm themselves, due to orthonormality. In general, comparing the probability given by

(2.31) with the one stated by the third postulate (2.24), one may conclude that the set of

operators
{
πm ≡M †

mMm

}
represents a POVM.

One of the many advantages of using POVMs over projective ones has to do with

the distinguishness of states. It can be shown 3 that non-orthornormal states are

indistinguishable, that is, there is no measurement that reliably allows us to identify

whether the system is in one state or another. However, with the help of POVMs we

are capable of distinguishing (although with the lack of absolute certainty) states even

when they are not orthonormal. In order to visualize this, imagine two individuals, Alice

and Bob, who want to share a message through some quantum channel. Both know the

set of possible states with their corresponding probabilities {|ψl〉 , ωl}, 1 ≤ l ≤ n. Alice

chooses one state from the set, |ψl〉. Bob’s task now consists in identify which state,

from the constituents of the ensemble, Alice chose. To achieve this, if the states are

orthonormal, Bob shall make a projective measurement with the projectors Pl ≡ |ψl〉 〈ψl|
and an additional one P0 = 1 −

∑
l Pl, through which he is capable of distinguishing

states and guess with total accuracy which state Alice sent. However, if set {|ψl〉} is not

orthonormal, Bob’s task gets trickier, as he will no longer be able to distinguish such

states by just relying on projective measurements. At this point, Bob’s only choice is to

give POVMs a try:

For the sake of simplicity, let’s assume Alice gave Bob a qubit prepared in one of these

possible states |ψ1〉 = |0〉 or |ψ2〉 = 1/
√

2(|0〉+|1〉) (together they form a non-orthonormal

set). Now assume that Bob makes a measurement given by the POVM set {E1, E2, E3}
with

E1 ≡
√

2

1 +
√

2
|1〉 〈1| ,

3p. 87 [1]
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E2 ≡
√

2

1 +
√

2

(|0〉 − |1〉)(〈0| − 〈1|)
2

,

E3 = 1− E1 − E2.

Suppose that the state chosen by Alice is the state |ψ1〉 = |0〉. There is no chance that after

measuring the set {E1, E2, E3} Bob obtains as a result E1, since p(1) = 〈ψ1|E1 |ψ1〉 = 0.

So if he was to obtain E1 then he would know for a fact that the state Alice sent is |ψ2〉;
in a similar way, obtaining E2 means that the chosen state is |ψ1〉. However, if the result

of the measurement is E3, Bob will not be able to distinguish which state Alice sent. The

key to this plight is that Bob never makes a mistake identifying which state has been sent

to him, at the expense of not obtaining any information in some measurements.

Another interesting aspect about POVMs has to do with the repeatability of

measurements. Projective measurements are said to be repeatable in the sense that,

if after measuring an observable through one we obtain m, the state of the system

immediately after the measurement is |ψm〉. No matter how many times we make the

measurement of this observable in following instants that both the system and the result

of the measurement will be the same, since 〈ψm|Pm |ψm〉 = 1. Nevertheless, in POVMs

nothing about the state of the system after the measurement has been specified and that is

because what really matters in a POVM are the probabilities associated with the possible

outcomes of the measuring process. For example, if we were to measure a photon using

a photomultiplier, the photon would be destroyed after being detected and as a result,

the measurement of such photon would not be repeatable. In these cases, POVMs are

preferred over projective measurements for simplicity reasons.

Finally, it is worth noting that such POVM formalism enables the optimization of the

measuring process. Since any measurement can be described by a POVM set, one can

consider all the POVMs associated to a measurement and find by mathematical means

which one is the optimal, i.e., the one with less error probability. 4.

2.4 Composite systems

A composite system is that consisting of two or more physical systems. The way of

treating this kind of systems is stipulated in the forth and last postulate of quantum

mechanics

Postulate 4 [1]: The state space of a system is the tensor product of the state spaces

4Readers interested in optimizing POVMs can visit section 4.4 of [5] for further insight
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of the systems that form it. Additionally, if we enumerate these systems from 1 to

n, and the system l is prepared in the state |ψl〉, then the state of the full system is

|ψ1〉 ⊗ |ψ2〉 ⊗ · · · ⊗ |ψn〉.

Reformulating this postulate in terms of density operators is easily achievable, just by

replacing |ψ〉 for ρ so it is omitted. Nonetheless, within this postulate lie quite important

concepts which are worth highlighting. In the first place, suppose a composite system

formed by two subsystems A and B, each of which with their associated state space HA

and HB, respectively. Let |ϕ〉A be a state in HA and |χ〉B one in HB, then the tensor

product state |ϕ〉A ⊗ |χ〉B ≡ |ϕχ〉 belongs to the tensor product space H = HA ⊗ HB.

However, not every state in H can be written as such. In fact, if
{
|uj〉A

}
and {|vk〉B}

form a basis of the subspaces HA y HB, respectively, then
{
|uj〉A ⊗ |vk〉B

}
constitutes a

basis of H and, as a consequence, the most general vector in such space can be written

as [6]

|ψ〉 =
∑
j,k

cj,k |uj〉A ⊗ |vk〉B , (2.32)

where the coefficients cj,k may not always be factorized as aj ·bk. In this sense, a system is

said to be in a separable state if that state admits a factorization in the form |ϕ〉A⊗|χ〉B,

with |ϕ〉A ∈ HA y |ϕ〉B ∈ HB. If the state is non factorizable, then it is said to be

entangled. Such impossibility of factorizing an entangled state turns out to be equivalent to

the condition of statistical dependence between variables [4]. In this context, probability

distributions associated with certain observables will be correlated for entangled states; if

we measure one of these observables in one subsystem, the state of the other one changes
5. In order to get a glimpse of separability, consider the following example:

Let A and B be two systems, each representing one qubit. The

space of the composite system is H = HA ⊗ HB and a basis,

{|00〉 ≡ |0〉A ⊗ |0〉B , |01〉 ≡ |0〉A ⊗ |1〉B , |10〉 ≡ |1〉A ⊗ |0〉B , |11〉 ≡ |1〉A ⊗ |1〉B}. It is

straightforward to see that, if the system is in the state

|ψ〉 = |00〉 ,

such state is separable. Another still separable (but a pinch more complicated) state

would be the one representing the superposition of states

|ψ〉 =
1

2
(|00〉+ |01〉+ |10〉+ |11〉) =

5For experiments regarding entanglement and strong correlations between subsystems, referenced
articles [7], [8] may be of interest for the reader
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=
1√
2

(|0〉A + |1〉A)⊗ 1√
2

(|0〉B + |1〉B) .

Now, the state

|ψ〉 =
1√
2

(|00〉+ |11〉)

cannot by any means be divided in a direct product of states belonging each to one system,

so it turns to be entangled 6. We also see that if after measuring the qubit A in such

entangled state, we found it to be in |0〉A, then the state of qubit B will change to |0〉B.

In a similar way, if we found B to be in |1〉B then A’s state will change to |1〉A.

Returning back to density operators, it is actually when dealing with composite systems

where they shine the brightest, specially when one is interested in studying only one

subsystem in particular. Let ρ be the state of a full system composed by two parts A, B.

The reduced density operator ρA is defined as

ρA ≡ TrB(ρ), (2.33)

where the operation TrB is known as partial trace over B and it is defined as the only 7

linear operator TrB : B(HA ⊗HB)→ B(HA) so that

TrB(ρA ⊗ ρB) = ρA Tr(ρB), (2.34)

for all ρA ∈ HA, ρB ∈ HB.

In order to see that the density operator defined in (2.33) represents a physically plausible

way of describing the state of subsystem A, first consider this quite enlightening example

shown in [1]. Let M be an observable of A and M̃ the observable associated to the

same measurement but performed on the total system ρ. If the state of the full system

is |mψ〉, where |m〉 is an eigenstate of M associated to the eigenvalue m and |ψ〉 is any

state of B, then the measuring device we use to measure M̃ must give as a result of

the measurement m with probability one. Let Pm be the projector onto the subspace of

eigenvalues associated to m, then the corresponding projector for M̃ is Pm ⊗ 1B and its

spectral decomposition leads us to

M̃ =
∑
m

mPm ⊗ 1B = M ⊗ 1B. (2.35)

6Such state is actually one of the well-known Bell states |β00〉. It constitutes, together with |β01〉 =
(|01〉 + |10〉)/

√
2, |β10〉 = (|00〉 − |11〉)

√
2 and |β11〉 = (|01〉 − |10〉)/

√
2 a normalized and (maximally)

entangled basis of the state space of two qubits, widely used in quantum information. For further
knowledge about entanglement, the curious reader may go to [9] [1]

7See section 2.4.3 in [1]
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Let us show now that the partial trace is the only operation which gives us the correct

information about these observations made about a subsystem. Suppose we perform a

measurement on the system A, described by the observable M . For physical consistency,

if we want to associate a state ρA to subsystem A, then the expectation value of M must

give the same outcome whether we calculate it using ρA or ρ,

〈M〉 = Tr(MρA) = Tr
(
M̂ρ
)

= Tr((M ⊗ 1B)ρ). (2.36)

This last equation is satisfied if we choose ρA = TrB(ρ). In fact, the partial trace is the

only function that possesses this property (again, see section 2.4.3 in [1]).

To end this section, we will discuss a problematic issue that arises from the way certain

dynamical maps transform states of composite systems. Firstly, suppose the case of one

single qubit, in the state represented by the matrix representation of the density operator

ρ =

(
a b

c d

)
.

Then suppose we apply to such state a transposition map T such that

T [ρ] = ρT =

(
a c

b d

)
.

Note that this map preserves the positivity of ρ, apart from checking the rest of properties

that any dynamical map must fulfill. However, suppose now a system of two qubits in

the entangled state

|ψ〉 =
|00〉+ |11〉√

2
,

whose associated density matrix is, in the basis {|00〉 , |01〉 , |10〉 , |11〉},

ρ ≡ |ψ〉 〈ψ| = 1√
2


1

0

0

1

 1√
2

(
1 0 0 1

)
=

1

2


1 0 0 1

0 0 0 0

0 0 0 0

1 0 0 1

 . (2.37)

Now suppose one applies a partial transposition map TP to such matrix, that is, it

transposes only one of the qubits’ state, let’s say, the second one. Formally, for a general

ρ ∈ HA ⊗HB given by

ρ =
∑
j,k,l,m

ρj,kl,m |j〉 〈k| ⊗ |l〉 〈m| , (2.38)
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the partial transpose with respect to system 2 may be defined as

T2[ρ] ≡ (1⊗ T )[ρ] =
∑
j,k,l,m

ρj,kl,m |j〉 〈k| ⊗ (|l〉 〈m|)T = (2.39)

=
∑
j,k,l,m

ρj,kl,m |j〉 〈k| ⊗ |m〉 〈l| =
∑
j,k,l,m

ρj,km,l |j〉 〈k| ⊗ |l〉 〈m| .

That is, for system A this map is the identity operation and for system B, it is the regular

transposition map. If we see the total density as a block matrix

ρ =


R11 R12 · · · R1n

R21 R22 · · · R2n

...
. . .

Rn1 Rnn

 , (2.40)

where n = dim(HA) and each Rjk is a square matrix of dimension m = dim(HB), then

the partial transpose of such matrix with respect to system B is

TB[ρ] =


RT

11 RT
12 · · · RT

1n

RT
21 RT

22 · · · RT
2n

...
. . .

RT
n1 RT

nn

 . (2.41)

In that case, the density operator of the system under study (2.37) after the action of

such map is

TB[ρ] =
1

2


1 0 0 0

0 0 1 0

0 1 0 0

0 0 0 1

 .

If one does a quick computation of the eigenvalues of the matrix above, we get 1/2

three times degenerate and −1/2, so this is not a valid density operator, since one of its

eigenvalues is nonpositive [10].

What we are trying to illustrate by means of this example is that there exist certain

dynamical maps which do not preserve the positivity of the system and, as a consequence,

a general evolution of a physical system shall not be represented by such maps. One may

conclude that conventional positivity is not enough; maps depicting a physical evolution

need to meet a stronger requirement known as complete positivity.

Essentially, demanding complete positivity on a map V means that if the map is
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only acting on one of the constituents parts of a full system in state ρ, as the

partial transposition did in the example shown before, then V [ρ] must keep its positive

semi-definite nature. In a more formal sense, this condition can be formulated in the

following manner: let 1A be the identity operator in system A an V a map in subsystem

B, then V is completely positive if the induced map 1A ⊗ V is positive.

This kind of dynamical maps which are completely positive are called universal dynamical

maps or UDMs and they are used to describe a wide range of transformations a quantum

system can undergo. In quantum communication, these maps are usually referred to as

quantum channels. In this sense, if an emitter sends the state ρ, the receptor will receive

the modified state V [ρ], being V [•] a way to describe the information transmission channel.

The denomination TPCP or CPTP (which stands for ’Trace Preserving Completely

Positive’) [11] is also frequently used, as well as quantum operation [5].

Finally, we present an useful theorem which will aid us identify CPTP maps among

regular dynamical maps [12], whose proof can be found in Appendix 1

Theorem. (Choi-Kraus): A linear map V : B(H) → B(H) is a CPTP map if and

only if it can be written as

V [ρ] =
∑
l

VlρV
†
l , (2.42)

where Vl ∈ B(H) fulfill ∑
l

V †l Vl = 1H . (2.43)

Quantum maps formalism has proven to be fruitful not only when describing the time

evolution of isolated systems, but also when studying the effects of measurements on the

system [13] and system-environment interactions [14]. They are also frequently used in

fields as quantum computing and quantum information [5].[1].
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3

Evolution of open quantum systems

The master equation that rules the dynamical evolution of open quantum systems is

known as the Lindblad equation. For a system in the state ρ it adopts the form

dρ(t)

dt
= −i [H, ρ(t)]− 1

2

N2−1∑
α=1

(
Lα†Lαρ(t) + ρ(t)Lα†Lα − 2Lαρ(t)Lα†

)
, (3.1)

where H is the Hamiltonian of the system and the operators {Lα} are called Lindblad

operators.

In order to derive the Lindblad master equation, we will take two approaches: firstly,

we will proceed from a microscopic analysis standpoint, where we will take a look at

the most used approximations as weak coupling (which assumes that the interaction

system-environment is small) and the rotating wave approximation (which will allow us

to ignore some terms in the interaction Hamiltonian, keeping only the resonant ones).

In the second approach, focusing on superoperators and dynamical maps formalism, we

will make our starting point the properties that must fulfill any evolution for ρ to derive

naturally a differential equation.

3.1 Microscopical dynamics approach

Although the Lindblad equation may be derived in numerous different ways (see as an

example [13] [15] [14] [16] [11] [4]), we will mainly follow the one from [16] as I find it

detailed and meticulous enough for an introductory explanation. Let’s start by considering

a quantum system in interaction with its environment. As we discussed in previous
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sections, the total system Hilbert space may be constructed from the state spaces of each

system as HT = H ⊗HE where H denotes the state space of the system, HT , the total

system space and HE the environment’s state space. The Hamiltonian of the full system

HT can be written as

HT = H ⊗ 1E + 1⊗HE + αHI , (3.2)

where HI denotes the interaction Hamiltonian, 1 the identity operator and α is a time

independent coupling constant which portrays the strength of the system-environment

coupling.

As we anticipated previously, the evolution of each subsystem will not be unitary by itself

due to the interaction between them. However, the total system can be assumed to evolve

in an isolated way, therefore making ρT obey the von Neumann equation in (2.13)

dρT (t)

dt
= −i [HT , ρT ] .

Note that we have chosen ~ = 1 for simplicity. Without loss of generalization, the

interaction Hamiltonian can be written as

HI =
∑
l

Sl ⊗ El, (3.3)

with Sl ∈ B(H) y El ∈ B(HE). We shall emphasize that even though HI is Hermitian,

the operators Sl need not fulfill this.

When dealing with the time evolution of ρ, using the interaction picture proves to be

very advantageous. This picture is an intermediate representation between Schrödinger’s

and Heisenberg’s ones: while in the first one all the time evolution is carried by state

vectors and in the second one, by operators, in the interaction picture both carry some

parts of the time dependency. In this representation, operators carry the known part of

time evolution and they change through time only due to the interaction term, therefore

making this image quite interesting when studying perturbative changes in a system whose

unperturbed evolution is known. Denoting by Ô(t) the representation of O ∈ B(HT ) in

the interaction picture,

Ô(t) = ei(H+HE)tOe−i(H+HE)t, (3.4)

the time evolution of the density matrix ρ̂ will be given by

dρ̂T
dt

= −iα
[
ĤI(t), ρ̂T (t)

]
. (3.5)
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Integrating this last equation we get

ρ̂T (t) = ρ̂T (0)− iα
∫ t

0

ds
[
ĤI(s), ρ̂T (s)

]
. (3.6)

With this equation, we should be perfectly able to obtain ρ(t) in an exact form. However,

it turns out to be extremely complicated to work with analytically, specially since the

state ρ̂T (t) depends on the integral of the density matrix in all previous times t. To avoid

this tedious (and most of the times unsolvable) computation, we can substitute (3.6) in

(3.5), giving as a result

dρ̂T
dt

= −iα
[
ĤI(t), ρ̂T (0)

]
− α2

∫ t

0

ds
[
ĤI(t),

[
ĤI(s), ρ̂T (s)

]]
. (3.7)

By changing the lower limit of the integral in (3.6), one gets

ρ̂T (s) = ρ̂T (t) + iα

∫ t

s

ds
[
ĤI(s), ρ̂T (s)

]
. (3.8)

Substituting this in (3.7) we finally get

dρ̂T
dt

= −iα
[
ĤI(t), ρ̂T (0)

]
− α2

∫ t

0

ds
[
ĤI(t),

[
ĤI(s), ρ̂T (t)

]]
+O(α3). (3.9)

With this method we have avoided the troublesome integration of ρ over previous times

by dumping those terms in O(α3) and higher order. At this point, we will make our first

approximation

3.1.1 Weak coupling approximation

In this approximation one assumes that the interaction between the main system and the

environment is weak (that is, α is considered very small) so that one may appropriately

omit terms of order O(α3) and higher in (3.9) and therefore staying with

dρ̂T
dt

= −iα
[
ĤI(t), ρ̂T (0)

]
− α2

∫ t

0

ds
[
ĤI(t),

[
ĤI(s), ρ̂T (t)

]]
. (3.10)

The next step is to obtain a closed evolution for the dynamics of the system under study

(that is, the reduced density operator ρ), so we take the partial trace over the environment

in the expression above (remember equation (2.33)). As a result of such operation we get

dρ̂

dt
= TrE

(
dρ̂T
dt

)
= −iαTrE

([
ĤI(t), ρ̂T (0)

])
− (3.11)

−α2

∫ t

0

dsTrE

([
ĤI(t),

[
ĤI(s), ρ̂T (t)

]])
.
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Note that this is not a closed equation for ρ̂(t) yet, since one has the total density matrix

ρ̂T (t) in the evolution equation. We may know make two additional assumptions:

1. We assume that, initially in t = 0, both the system and the environment are in a

separable state of the form

ρ̂T (0) = ρ̂(0)⊗ ρ̂E(0). (3.12)

2. We assume that the environment’s state is initially thermal, that is, it is described

by a density operator of the form

ρ̂E(0) = ρ̂th =
e−HE/T

Tr e−HE/T
, (3.13)

where T is the temperature of the environment and we chose kB = 1.

Let’s now see that, with these two assumptions, the first term in (3.11) vanishes. Using

the decomposition of the interaction hamiltonian proposed in (3.3) we have

TrE

([
ĤI(t), ρ̂T (0)

])
= TrE

([
ĤI(t), ρ̂(0)⊗ ρ̂E(0)

])
= (3.14)

∑
l

(
Ŝl(t)ρ̂(0) Tr

(
Êl(t)ρ̂E(0)

)
− ρ̂(0)Ŝl(t) Tr

(
ρ̂E(0)Êl(t)

))
.

Let’s now use that

〈El〉 = Tr (ElρE(0)) = 0, ∀l.

Although this might seem outrageous at first, note that if our particular Hamiltonian does

not fulfill this, one may always rewrite it as

HT = H + α
∑
l

〈El〉Sl +HE + αHI ,

where HI =
∑

l Sl⊗ (El−〈El〉). In this case it is easy to see that
〈
E

′

l

〉
= 〈El − 〈El〉〉 = 0

and the Hamiltonian only suffered an energy shift that does not alter the dynamics of

the system whatsoever. For these reasons, we will assume that 〈El〉 = 0 without loss of

generality and by using the cyclic property of the trace, the term (3.14) finally vanishes

and equation (3.11) remains as

dρ̂

dt
= −α2

∫ t

0

dsTrE

([
ĤI(t),

[
ĤI(s), ρ̂T (t)

]])
. (3.15)
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Note that the equation obtained is still non-Markovian 1, as it depends on the special

initial state in which the system was prepared. We will fix this “problem” soon but first,

in order to introduce the next approximation, note that for any instant t one may write

the total density operator ρ̂T (t) as

ρ̂T (t) = ρ̂(t)⊗ ρ̂E(t) + ρ̂corr(t), (3.16)

where ρ̂corr represents the entangled part of the total system: it contains all the

correlations that exist between the system and the environment. The key move now is to

suppose that both the relaxation time of the environment τrel and the correlation time τcorr

are much larger than the characteristic time of the system τ0 (see [18] for a mathematical

explanation of this assumption). This assumption, physically well motivated by the low

coupling regime, enables us to choose ρ̂corr ≈ 0 for all times t during the evolution, so

that

ρ̂T (t) ≈ ρ̂(t)⊗ ρ̂E(t). (3.17)

Additionally, assuming that τrel >> τ0 inherently implies that the environment reaches

thermal equilibrium much faster than the system does, allowing us to assume that the

state of the environment stays thermal-like for all times t, that is

ρ̂E ≈ ρ̂th, ∀t. (3.18)

With this, equation (3.15) remains as

dρ̂

dt
= −α2

∫ t

0

dsTrE

([
ĤI(t),

[
ĤI(s), ρ̂(t)⊗ ρ̂th

]])
. (3.19)

This dynamical equation depends only on the system variables, the environment ones

having been eliminated successfully. However, we have not tackled the “Markovianity”

problem yet. In order to transform our evolution equation into a Markovian one, one

realizes that the kernel of (3.19) decays sufficiently fast so as to assume that the system

’forgets’ its initial state, allowing us to extend the upper limit of the integral to infinity.

Making the substitution s → t − s, one finally arrives at a quantum master equation

known as the Redfield equation

dρ̂

dt
= −α2

∫ ∞
0

dsTrE

([
ĤI(t),

[
ĤI(t− s), ρ̂(t)⊗ ρ̂th

]])
. (3.20)

Nonetheless, it turns out that the equation obtained does not guarantee a completely

positive evolution of the density matrix ρ which, remember from previous sections, is a

1For further research on the effect of a non-Markovian evolution of the system, the reader can go to
[17]
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crucial aspect that any physical evolution of a density operator must posses. Therefore,

we need to make one last approximation known as rotating wave approximation or secular

approximation.

3.1.2 Rotating wave approximation

Firstly, let’s assume that the eigenfunctions of the environment’s Hamiltonian are known,

i.e.,

HE |E〉 = E |E〉 .

Now define the operators Sl(ω) as

Sl(ω) ≡
∑

E′−E=ω

|E〉 〈E|Sl |E ′〉 〈E ′| . (3.21)

Note that these are eigenoperators of the superoperator i[HE, •] = i(HE • − •HE), with

eigenvalues −iω since

i[HE, Sl(ω)] = i
∑

E′−E=ω

(E − E ′) |E〉 〈E|Sl |E ′〉 〈E ′| = −iωSl(ω).

Conjugating the equation above leads us to

i[HE, S
†
l (ω)] = +iωS†l (ω).

With these two results, we may write Sl(ω) and S†l (ω) in the interaction picture as

Ŝl(ω) = eiHEtSl(ω)e−iHEt = e−iωtSl(ω) (3.22)

Ŝ†l (ω) = eiHEtS†l (ω)e−iHEt = eiωtS†l (ω)

Furthermore, one can see directly from the definition in (3.21) that∑
ω

Sl(ω) =
∑
E′,E

|E〉 〈E|Sl |E ′〉 〈E ′| = 1Sl1 = Sl, (3.23)

where we used the fact that the eigenvectors {|E〉} form a complete set. Similarly,∑
ω

S†l (ω) = Sl. (3.24)

With (3.23) and (3.24), we may write the interaction hamiltonian in Schrödinger picture

as

HI(t) =
∑
ω

∑
l

Sl(ω)⊗ El =
∑
ω

∑
l

S†l (ω)⊗ E†l .
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On the other hand, in the interaction picture, one may write ĤI(t) as

eit(H+HE)HIe
−it(H+HE) in order to get, by using (3.22),

ĤI(t) =
∑
l,ω

e−iωtSl(ω)⊗ Êl(t) =
∑
l,ω

e+iωtS†l (ω)⊗ Ê†l (t). (3.25)

where we used the Hermiticity of HI . Expanding the conmutators in Redfield equation

(3.20) leads us to

dρ̂

dt
= −α2 TrE

(∫ ∞
0

dsĤI(t)ĤI(t− s)ρ̂(t)⊗ ρ̂th(0)−
∫ ∞
0

dsĤI(t)ρ̂(t)⊗ ρ̂th(0)ĤI(t− s)−

(3.26)

−
∫ ∞
0

dsĤI(t− s)ρ̂(t)⊗ ρ̂th(0)ĤI(t) +

∫ ∞
0

dsρ̂(t)⊗ ρ̂th(0)ĤI(t− s)ĤI(t)

)
.

Applying now the spectral decomposition for ĤI(t− s) in terms of the Sk(ω), the one in

terms of S†k(ω
′
) for ĤI(t), after some tedious algebra (see Appendix 2) we find

dρ̂

dt
= α2

∑
ω,ω′ ,k,l

(
ei(ω

′−ω)tΓkl(ω)
[
Sl(ω)ρ̂(t), S†k(ω

′
)
]

+ ei(ω−ω
′
)tΓ∗lk(ω

′
)
[
Sl(ω), ρ̂(t)S†k(ω

′
)
])
,

(3.27)

where we have absorbed the effect of the environment in the factors

Γkl(ω) ≡
∫ ∞
0

dseiωt TrE

(
Ê†k(t)Êl(t− s)ρ̂th

)
. (3.28)

At this point we are in the position to make the rotating wave approximation. To do so,

note that in equation (3.19) and due to the weak coupling approximation, the evolution

of the system due to the interaction with the environment ’relaxes’ proportionally to α2,

so τ0 ∝ α−2. For this reason, all the terms of (3.27) with |ω′ − ω| >> α2 will oscillate

much faster than the characteristic time of the system (in other words, these oscillations

do not affect the system at all during its evolution) and therefore will not contribute to

the integral. In this sense, considering only the resonant terms ω = ω
′
, (3.27) transforms

into

dρ̂

dt
= α2

∑
ω,k,l

(
Γkl(ω)

[
Sl(ω)ρ̂(t), S†k(ω)

]
+ Γ∗lk(ω)

[
Sl(ω), ρ̂(t)S†k(ω)

])
. (3.29)

In order to separate the dynamics of the system between Hamiltonian and

non-Hamiltonian, we will now divide Γkl in its Hermitian and non Hermitian parts

Γkl(ω) =
1

2
γkl(ω) + iπkl(ω), (3.30)
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where

πkl(ω) ≡ −i
2

(Γkl(ω)− Γ∗kl(ω)) , (3.31)

and

γkl(ω) ≡ Γkl(ω) + Γ∗kl(ω) =

∫ +∞

−∞
dseiωs Tr

(
Ê†k(s)Elρ̂th

)
, (3.32)

where Êl(t) = eiHEtEle
−iHEt. Using these definitions and going back to Schrödinger’s

picture we arrive at

dρ

dt
= −i

[
H + α2HLS, ρ(t)

]
+ α2D[ρ(t)], (3.33)

with the dissipator superoperator D[·] ∈ B(B(H)) defined as

D[•] ≡
∑
ω,kl

γkl(ω)

(
Sl(ω) • S†k(ω)− 1

2

{
•, S†k(ω)Sl(ω)

})
, (3.34)

and the Lamb-shift Hamiltonian

HLS =
∑
ω,k,l

πkl(ω)S†k(ω)Sl(ω), (3.35)

which is in charge of re-normalizing the energy levels of the system due to the interaction

with the environment. Equation (3.33) represents the first version of a Markovian master

equation but it is not in the Lindblad form presented at the beginning of this chapter

(equation (3.1)) yet. In order to achieve this final form, note that the coefficients γkl(ω)

are positive since they are the Fourier transform of a positive function, Tr
(
Ê†k(s)Elρ̂E(0)

)
(environment or bath correlation function). Then the matrix containing those coefficients

can be diagonalized by means of an unitary operator O such that

Oγ(ω)O† =


d1(ω) 0 ... 0

0 d2(ω) ... 0
...

...
. . . 0

0 0 ... dN(ω)

 . (3.36)

This diagonalization allows us to write (3.33) in diagonal form and finally obtain Lindblad

equation

dρ

dt
= −i

[
H + α2HLS, ρ(t)

]
+α2

∑
α,ω

(
Lα(ω)ρ(t)L†α(ω)− 1

2

{
ρ(t), L†α(ω)Lα(ω)

})
≡ Lρ(t),

(3.37)
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where Lα(ω) ∈ B(H) are known as Lindblad operators of the system, defined as

Lα(ω) ≡
√
dα(ω)

∑
l

OαlSl(ω). (3.38)

Equation (3.37) contains the Lindblad-Liouville superoperator L (not to be confused with

the Liouvillian denoted by the same symbol previously), an universal dynamical map

(or CPTP map) which represents the most general Markovian evolution for the density

operator ρ.

3.2 CPTP maps approach

In this derivation the Lindblad equation arises in a natural way after demanding that the

evolution map preserve at every time t the hermiticity, unit trace and complete positivity

of ρ (that is, a CPTP map or UDM). For this approach, we will follow the main lines of

derivation in [19].

First, we will focus only in markovian evolutions, that is, the density operator ρ′ at a

following time t′ must only depend on the density operator at some previous time t, and

not on its values on every single previous instant (in other words, ρ shall not depend on

t′ on its whole history). This condition, together with linearity, allows us to write the

matrix elements ρ′ij as

ρ′ij =
N∑

r,s=1

air,jsρrs, con ρ′ij ≡ 〈φi| ρ′ |φj〉 , (3.39)

in some orthonormal basis {|φl〉}. On the other hand, the hermiticity of ρ′ implies that,

in the equation above,
N∑

r,s=1

(
a∗js,ir − air,js

)
ρrs = 0, (3.40)

and therefore

a∗js,ir = air,js. (3.41)

This last step is not trivial, so we may show first(following the derivation used in [19])

that it holds in a 2-dimensional space, for simplicity, and then see its generalization to

the N-dimensional case. First consider the case, where the equation

c11ρ11 + c12ρ12 + c21ρ21 + c22ρ22 = Tr(Cρ) = 0 (3.42)

holds for all ρ, being cij the elements of some matrix, then C = 0. To see this, consider
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the following matrices written in terms of the Pauli operators σi, i = 1, 2, 3

1

2
(1 + σ3) =

(
1 0

0 0

)
,

1

2
(1− σ3) =

(
0 0

0 1

)
,

1

2
(1 + σ1) =

1

2

(
1 1

1 1

)
,

1

2
(1 + σ2) =

1

2

(
1 −i
i 1

)
,

which form a basis of the vector space of 2x2 hermitian matrices. Now make ρ become

each of these matrices and, by substituting each time in (3.42), we get the following

equations 

c11 = 0

c22 = 0

c12 + c21 = 0

c12 − c21 = 0

which means that C = 0. In the N -dimensional case, we may use the corresponding

N2-size matrix basis to the one presented before. In this case, consider the equation∑
r,s

csrρrs = TrCρ = 0. (3.43)

First, let the density matrix be, similarly to 1
2

(1± σ3), a matrix with all zeros but a 1

in the k-th element of its diagonal, that is, let ρkk = 1. Then we will get as a result

of substituting in (3.43) the equation ckk = 0. Secondly, take a density matrix with

ρkl = ρlk = ρkk = ρll = 1/2, for some k, l. As in the 2-dimensional case, we will get as a

result ckl + clk = 0. Finally, making ρkk = ρll = iρkl = −iρlk = 1/2, one gets ckl− clk = 0.

Combining these two last equations for clk and ckl, we get ckl = clk = 0. If we do this for

all the possible values of k, l, at the end we get C = 0.

Going back to (3.41),one may write A = {air,js} in terms of its eigenvectors Eα and

eigenvalues λα (as it is hermitian) as

air,js =
N2∑
α=1

λαeαire
α∗
js , (3.44)
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where eαij are the components of Eα in the chosen othonormal basis and fulfill the

orthonormality condition
N∑
i=1

N∑
r=1

eαire
β∗
ir = δαβ. (3.45)

Now, instead of visualizing the Eα as vectors in some N2-dimensional space, we can see

them as operators in some N -dimensional Hilbert space with N2 matrix elements eαij.

This enables us to write the orthonormality condition as

TrEαEβ† = δαβ. (3.46)

With A’s decomposition in terms of eigenvalues and eigenvectors (3.44) one may write

(3.39) as

ρ′ij =
N2∑
α=1

λα
N∑

r,s=1

eαire
α∗
js ρrs, (3.47)

or, in matrix form,

ρ′ =
N2∑
α=1

λαEαρEα†, (3.48)

obtaining an evolution equation for ρ. We will shape this equation step by step until we

reach its sought form.

If we impose trace preservation, that is, Tr ρ′ = Tr ρ = 1, we arrive at

Tr

(
N2∑
α=1

λαEαρEα† − 1

)
ρ = 0, (3.49)

which leads us, using the same steps we used to prove (3.41), to

N2∑
α=1

λαEαρEα† = 1. (3.50)

Note that by defining the operators Mα ≡
√
λαEα, the equation above (3.47) can be

rewritten in terms of the Mα as

ρ
′
=

N2∑
α=1

MαρMα†, (3.51)

and the trace constraint (3.50)

N2∑
α=1

Mα†ρMα = 1. (3.52)
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Remembering now Choi-Kraus’ theorem from section 2.4, one automatically realizes that

the map ε[•] ≡
∑N2

α=1M
α •Mα† is completely positive. At this point, we have already

demanded everything required for ρ to evolve in a physically plausible way. The next step

is to find a differential equation for such evolution.

Let t′ = t + dt. Let’s see what we can say about the eigenvectors and eigenvalues when

t = t′. From equation (3.47) we have

ρ′ij =
N2∑
α=1

λα
N∑

r,s=1

eαire
α∗
sj ρrs, (3.53)

or, by grouping terms,

0 =
N∑

r,s=1

(
N2∑
α=1

λαeαire
α∗
sj − δriδjs

)
ρrs, (3.54)

which leads us, by using once again the method employed to prove (3.41), to

N2∑
α=1

λαeαire
α∗
sj = δriδjs. (3.55)

Multiplying the equation above by eβjs, adding over j, s and using the orthonormality

relationship (3.46) we get

δri TrEβ = λβeβir. (3.56)

This equation tells us that if TrEβ 6= 0 and λβ 6= 0 then every eigenvector is proportional

to the identity. Nevertheless, only one of the vectors in an orthonormal set may be

proportional to the identity operator. Therefore, we conclude that for the rest of operators

except the one proportional to 1, λβ = 0 y TrEβ = 0. Let us denote that eigenvector

by EN2 ≡ N−1/21. From equation (3.56) one finds that the eigenvalue associated to

such eigenvector is λN
2

= N . For β 6= N2, the eigenvalues vanish and the eigenvectors

are orthogonal to EN2
. In fact, in this case, equation (3.48) gives us the identity

transformation:

ρ(t) = 1ρ(t)1 = N
1√
N

1ρ(t)
1√
N

1. (3.57)

When t′ = t+ dt, the eigenvectors and eigenvalues change infinitesimally according to

λN
2

(dt) = N
(

1− cN2

dt
)

λα(dt) = cαdt (α 6= N2) (3.58)

EN2

(dt) =
1√
N

(1 +Bdt) Eα(dt) = Kαdt (α 6= N2),
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where the cα are constants and B, Kα are not arbitrary operators, since they are

constrained by the orthonormal condition, which we will see later on.

Substituting (3.58) in the evolution equation (3.48) leads us to

ρ(t+ dt) =
(

1− cN2

dt
)

(1 +Bdt) ρ(t)
(
1 +B†dt

)
+ dt

N2−1∑
α=1

cαKαρ(t)Kα†, (3.59)

or, taking the limit for dt→ 0

dρ(t)

dt
= −cN2

ρ(t) +Bρ(t) + ρ(t)B† +
N2−1∑
α=1

cαKαρ(t)Kα†. (3.60)

On the other hand, if we substitute the infinitesimal changes of (3.58) in the trace

condition (3.50) we get

N
(

1− cN2

dt
) (

1 +B†dt
)

(1 +Bdt) + dt
N2−1∑
α=1

cαKα†Kα = 1, (3.61)

or

cN
2

1 = B +B† +
N2−1∑
α=1

cαKα†Kα. (3.62)

Using (4.11) to substitute cN
2

in (3.60) we arrive at

dρ(t)

dt
=

[
1

2

(
B −B†

)
, ρ(t)

]
− 1

2

N2−1∑
α=1

cα
(
KαKα†ρ(t) + ρ(t)KαKα† − 2Kαρ(t)Kα†) .

(3.63)

Defining now −iH ≡ 1/2
(
B† −B

)
and Lα =

√
cαKα, equation (3.63) adopts finally a

Lindblad-like structure

dρ(t)

dt
= −i [H, ρ(t)]− 1

2

N2−1∑
α=1

(
Lα†Lαρ(t) + ρ(t)Lα†Lα − 2Lαρ(t)Lα†

)
. (3.64)

Due to the particular derivation followed, our operators Lα are not totally arbitrary but

they are constrained by the orthonormality relations (3.46). Such constraints may be

obtained by substituting (3.58) in (3.46) (see [19])

Tr
[
B +B†

]
= 0,

TrKα = 0 (α = 1, ..., N2 − 1), (3.65)
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TrKαKβ† = δαβ (α, β = 1, ..., N2 − 1).

Nonetheless, it can be shown (again, see [19]) that the evolution dictated by (3.63) with

the constraints imposed on B,Kα is completely equivalent to the Lindblad equation in

(3.64), without any constraints on the N2 − 1 Lindblad operators Lα.

In the next chapter we will study a certain system as an example of application of Lindblad

formalism. However, it is worth noting that there are much more systems and physics

fields where this formalism is used. For example, to generate highly entangled states [20]

[21], to study decoherence in a system [22] [23] [24] or quantum transport [16], to analyze

the effects of the measuring process on a quantum system [25] [26] [27] or even to study

the behavior of a laser [28].
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4

Applications

4.1 Effects of measurements on a two-level atom in

an electromagnetic field

As an application of Lindblad dynamics, consider an atomic system with two accessible

energy levels |1〉 and |2〉 in the presence of a resonant electromagnetic field. We will follow

mainly the approach in [26].

We choose as a starting Hamiltonian for the system 1

H = −~Ω

2
σ1, (4.1)

where ~Ω = E2 − E1 (resonant field condition), being E2, E1 the energies of the excited

and ground state, respectively, and σi, i = 1, 2, 3 represent Pauli operators, which in the

basis {|1〉 , |2〉} become

σ1 = |1〉 〈2|+ |2〉 〈1| , (4.2)

σ2 = i(− |1〉 〈2|+ |2〉 〈1|),

σ3 = |1〉 〈1| − |2〉 〈2| .

The interaction system-external field makes that the probability of finding the atom in

the state |1〉 oscillate with Rabi frequency Ω 2.

1see p. 169 [29]
2For further information about Rabi oscillations, the reader may go to [30] [31]
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Assume now that during the evolution of the system we perform a series of imperfect

measurements of the energy levels at a constant rate R. Remember from section 1.3. that

these measurements can be represented by the POVM {π1, π2}

π1 = p |2〉 〈2|+ (1− p) |1〉 〈1| , (4.3)

π2 = p |1〉 〈1|+ (1− p) |2〉 〈2| ,

where p is the probability that the value obtained after the measuring process turns out

incorrect. From these operators, one may define the Lindblad operators L1, L2 as

L1 =
√
p |2〉 〈2|+

√
1− p |1〉 〈1| = L†1, (4.4)

L2 =
√
p |1〉 〈1|+

√
1− p |2〉 〈2| = L†2.

Now consider the Lindblad equation (3.37), which we may arrange in this case as

dρ

dt
=
iΩ

2
[σ1, ρ] + γ

(
L1ρL

†
1 + L2ρL

†
2 −

1

2

[{
L†1L1, ρ

}
+
{
L†2L2, ρ

}])
. (4.5)

Now we may expand the anti-commutators using the explicit expressions for L1 and L2{
L†1L1, ρ

}
= L†1L1ρ+ ρL†1L1 = p |2〉 〈2| ρ+ |1〉 〈1| ρ−

−p |1〉 〈1| ρ+ ρp |2〉 〈2|+ p |1〉 〈1| − p |1〉 〈1|{
L†2L2, ρ

}
= L†2L2ρ+ ρL†2L2 = p |1〉 〈1| ρ+ |2〉 〈2| ρ−

−p |2〉 〈2| ρ+ ρp |1〉 〈1|+ ρ |2〉 〈2| − pρ |2〉 〈2| ,

so that when we add them up, multiple terms cancel out and all we are left with is{
L†1L1, ρ

}
+
{
L†2L2, ρ

}
= (|1〉 〈1|+ |2〉 〈2|) ρ+ ρ (|1〉 〈1|+ |2〉 〈2|) = 1ρ+ ρ1 = 2ρ (4.6)

since {|1〉 , |2〉} form a complete set.

Additionally, the first two terms in the round bracket in (4.5) may be simplified too,

L1ρL
†
1 + L2ρL

†
2 = p |2〉 〈2| ρ |2〉 〈2|+ (1− p) |1〉 〈1| ρ |1〉 〈1|+ p |1〉 〈1| ρ |1〉 〈1|+ (4.7)

+(1− p) |2〉 〈2| ρ |2〉 〈2| = |1〉 〈1| ρ |1〉 〈1|+ |2〉 〈2| ρ |2〉 〈2| = σ3ρσ3.

We may now introduce these results (4.6), (6.2) in (4.5) to obtain the measurement master
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equation [26]

ρ̇ =
iΩ

2
[σ1, ρ] + γ(σ3ρσ3 − ρ), (4.8)

where

γ ≡ R

2

(√
1− p−√p

)2
.

Solving equation (4.8) may be achieved by writing the density operator as [32]

ρ =
1

2
(1 + u(t)σ1 + v(t)σ2 + w(t)σ3) , (4.9)

where u, v, w are the three components of the Bloch vector ~a ≡ 〈~σ〉, a vector in the

three-dimensional space whose modulus satisfies |~a| ≤ 1 (note that this condition is

equivalent to the semidefinite positivity condition for ρ 3). This leads us to the following

equations for u̇, v̇, ẇ:

u̇ = −2γu, (4.10)

v̇ = Ωw − 2γv,

ẇ = −Ωv.

The solution to this system of coupled differential equations is

u(t) = u(0)e−2γt,

v(t) = v(0)e−γt
(

cos(Ω′t)− γ

Ω′
sin(Ω′t)

)
+ w(0)e−γt

Ω

Ω′
sin(Ω′t), (4.11)

w(t) = w(0)e−γt
(

cos(Ω′t) +
γ

Ω′
, sin(Ω′t)

)
+ v(0)e−γt

Ω

Ω′

where Ω′ ≡ (ω2 − γ2)1/2 is the reduced Rabi frequency, damped by the effect of the

continued measurements.

Let’s see that, from all three Bloch functions u, v, w, the last one of them contains specially

interesting information in this context. A general state of a two-level atom will be given

by

ρ = ρ11 |1〉 〈1|+ ρ12 |1〉 〈2|+ ρ21 |2〉 〈1|+ ρ22 |2〉 〈2| , (4.12)

whose matrix representation in the basis {|1〉 , |2〉} is

ρ =

(
ρ11 ρ12

ρ21 ρ22

)
. (4.13)

3In terms of the Bloch vector, we may write ρ = 1
2 (1 + ~a · ~σ). A quick computation of the eigenvalues

of ρ gives us 1
2 (1± |~a|) and, since ρ is positive semidefinite, it follows that |~a| ≥ 1.
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Comparing these expressions with (4.9) and (4.2)

u = ρ21 + ρ12, (4.14)

v = i(ρ21 − ρ12),

w = ρ22 − ρ11.

We find then that the function w(t) ≡ ρ22 − ρ11 represents the population difference

between the excited and the ground state. When w(t) = −1, ρ11 = 1 → ρ22 = 0 and

all the population is found to be in the ground state. In a similar way, if w(t) = 1 →
ρ11 = 0, ρ22 = 1 and the atom is found in the excited state. The transition from w(t) > 0

a w(t) < 0 is often called in quantum optics population inversion [28], [33]. Population

inversion is a fundamental concept in laser theory since it is needed to happen in order

for them to work properly and it is directly related to a laser’s gain. In short, we will

focus from now on the evolution of w(t).

In figure 4.2 we have represented using Matlab w(t) as a function of Ωt, assuming that

at initial time t = 0, the whole population is in the excited state. We observe that the

system oscillates with damped Rabi frequency until reaching for t >> the equilibrium

at w = 0, where the atomic population is equitably divided between excited and ground

state, ρ(t → ∞) = 1
2
1. We see also that the period of these oscillations increases after

performing a measurement. Finally, it is worth noting that if γ > Ω there will be no

oscillations (it reminds us of the behavior of a overdamped harmonic oscillator).

Figure 4.1: Graphical representation of w(t) for γ = 0.2Ω, v(0) = 0
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Let us now study the effect of a measurement in the system depending of the strength of

these, illustrating them with graphs from [26]. To achieve this, one divides time in very

small intervals δt and uses a random number generator to decide whether a measurement

is performed on the system or not. If it is not made, the system evolves under Schrödinger

equation with the hamiltonian HI of (4.1). In the case that a measurement is to be made,

we can obtain as a result 1 o 2. If we obtain 1, according to what we discussed in the

measurement postulate, the state of the system will change to

|ψ〉 → L1 |ψ〉
〈ψ|L†1L1 |ψ〉1/2

. (4.15)

4.1.1 Weak measurements

If p ≈ 1/2, then the error probability of the measuring device is ∼ 50% and the quality

of the measurement will be very bad. This is reflected on the operators L1, L2 which, in

this case, become approximately identity operators. In order to see this, we may rewrite

both L1 and L2 in the following manner

L1 =
[(√

1− p+
√
p
)

1 +
(√

1− p−√p
)
σ3

]
L2 =

[(√
1− p+

√
p
)

1 +
(√

1− p−√p
)
σ3

]
.

Note that this is completely equivalent to the definitions given before in (4.4). Now, using

the fact that ρ→ 1/2 we get

L1 ≈
1√
2

[
1−

(
1

2
− p
)
σ3

]
, (4.16)

L2 ≈
1√
2

[
1 +

(
1

2
− p
)
σ3

]
.

In the next figure, a trajectory of the state of the system is plotted in the case of weak

measurements (p = 0.49). We see that in this case Rabi oscillations do not cease since

the measurement does not affect almost at all the system.
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Figure 4.2: Atomic inversion under extremely weak measurements p = 0.49,R = 20Ω. Source: [26]

In the case of a slightly less weak measurement (for example p = 0.36, figure 4.3), we see

that Rabi oscillations continue but are slightly perturbed so often by the measurements

(peaks found along the curve). As we improve the quality of the measurement (lowering

p), these peaks will be bigger and eventually become quantum jumps between the states

|1〉 y |2〉.

Figure 4.3: Atomic inversion under slightly less weak measurements, p = 0.39,R = 1.414Ω. Source:
[26]

Another aspect that affects the evolution of the system is evidently the rate at which

we perform the measurements R. As such, in figure 4.4 we see that, even though the

measure is extremely weak (p = 0.49), increasing R make the peaks appear with much
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more frequency.

Figure 4.4: Atomic inversion under extremely weak but highly frequent measurements p = 0.49,R =
258.8Ω. Source: [26]

4.1.2 Perfect measurements

In these cases, p ∼ 0. If the measurement frequency is low, we will still see Rabi

oscillations but interrupted punctually by a jump to state |1〉 or |2〉, followed by the

resuming of oscillations. However, if the measurements are perfectly execute with no

error p = 0 (projective measurements) and very frequently performed, then we observe a

telegraph-like behavior with repeated jumps between |1〉 and |2〉 which is reminiscent of

Zeno effect [34],[35],[36].

For these kind of perfect measurements, operators L1,L2 become the projectors

L1 = |1〉 〈1| , (4.17)

L2 = |2〉 〈2| .

Suppose that the system, while not being measured, evolves under the Hamiltonian given

by (4.1) and that after the first measurement the state is |2〉. Then, during this period

of time, the state of the system will evolve under the unitary operator U(t+ δt, t), which

we may write as

U(t+ δ, t) = e−i
H
~ (t+δt−t) = e−i

H
~ δt. (4.18)

Now since δt is assumed to be small, we may expand the expression above as

U(t+ δ, t) ≈

(
1− iδt

~
H +

1

2

(
iδt

~

)2

H2

)
=
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=

(
1 +

iΩδt

2
σ1 +

1

2

δt2Ω2

4
1

)
,

where we used the fact that σ2
1 = 1. Since the state of the system after the measurement

is assumed to be |2〉, then during time δt the system will evolve to

U(t, t+ δt) |2〉 =

[
1 +

iΩδt

2
δt (|1〉 〈2|+ |2〉 〈1|) +

1

8
δt2Ω2

]
|2〉 = (4.19)

=

(
1 +

1

8
δt2Ω2

)
|2〉+ i

Ωδt

2
|1〉 .

Again, using the fact that δt is small, we may perform the approximation

(
1 +

1

8
δt2Ω2

)
≈

√
1 +

(
δtΩ

2

)2

≡
√

1 + ε2,

where ε ≡ Ωδt/2 << 1. With this, we finally get

|ψ〉 ≈
√

1 + ε2 |2〉+ iε |1〉 . (4.20)

The probability that a measurement of the system gives the result 1 under this state is

〈ψ|L1|ψ〉 = ε2, which turns to be really small. This shows us that it is very unlikely that

after measuring the system, which initially is at |2〉, we obtain |1〉, stopping the system

from being able to perform Rabi oscillations, unlike the previous cases (see figure 4.5)

Figure 4.5: Atomic inversion under perfect measurements. p = 0,R = 100Ω. Source: [26]

Increasing the rate at which measurements are performed, the number of jumps decreases,

and this is due to the fact that the probability that a measurement results in a jump

depends on the square of the time elapsed since the last one was performed. In the limit
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of infinite rate of measurements, the state will stay either in the ground state or in the

excited one indefinitely.

4.1.3 Strong measurements

If the error probability is very small but finite, the effect of measurements on the system

differ significantly from the previous case (see as an example figure 4.6). We still do

not observe Rabi oscillations and just see jumps between w = ±1. The new thing that

appears in this case are filament-like structures associated with short-duration unfinished

jumps, which [26] labels as ’weak Zeno effect’: one measurement tries to make the atom

jump from one state to another but quickly the next measurement brings it back to the

original state. Actually, what seem like full jumps from w = 1 to w = −1 are actually

the result of many mini jumps happening one after the other.

Figure 4.6: Atomic inversion under strong but imperfect measurements . p = 0.16,R = 70.86Ω. Source:
[26]

To explain this, let’s study the effect of a sequence of measurements performed on a

general state |ψ〉 = α |1〉+β |2〉. We assume that the rate of measurements is so fast that

the Hamiltonian evolution does not change significantly the system between consecutive

measurements. After a measurement is made, the system is found in one of the states

|ψ1〉 ∝ L1 |ψ〉 or |ψ2〉 ∝ L2 |ψ〉:

|ψ1〉 =
1√

(1− p)|α2|+ p|β|2
(√

1− pα |1〉+
√
pβ |2〉

)
, (4.21)

|ψ2〉 =
1√

(1− p)|β2|+ p|α|2
(√

pα |1〉+
√

1− pβ |2〉
)
. (4.22)
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After the next measurement occurs, there will be four possible states available, given by

the four possible sequence of measurement LiLj, with i, j = 1, 2:

|ψ11〉 =
1√

(1− p)|α2|+ p|β|2
((1− p)α |1〉+ pβ |2〉) , (4.23)

|ψ12〉 = |ψ21〉 =
1√

p(1− p)

(√
p
√

1− pα |1〉+
√

1− p√pβ |2〉
)

= |ψ〉 , (4.24)

|ψ22〉 =
1√

(1− p)|β|2 + p|α|2
(pα |1〉+ (1− p)β |2〉) , (4.25)

where the square of the denominator in each case gives us the probability that such

sequence of measurements actually occurs. We see that states associated with two different

consecutive measurements, |ψ12〉 , |ψ21〉 are equal to the original state and therefore, two

measurements of this kind will have no net effect on the system. The probability that this

occurs is low (of order p) for strong measurements and the most likely thing to happen

is that consecutive measurements give as a result either 1 or 2 back to back (states |ψ11〉
or |ψ22〉, respectively). On the other hand, if the state is on the symmetric superposition

|α| ∼ |β|, the system will quickly evolve to one of the eigenstates as such symmetric states

are unstable.

In order to get a qualitative understanding of the dynamics of the system, we can proceed

as in (4.18). Suppose we make a sequence of measurements with α = ε ∼ 0 and β =√
1− ε2 ∼ 1. After the first measurement, the possible states are

|ψ1〉 =

√
1− pε |1〉+

√
p
√

1− ε2 |2〉√
(1− p)ε2 + p(1− ε2)

≈
ε |1〉+

√
p |2〉√

ε2 + p
, (4.26)

|ψ2〉 =

√
pε |1〉+

√
1− p

√
1− ε2 |2〉√

pε2 + (1− p)(1− ε2)
≈ |2〉 . (4.27)

As a consequence, obtaining 2 as a result of the measurement does not change the state of

the system practically and obtaining 1 (which occurs with low probability ε2+p) increases

the probability that the system is to be found in |1〉. This results in a small jump from |2〉
downwards, starting a filament like the ones in 4.6. The size of those filaments depends

on ε y
√
p.

Ignoring the natural evolution of the system between measurements, a second
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measurement performed on the state |ψ1〉 results in two possible states

|ψ11〉 =
(1− p)ε |1〉+ p

√
1− ε2 |2〉√

(1− p)ε2 + p(1− ε2)
≈ ε |1〉+ p |2〉√

ε2 + p2
, (4.28)

|ψ12〉 =

√
p
√

1− pε |1〉+
√

1− p√p
√

1− ε2 |2〉√
p(1− p)ε2 + p(1− p)(1− ε2)

≈ |2〉 . (4.29)

With this, if the result of the measurement is 2, the system comes back to the initial state

(in accordance to what we discussed qualitatively before). If the second measurement is

1, then the proportion of |1〉 increases even more from the proportion it presented in the

previous state, resulting in another ’mini jump’ to the state |1〉.

These mini jumps keep happening for high values of p and for Rabi evolutions however,

as we lower p, the probability of them happening diminishes, until reaching the limit case

p = 0 where the jumps are directly made carried out from the excited state to the ground

one and viceversa. Then, weak Zeno effect and filaments disappear as we decrease p (that

is, as we improve the quality of the measurement).
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Conclusions and summary

In this project we have presented a quite formal yet intuitive introduction to open quantum

systems analysis. Starting with an introduction of density operators formalism and CPTP

maps, we have motivated their usefulness in modern quantum mechanics, as well us

demonstrated their equivalence to the usual state vector formalism by reformulating the

well-known postulates of quantum mechanics.

We have put all these mathematical tools into work by demonstrating step by step

the equations that rule open quantum systems, both from a microscopic standpoint,

introducing the most used approximations and from the point of view of CPTP maps,

starting from the properties that characterize density operators.

Then, to demonstrate the power of Lindblad’s formalism, we have studied the effect of

measurements on a two-level atomic system in the presence of an electromagnetic field, a

very commonly used model in lasers physics. Depending on how strong the measurements

are, we observe very distinct behaviors: for weak measurements, the system evolves almost

solely by the action of the interaction Hamiltonian and for stronger measurements, we

start to see quantum jumps between excited and ground state, turning into small filaments

for imperfect measurements.

To conclude, we would like to note that open quantum system theory is being widely

applied these years, even in fields as cognitive psychology to explain the decision-making

process in game theory [37] or in bipartisanship based elections [38].
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Appendices

Appendix 1: Proof of Choi-Kraus’ theorem

We will follow mainly the proof shown in [1]. First, consider a joint system HA ⊗ HB.

Let’s show that the map given by

V [•] =
∑
l

Vl • V †l , (6.1)

with the Vl ∈ B(HB) fulfilling ∑
l

V †l Vl = 1B,

is completely positive. In order to proof such thing, we need to show that the induced

map (1A ⊗ V) is positive. Let A ∈ B(HA ⊗HB) be any positive operator acting on the

total system and let |ψ〉 ∈ HA ⊗HB be a state of such system. Then

〈ψ| (IA ⊗ Vl)A(IA ⊗ V †l ) |ψ〉 ≡ 〈φl|A |φl〉 ≥ 0,

where we used the fact that A is positive and defined as well the vector |φl〉 ≡ (IA⊗V †l ) |ψ〉.
Then, summing for all l we get∑

l

[
〈ψ| (IA ⊗ Vl)A(IA ⊗ V †l ) |ψ〉

]
= 〈ψ| (1A ⊗ V)[A] |ψ〉 =

∑
l

〈φl|A |φl〉 ≥ 0.

and thus the map (1A ⊗ V) is positive, meaning that V is completely positive. The

condition
∑

l V
†
l Vl = 1B is required in order for the map to be trace-preserving, i.e., so

that Tr (V [ρ]) = 1.
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Now we have to show that any completely positive map V ∈ B(B(HB)) can be written

in the form (6.1). In order to do so, we assume that V is a CPTP, i.e., it is completely

positive, trace preserving and fulfills convex linearity. Suppose dimHA = dimHB and

consider two orthonormal bases {|i〉A}, {|i〉B} for A, B, respectively. Define next the

state

|γ〉 =
∑
j

|j〉A ⊗ |j〉B .

If we apply the induced map (1A⊗V) to the density matrix associated to |γ〉, Γ ≡ |γ〉 〈γ|,
we get

(1A ⊗ V)[Γ] =
∑
j,k

|j〉A 〈k|A ⊗ V [|j〉B 〈k|B].

Let |ψ〉 =
∑

j ψj |j〉B be a state in HB and let its corresponding state in HA be ˜|ψ〉 =∑
j ψ̃
∗
j |j〉A. Then

˜〈ψ|(1A ⊗ V) [Γ] ˜|ψ〉 = ˜〈ψ|

(∑
j,k

|j〉A 〈k|A ⊗ V [|j〉B 〈k|B]

)
˜|ψ〉 =

=
∑
j,k

(
˜〈ψ| |j〉A 〈k|A ˜|ψ〉V [|j〉B 〈k|B]

)
=
∑
j,k

(ψjψ
∗
kV [|j〉B 〈k|B]) ,

which by linearity results in

˜〈ψ|(1A ⊗ V) [Γ] ˜|ψ〉 = V

[∑
j,k

ψjψ
∗
k |j〉B 〈k|B

]
= V [|ψ〉 〈ψ|] . (6.2)

Now, since (1A ⊗ V)[Γ] is positive (as the map V is assumed to be completely positive),

it will admit a spectral decomposition such as

(1A ⊗ V)[Γ] =
∑
l

|sl〉 〈sl| , (6.3)

with {|sl〉} being some basis in the tensor product space HA ⊗HB. Define now the map

El by its action on the state |ψ〉

El(|ψ〉) ≡ 〈ψ̃|sl〉 .

Notice that ∑
l

El |ψ〉 〈ψ|E†l =
∑
l

˜〈ψ| |sl〉 〈sl| ˜|ψ〉.

By using the decomposition of (1A ⊗ V)[Γ] in (6.3) we get∑
l

El |ψ〉 〈ψ|E†l = ˜〈ψ|(1A ⊗ V)[Γ] ˜|ψ〉,
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and with the result obtained in (6.2) we finally obtain

V [|ψ〉 〈ψ|] =
∑
l

El |ψ〉 〈ψ|E†l ,

for any state |ψ〉 ∈ B, therefore

V [ρ] =
∑
l

ElρE
†
l .

End of proof.
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Appendix 2: Turning the Redfield equation into (3.27)

After expanding the conmutators in the Redfield equation we get

dρ̂

dt
= −α2 TrE

(∫ ∞
0

dsĤI(t)ĤI(t− s)ρ̂(t)⊗ ρ̂th(0)−
∫ ∞
0

dsĤI(t)ρ̂(t)⊗ ρ̂th(0)ĤI(t− s)−

(6.4)

−
∫ ∞
0

dsĤI(t− s)ρ̂(t)⊗ ρ̂th(0)ĤI(t) +

∫ ∞
0

dsρ̂(t)⊗ ρ̂th(0)ĤI(t− s)ĤI(t)

)
.

Now we use the decompositions for the interaction Hamiltonians in the interaction picture

in terms of Sl(ω), which are

ĤI(t− s) =
∑
l,ω

e−iωtSl(ω)⊗ Êl(t− s) (6.5)

and

ĤI(t) =
∑
k,ω′

eiω
′tS†k(ω

′)⊗ Ê†k(t),

for the first and the third integrals in (6.4) and their complementary ones for the second

and fourth, getting as a result:

dρ̂

dt
= −α2

∑
k,l,ω,ω′

(
ei(ω

′−ω)t
∫ ∞
0

dseist Tr
(
Ê†k(t)Êl(t− s)ρ̂th

)
S†k(ω

′)Sl(ω)ρ̂(t)− (6.6)

−ei(ω−ω′)t

∫ ∞
0

dse−ist Tr
(
Ê†k(t)ρ̂thÊl(t− s)

)
Sl(ω

′)ρ̂(t)S†k(ω)−

−ei(ω′−ω)t
∫ ∞
0

dseist Tr
(
Êl(t− s)ρ̂thÊ†k(t)

)
Sl(ω)ρ̂(t)S†k(ω

′)+

+ ei(ω−ω
′)t

∫ ∞
0

dse−ist Tr
(
ρ̂thÊl(t− s)Ê†k(t)

)
ρ̂(t)S†k(ω)Sl(ω

′)

)
,

where we used the definition of partial trace in (2.34). Now, we may use the cyclic

property of the trace to realize that

Tr
(
Ê†k(t)Êl(t− s)ρ̂th

)
= Tr

(
Ê†k(t)ρ̂thÊl(t− s)

)
=

= Tr
(
Êl(t− s)ρ̂thÊ†k(t)

)
= Tr

(
ρ̂thÊl(t− s)Ê†k(t)

)
Using this, we may now group some terms in (6.6) obtaining

dρ̂

dt
= α2

∑
k,l,ω,ω′

(
ei(ω

′−ω)t
∫ ∞
0

dseist Tr
(
Ê†k(t)Êl(t− s)ρ̂th

)
·
{
Sl(ω)ρ̂(t)S†k(ω

′)− (6.7)
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−S†k(ω
′)Sl(ω)ρ̂(t)

}
+ ei(ω−ω

′)t

∫ ∞
0

dse−ist Tr
(
Ê†k(t)Êl(t− s)ρ̂th

)
·
{
Sl(ω

′)ρ̂(t)S†k(ω)−

ρ̂(t)S†k(ω)Sl(ω
′)
})

Identifying now the terms in braces with the commutators

Sl(ω)ρ̂(t)S†k(ω
′)− S†k(ω

′)Sl(ω)ρ̂(t) =
[
Sl(ω)ρ̂(t), S†k(ω

′)
]

Sl(ω
′)ρ̂(t)S†k(ω)− ρ̂(t)S†k(ω)Sl(ω

′) =
[
Sl(ω

′), ρ̂(t)S†k(ω)
]
,

and defining the factors

Γkl(ω) ≡
∫ ∞
0

dseiωt TrE

(
Ê†k(t)Êl(t− s)ρ̂th

)
,

we may write (6.7) as

dρ̂

dt
= α2

∑
ω,ω′ ,k,l

(
ei(ω

′−ω)tΓkl(ω)
[
Sl(ω)ρ̂(t), S†k(ω

′
)
]

+ ei(ω−ω
′
)tΓ∗lk(ω

′
)
[
Sl(ω), ρ̂(t)S†k(ω

′
)
])
,

(6.8)

arriving finally at equation (3.27).
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