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Abstract

The growth of TiO2 and ZnO thin films is studied by means of coarse‐grained
kinetic Monte Carlo simulations under conditions typically encountered in

plasma‐enhanced chemical vapor deposition experiments. The basis of our

approach is known to work well to simulate the growth of amorphous ma-

terials using cubic grids and is extended here to reproduce not only the

morphological characteristics and scaling properties of amorphous TiO2

but also the growth of poly-

crystalline ZnO with a good

approximation, including the

evolution of the film texture

during growth and its depen-

dence on experimental condi-

tions. The results of the

simulations have been com-

pared with available experi-

mental data obtained by X‐ray
diffraction, analysis of the

texture coefficients, atomic

force microscopy, and scan-

ning electron microscopy.
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1 | INTRODUCTION

Growth simulations tools are extremely important to
reveal the mechanisms responsible for the structural
features in thin films and low dimensional materials and
the relationships with their physicochemical and func-
tional properties. Thus, there is an ever‐increasing in-
terest in the development of simulation models with
adaptability and flexibility to encompass predictive ana-
lysis on the deposition of simple and hetero‐structured
materials. The major aim is to provide straightforward
paths in the experimental routes toward the optimization
of the properties and final performance in the targeted
applications. Depending on the scale and nature of the
features to be studied, the simulations usually range from
those based on molecular dynamics (MD),[1,2] kinetic
Monte Carlo (KMC),[3,4] or hybrid methods[5–8] to con-
tinuum methods.[9–12] There is a wide range of techno-
logical applications for which the growth of thin films in
multilayer systems (or even in more complex nanos-
tructures) is a fundamental part. In many cases, the
systems studied cover scales that are too large to be ef-
ficiently simulated by microscopic methods (e.g., MD and
atomistic KMC), while at the same time show morpho-
logical characteristics that are difficult to simulate using
continuous methods. It is in this no‐man's‐land where a
coarse‐grained (CG) treatment of the KMC method is
often useful.[13–24]

From a technological point of view, TiO2 is part of a
set of materials of intensive use in the manufacture of
optoelectronic nano‐devices, antireflective coatings, and
antibacterial, biocompatible, antifogging, and self‐
cleanable surfaces. The control of the microstructure of
the thin layers of this material is therefore an aspect that
has been extensively studied before. Several simple
models have been used previously to explain the anom-
alous roughness scaling behavior observed under various
growth techniques.[14–17,19,20,22] Since the growth meth-
ods usually employed in the manufacture of amorphous
thin films tend to operate in the low‐temperature range
and involve highly reactive surfaces, most of the models
used to simulate the morphology of amorphous materials
(e.g., TiO2, SiO2, Nb2O5, etc.) resort to various ap-
proaches that greatly restrict the range of growing con-
ditions in which they can be applied. In this study, we
have developed a KMC‐based model that considers many
of the general characteristics of those models but in-
cludes fewer constraints. This permits it to cover a wider
range of growing conditions, thus allowing its straight-
forward application to other materials. However, con-
cerning the results shown here, these have focused on
simulating growth processes under typical conditions
found in the plasma‐enhanced chemical vapor deposition

(PECVD) technique. Such a deposition method has been
applied during the last two decades in the development
of functional coatings with applications in areas ranging
from optics to biomaterials, including microelectronics
and energy. During the last years, PECVD has been also
extended to the fabrication of nanoscale materials, as
nanoporous thin films and low dimensional nanos-
tructures beyond graphene, CNTs and nanowalls[25‐28]

like, for instance, metal oxide nanorods and core@shell
nanowires and nanotubes in combination with hard and
soft template methods.[29‐32]

Thus, looking for the demonstration of the universal
character of the proposed model, we have also ap-
proached the description of the crystalline anisotropic
growth. Concretely, we have made emphasis in the si-
mulation of the one‐dimensional formation commonly
observed in ZnO thin films grown by PECVD.[31,33] The
model is capable of reproducing, with a good approx-
imation, the formation of polycrystalline layers of ani-
sotropic materials, retaining the simplicity associated
with the use of a cubic grid in the simulations. Also, we
can tune the morphology and texture of the film
throughout an anisotropy parameter that may be asso-
ciated directly with microscopic surface phenomena and
its dependence on the growth conditions. These results
are of paramount interest in the application of PECVD
methodology for the fabrication of polycrystalline layers
in nanodevices, as third‐generation solar cells, including
Dye‐Sensitized Solar Cells and Perovskite Solar Cells,
photocatalytic electrodes, and in the development of
piezoelectric and pyroelectric nanogenerators.[34–40] In
such applications, the precise control of the crystal
growth parameters (crystal size, orientation, and textur-
ization) allows for the design of nanomaterials with en-
hanced transport, optical, piezoelectric, and strain
properties.

The paper is organized as follows, firstly, we describe
the experimental setup used for the deposition and the
analysis of the films, secondly, the theoretical back-
ground and the numerical method used in our simula-
tions are described in detail. In the third place, we show
and discuss the obtained predictions in comparison with
the experimental results, and finally, we summarize the
conclusions of our work.

2 | EXPERIMENTAL SECTION

TiO2 and ZnO thin films were fabricated by PECVD at
room temperature (RT). Titanium tetraisopropoxide
(C12H28O4Ti) and diethyl‐zinc ((CH2CH3)2Zn) precursors
were purchased from Merck and used as delivered.
Concretely, Ti precursor was inserted in the chamber by
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bubbling oxygen through a mass flow controller, mean-
while, the Zn precursor was inserted through a regulable
valve. The base pressure of the chamber was lower than
10−5 and 10−4 mbar for the TiO2 and ZnO, correspon-
dently. The total pressure during the deposition was
around 10−2 mbar in both cases achieved by supplying
oxygen to the plasma reactor. The plasma was generated
in a 2.45 GHz micro‐wave Electron‐Cyclotron Resonance
(ECR) SLAN‐II operating at 400W for TiO2 and 800W
for ZnO. Scanning electron microscopic (SEM) micro-
graphs were acquired in a Hitachi S4800 working at 2 kV
at working distances in the range of 2–4 mm.

Fused silica and Si(100) substrates were emplaced
below the precursor shower‐like diffuser at a fixed posi-
tion (without rotating). Samples with different thick-
nesses were prepared during the same experiment by
employing a shutter close to the substrates. The shutter
was kept closed until homogeneous precursor pressure
within the chamber was reached under plasma presence
to ensure reproducibility of the growing conditions for
all the thicknesses. The substrate to precursor diffuser
distance was 6 cm and to the plasma glow discharge
12 cm.

Root mean square (RMS) roughness was character-
ized by atomic force microscopy in a Nanotech micro-
scope in tapping mode. X‐ray diffraction (XRD) patterns
were recorded in Panalytical X'PERT PRO diffractometer
model operating in the θ–2θ configuration (Bragg‐
Brentano) and using the Cu Kα (1.5418 Å) radiation as an
excitation source. The texture coefficients T hkl( ) were
calculated applying the following equation:

T hkl
I hkl I hkl

I hkl I hkl
( ) =

( )/ ( )

( )/ ( )
,

n

0
1

0  (1)

where I hkl( ) and I hkl( )0 are the peak intensities asso-
ciated with the (hkl) family plane obtained in Bragg‐
Brentano ( − 2Ɵ Ɵ) configuration for the samples and the
randomly oriented reference pattern respectively (in this
particular case the JCPDS card No. 36–1451, for wurtzite)
and n is the number of possible reflections.

3 | THEORETICAL MODEL

The proposed model for the growth simulations is im-
plemented within an event‐based KMC scheme, devel-
oped by Bortz–Kalos–Lebowitz (BKL).[41] The code used
to generate the simulation results shown in this study
was developed in our group and is available from the
authors upon reasonable request. The general features of
the model are described as follows:

i) The system is defined by a simple 3D cubic lattice
with a size N N N× ×x y z and periodic boundary
conditions along the directions of the growth plane
x y( , ). The 3D lattice is characterized by an integer
array Gi j k, , (i N ; j N ; k N= 1, …, = 1, …, = 1, …,x y z)
in which lateral overhangs and vacancies are allowed
(see Figure 1). Here, G = 0i j k, , for empty sites,
G = 1i j k, , for substrate particles, and G > 1i j k, , for
particles of the film, with specific values that are
related to the features of the model depending on
whether one simulates an amorphous or an aniso-
tropic material, as we will see later. In our model, the
substrate particles are considered as immobile. In
addition, although our model can simulate the
growth of thin films on substrates with arbitrary
morphology, we wanted to keep the simplicity of the
initial conditions as much as possible for the proof‐
of‐principles type results shown in this study.

FIGURE 1 General scheme of the processes involved in the
thin‐film growth model developed in this study (for simplicity our
3D system is represented here in 2D). Several processes and
configurations are included in the model: vacancies and overhangs
are permitted (1; 2). A particle at the surface can jump randomly to
any available site of six possible directions (2), except when a step is
encountered (3), in that case, an extra jump is permitted. The
deposition flux follows a distribution of trajectories for the
incoming particles that may depend on the growth conditions.
Once the particle reaches the surface, there is a possibility that it
bounces and continues its journey with another trajectory until it
reaches a new site (4) or until it reaches the roof of the simulation
domain (5). If the latter occurs, that particle disappears and another
particle is generated from scratch with a different trajectory and
initial position at the roof

BUDAGOSKY ET AL. | 3 of 16
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Therefore, in all the cases considered here, the sub-
strate is set as a single flat layer of particles, that is,
G = 1i j k, , =1 and G = 0i j k, , >1 . In concordance, the
substrates applied in the fabrication consist of flat
and low roughness surfaces, that is Si(100) and fused
silica pieces. Each particle can perform a single site
jump up to any available site in one of six possible
directions associated with a cubic grid (left, right,
back, front, up, down), except when a step is en-
countered in any direction of the 3D space. In that
case, an extra jump to lower, upper, or lateral sites is
possible within a single diffusion event (see particles
with label 3 in Figure 1). The general constraint is
that a particle must be bonded always to at least with
one first neighbor.

To keep things simple, the size of all types of
coarse particles is the same and equal to the step size
of the 3D lattice, x y z a= = = 0∆ ∆ ∆ . In the case of
the anisotropic material, each deposited coarse par-
ticle individually contains all the information re-
garding its local crystallographic orientation with
respect to the flat substrate. This feature will be
elaborated on in more detail later. The size of the
particles should be chosen as a compromise between
computational performance and the pursued mor-
phological detail.[18]

ii) The deposition of new particles onto the surface is
performed at a rate of r F N N= × ×X Y0 , F being the
net deposition flux (in monolayers per second, ML/s,
with a monolayer being defined as a single full layer
of particles). To simulate a flux of particles that mi-
mics typical conditions encountered in PECVD, the
following features are considered: the incoming

particles are generated at an initial position in the
3D mesh that is defined as the roof of our simulation
domain (i j k N, , =0 0 0 roof), where N Nzroof ≤ while
the coordinates i0 and j0 are picked randomly from a
uniform distribution. The term Nroof is set as the
maximum height of the surface profile plus one lat-
tice unit; therefore, Nroof evolves with film thickness,
while Nz is constant and is the maximum height of
our simulation domain. This choice is justified since
we are trying to simulate thin‐film growth at low
chamber pressure. Under these conditions, the mean
free path of the incoming particles in the gas phase is
very large compared with the surface features of the
film and one can save computation time by avoiding
the explicit simulation of the particle trip far above
the surface since larger values of Nroof are statistically
equivalent.[42]

The trajectory followed by the particle toward the
surface is characterized by azimuthal φdep and polar

θdep angles (Figure 2). These angles are obtained
from an angular distribution that follows from a
Maxwell‐type distribution for the particle en-
ergies.[16] Within this model, the azimuthal angle is
sampled from a uniform distribution φ π[0,2 )dep ∈

while the polar angle is sampled via a distribution
g θ v( , )ndep given by,

g θ v
F θ v dθ

F θ v dθ

F θ v dθ

( , ) =
( ′, ) ′

( ′, ) ′

= ( ′, ) ′,

n

θ

n

π

n

θ

n

dep
0

0

/2

0

dep

dep


 (2)

FIGURE 2 Angular distribution for the
trajectories of the incoming particles toward
the surface, considering three values of the
normalized average velocity parameter vn

(see text for details)
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where

( )
( )

F v

v erf v

v erf v

(Θ, ) = 1

− cos

Θ
exp cos Θ [1 + ( cosΘ)]

exp [1 + ( )]

.

n

n n

n n

2 2

2

(3)

The specific shape of the distribution is controlled through
a normalized average velocity, vn, directed toward the
surface. Small values of vn mean that the angular dis-
tribution function spreads the incoming direction of the
particles. On the contrary, larger values correspond to a
more collimated flux directed toward the surface, as can
be seen in Figure 2. Once the set θ φ( , )dep dep is obtained

the trajectory of the particle during its fly is simulated by
means of discrete jumps. Each jump is
made up of simultaneous integer displacements

( )i φ= Int cos
r

xdep Δ dep
dep , ( )j φ= Int sin

r

ydep Δ dep
dep , and

k = −1dep along directions x , y, and z, respectively, being
r z θ= Δ tandep dep. This set of integers is calculated once at
the beginning of the deposition event and the position of
the flying particle i j k( , , ) is changed accordingly at each
displacement during the fly, that is i →

i i j j j k k k+ , + , +dep dep dep→ → , looking around the

particle after each movement to detect any possible
neighbor in the new position. If more than one neighbor
is detected in the new position the particle sticks there and
it is considered attached to the film. On the contrary, if
only one neighbor is encountered there is a possibility
(weighted by a sticking coefficient S [0,1]0 ∈

[14,43]) that it
bounces and continues its journey with another trajectory
until it reaches a new site or until it reaches the roof of the
simulation domain. In that case, the particle disappears
and another particle with a different trajectory is gener-
ated. In this simplified scheme (only first neighbors are
considered), the new trajectory is obtained assuming
specular reflection of the bouncing particle. At this point,
it is evident that the value of the sticking coefficient in our
model is not influenced by the angle of the trajectory of
the arriving particle with respect to the surface.

iii) In addition to deposition, our model includes surface
diffusion: once at the surface, the movement of a
coarse particle is simulated by jumping from lattice
site to lattice site—as explained before—via a random
walk mechanism, characterized by a jump rate,

D

a
eΓ =

6
,l

E K T0

0
2

−(Δ / )l B
(4)

where the subindex of Γl labels a particular diffusion
event from a list (l L= 1, …, ), T is the substrate

temperature, KB is the Boltzmann constant and the
pre‐factor D a6 /0 0

2 define the time scale of the jump, D0

being a parameter of the model is interpreted as a
microscopically averaged diffusion coefficient. The
activation energy, EΔ l, for a diffusion event is calcu-
lated as,

E nE mE δE E δEΔ = + + = + ,l b w l
0∆ (5)

where Eb is the bond strength between particles of the
film and Ew between the film and the substrate, n and m

are the number of film and substrate neighbors,
respectively—note that the index l comprises the terms n

and m in a single label, l n m( , )≡ —and δE is an extra
energy term that accounts for the structural features as-
sociated with the simulated material. This is the approx-
imation used in Elsholz et al.,[15,17,19,22] where the term δE

accounts for the energy fluctuations associated with the
local structural fluctuations in amorphous lattices.

In its basic form (i.e., without the term δE in the ac-
tivation energy), the system has a very simple rate struc-
ture that depends on all possible n m+ combinations.
However, here we assume that particles with five and six
neighbors are immobile (max n m( + ) < 5). With this
constraint, the size of the list of diffusion rates is set at
L = 14. Below we will describe the calculation details of
this term, which are very different depending on if we are
treating the amorphous or the anisotropic case.

The simulation begins with an initially bare flat sub-
strate on which we grow the film following the BKL
scheme. In this scheme, one must generate lists with the
total rates of all the individual processes that take place in
the simulation: the deposition rate, the total diffusion rate
of all particles with rate Γl=1, with rates Γl=2 and so on.
This algorithm ensures that “something happens” always
on each cycle, no matter what. In each cycle of the al-
gorithm, any of the possible events of the model
(deposition or diffusion) can be chosen according to its
probability of occurrence. Once an event is executed, the
physical time of the simulation is updated with a time
interval that depends on the total rate of the system on
each cycle. If a deposition event is chosen during a cycle of
the simulation, a particle is launched toward the surface
following the procedure described above. On the other
hand, the particles already deposited can move across the
surface via surface diffusion. Once the particle reaches the
surface, a δE value is assigned to it based on the type of
material and the particle neighborhood.

Note that, due to its size, each simulated mesoscopic
particle may contain hundreds of atoms. So we would be
talking about “clusters” of atoms that jump on the surface
as a whole. In this sense, the time that must elapse for
one of these clusters to move completely will be greater

BUDAGOSKY ET AL. | 5 of 16
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than the time that a real atom takes to jump. This means
that by increasing the size of the particle we are ne-
cessarily decreasing the time resolution of the simula-
tion. The parameters associated with jump rates should
reflect this fact.

Finally, it is important to recognize that effects like
sublimation or knock‐in effects, related to the kinetic energy
of the arriving particles, are assumed as residual under the
experimental conditions considered here and therefore are
ignored in the model. First, in our experiments, we do not
work at the low pressures expected in a typical ECR growth
(i.e., ~10−5–10−3mbar).[44] In addition, we also have a
stainless‐steel grid with 3mm diameter round holes and a
transparency of 50% separating the plasma glow from the
sample holder within the growth chamber, which reduces
the arrival of ions.[45]

3.1 | Amorphous material

For the case of amorphous materials, Eδ can randomly
fluctuate spatially within an interval defined by the para-
meter Δ( Eδ [0, ]∈ ∆ ). In our model, we apply a
regular discretization to this energy interval, forming an
array with Na elements evenly distributed, Eδ =

E E E E(δ , δ , …, δ , …, δ )μ N1 2 a
, where Eδ = 01 and δE =Na

∆.
The index associated with this discretization helps us to add
an identification label to the particle. In this way, a particle
located at the site i j k( , , ) and having an associated value δEμ
(μ N= 1, …, a) is labeled as G μ= + 1i j k, , . If the arriving
particle is on the bare substrate and has no film neighbors
(only substrate), the index μ is set randomly from a uniform
distribution. On the contrary, if one or more film neighbors
are present δEμ is obtained by averaging the corresponding
Eδ values of those neighbors. For diffusion events one fol-
lows a similar criterion: once the particle jumps to another
position, the neighborhood of the arrival site is scanned to
set the new δEμ. Note that this procedure introduces implicit
lateral spatial correlations among the particles. The search
radius for the averaging procedure may be changed to con-
trol the degree of correlation.

3.2 | Anisotropic material (wurtzite)

As in the amorphous case, we simulate the surface dif-
fusion in wurtzite‐type materials like ZnO by means of
an extra term δE in the activation energy. However, in
this case, δE is defined as a function of the local mor-
phology and crystallographic orientation. For this pur-
pose, we define two coordinate systems: a local one
centered on the particle and whose coordinates are

labeled as x′ = [112̄ 0], y′ = [101̄ 0], z′ = [0001], and a
global coordinate system whose axes x, y, and z coincide
with those of the three‐dimensional grid (the z‐axis is set
normal to the flat substrate). Any rotation of the co-
ordinates system of the particle (x',y',z') with respect to
the global coordinates system (x,y,z), is parameterized by
a set of Euler's angles θ φ γ( , , ) (see Figure 3a,b). Again, a
particle deposited on the bare substrate, with no film
neighbors, is initially labeled with one crystal orientation
chosen at random following distribution that can be
uniform or weighted. If there are one or more film
neighbors, we scan them and assign to the particle the
crystallographic orientation of the majority of neighbors.
In that situations where we have a tie between two or
more options (e.g., if we have only two neighbors each
with different Euler parameters), we randomly choose
one of these. A similar criterion is applied at the arrival
site after a surface diffusion event.

The process of assigning the crystallographic orientation
to a coarse particle deposited on the bare substrate begins
by applying a regular discretization to the angles
(θ φ γ, , ): θ θ θ θ= ( , …, , …, )s N1 θ

, φ = φ φ φ( , …, , …, )p N1 φ
and

γ γ γ γ= ( , …, , …, )q N1 γ
. Thus, one gets a set of three numbers

s p q( , , ), which characterize a particular orientation of the
crystal axes. This set is comprised of a single label, μ, which
helps us to identify the particle by its associated crystal-
lographic orientation with respect to the substrate
(G μ= + 1i j k, , ).

As mentioned above, the calculation of δE requires
considering the local landscape around the particle that we
want to move. As in the amorphous case, δEμ is defined
within the interval [0, Δ]. In this case, however, we do not
apply a regular discretization to the interval since the dis-
cretization is applied to the Euler's angles. Instead, here the
value of δEμ of a particle is defined as the extra energy added
to its diffusion barrier by a set of far‐located grid points (up to
a maximum of eight, in which case δE = Δμ ) surrounding
the particle and distributed in an approximate hexagonal
bipyramid shape, as is shown in Figure 3c. The spatial dis-
tribution of these points (referred from now as mesoscopic
neighbors) is chosen to ensure the hexagonal symmetry of
these mesoscopic bonds, which will serve to reproduce the
crystal‐related features of the growing film (e.g., different
growth velocities for different crystal orientations). As can be
seen in Figure 3c, two of the eight mesoscopic neighbors are
aligned parallel to the local c‐axis of the wurtzite [0001], and
the remaining six form an (approximate) hexagonal ar-
rangement in the c‐plane. We assume that the contribution
of these mesoscopic bonds along the c‐axis (δE) may be
different from that of the c‐plane (δE⊥). This difference is
quantified using an anisotropy ratio Ar (δE A δE= r ⊥):

6 of 16 | BUDAGOSKY ET AL.
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δE δE A δE= 2 + 6 = 2( + 3) ,r∆ ⊥ ⊥ (6)

where the subscripts  and⊥must not be confused with the
label μ. The set of angles associated with label μ permits us
to identify the location of the eight sites that must be
checked to get δEμ. Starting from the unit vector
n φ θ φ θ θ n n nˆ = (cos sin , sin sin , cos ) = ( , , )x y z , the posi-
tions of the two mesoscopic neighbors (labeled + or −)
located along the c‐axis of the particle are obtained from
i i N N n= ± Int( 1 + )r r x± , j j N N n= ± Int( 1 + )r r y±

and k k N= ± r± N nInt( 1 + )r z , being (i,j,k) the
position of the central particle and Nr an integer parameter
that enables us to tailor the overall distance between these
neighbors and the central particle (below we justify this
point. In all the ZnO growth simulations shown in this
study we have set N = 2r ). Now, to find the position of the
m‐neighbor from the remaining six in the c‐plane, we de-
fine first a unit vector e γ γˆ = (cos ′, sin ′, 0)0 , with γ′ =

γ m π+ ( − 1) /3. Next, we apply two rotations to this
vector, e e e e R φ R θ eˆ = ( , , ) = ( ) ( ) ˆx y z z y 0, where:

R θ
θ θ

θ θ

( ) =
cos 0 sin
0 1 0
−sin 0 cos

andy









 (7a)

R φ( ) =

cosφ −sinφ 0

sinφ cosφ 0

0 0 1

z










 (7b)

Finally, the position of the m‐neighbor is calculated
following: i i N N e= + Int( 1 + )m r r x , j j= +m

N N eInt( 1 + )r r y , and k k N N= + Int( 1 +m r r

e )z . Obviously, empty sites (G = 0i j k, , ) are not considered
in the calculation (see Figure 3d), so we will always
have to count less than eight mesoscopic bonds:

δE n δE n δE n n= + ( 2 and 6).μ    ≤ ≤⊥ ⊥ ⊥ (8)

It is important to mention that the mesoscopic
neighbors are in positions beyond the layers of first and
second neighbors (in fact, this separation may be tuned

FIGURE 3 (a) The set of Euler's angles used in this study to describe the rotations of the local crystallographic system (x', y', z'), centered
in the particle, with respect to the global system (x, y, z) linked to the substrate (where z is set normal to the substrate surface). (b) Three
examples of a single ZnO particle attached to the bare substrate surface having the three crystal orientations considered in this study. (c) The
3D arrangement of long‐range (mesoscopic) neighbors is considered in the calculation of δEμ. The arrangement has the shape of a hexagonal
bipyramid with the hexagonal plane normal to the c‐axis of the central particle (black cube). Each bond with the blue particles has strength
δE A δE= r ⊥, whereas each one of the six bonds with the red particles has strength δE⊥. (d) Three examples of the criteria followed to
counting the mesoscopic bonds during the calculation of δEμ: for a single particle (black cube) attached to a flat surface parallel to the
substrate, the number of mesoscopic bonds depends on the orientation of the particle's crystal axes. The bonds taken into account on each
case (those which are beneath the surface) are highlighted by thick dashed lines

BUDAGOSKY ET AL. | 7 of 16

 16128869, 2022, 3, D
ow

nloaded from
 https://onlinelibrary.w

iley.com
/doi/10.1002/ppap.202100179 by U

niversidad D
e Sevilla, W

iley O
nline L

ibrary on [12/01/2023]. See the T
erm

s and C
onditions (https://onlinelibrary.w

iley.com
/term

s-and-conditions) on W
iley O

nline L
ibrary for rules of use; O

A
 articles are governed by the applicable C

reative C
om

m
ons L

icense



to even larger values by means of parameter Nr). The
reason for this is the angular resolution needed to re-
produce approximately the hexagonal shape of the c‐
plane neighbor arrangement and to provide a minimum
resolution to reproduce the different crystal orientations
during the simulation. This is one of the main limitations
of the use of a cubic grid for our KMC simulator. Finally,
the interaction between particles belonging to different
textured domains (grain boundaries) is addressed as
follows: we assume that the strength of each mesoscopic
bond during the evaluation of δEμ is reduced by a factor
that depends on the difference between the crystal or-
ientation of the central μ‐particle with that of each of
those mesoscopic neighbors. Thus, the Equation (8) is
restated as:

δE δE M δE M= + ,μ

ρ

μ ρ

σ

μ σ

=1

2

,

=1

6

,  ⊥ (8′)

with M θ φ γ= cos ( )cos ( )cos ( ),μ υ μ υ μ υ μ υ,
2

,
2

,
2

,∆ ∆ ∆ in which

θμ υ,∆ , φμ υ,∆ , and γμ υ,∆ represent the difference between the

Euler's angles of the crystal orientation of particles μ and υ.
During the simulation, the selection of a particular event
is performed through the standard BKL scheme exclud-
ing the term δEμ. This is done to avoid increasing the size
and complexity of the events list of the algorithm. Once
an l‐event with rate Γl is selected, the term δEμ is included
by means of an acceptance‐rejection method.[46] The
procedure is the following: since δE > 0μ , by summing
this term to the activation energy δEl

0 one gets a new rate,
Γ̃l , that its lower than the original (Γ̃ Γl l≤ ). In that sense,
the rate Γl represents the upper limit in an interval of
possible values per each L‐type event. Once we get Γ̃l , a
uniformly distributed random number ζ [0,1)1 ∈ is gen-
erated and compared with the ratio Γ̃/Γl l. If ζ1 < Γ̃/Γl l the
jump is performed. On the contrary, another particle is
selected for jumping following the same procedure. The
computation time wasted in this acceptance‐rejection
procedure will depend on how small is the ratio Γ̃/Γl l.

Once a particle is selected for jumping, the jump di-
rection is chosen by searching the available neighbor
sites. In general, the arrival site is selected randomly
except when a step is encountered. In that case, the
probability of the jump to that site is reduced by a factor
e ζ K T−( / )2 B , ζ2 being a uniform random number
(ζ E[0, )s2 ∈ , where Es is an energy parameter of the
model). Note that, although Schwoebel‐like barriers are
found to be negligible in amorphous materials,[47] we
consider it necessary to include a step‐barrier here to
hind the intrinsic cubic nature of our CG computational
array under a wider range of growth conditions, where
diffusion processes play a major role. Nevertheless, the

inclusion of randomness for this barrier permits us to
approach the lack of slope selection characteristic of
amorphous film morphologies. Finally, to visualize the
simulations, the coordinates of all the particles are saved
in xyz format. Thus, the files were loaded in Ovito,[48] a
3D visualization software suitable for this purpose.

4 | RESULTS AND DISCUSSION

4.1 | Nanoporosity and scaling behavior
of (amorphous) TiO2 thin films

In the case of TiO2, in all the simulations we have considered
an array of 201 × 201 × 1001 with a grid step of a = 2.50

nm, which gives us a surface area of size 500× 500 nm2. The
nominal growth rate (nominal thickness vs. time) has been
set at 4 nm/min (0.027ML/s). The rest of the parameters of
the model have been set to D = 3 × 100

3 nm2/s, E = 0.08b

eV, E E=w b, E E= /2s b , and E= /2b∆ (for the discretiza-
tion of the fluctuating energy term we set N = 41a ). These
parameters are grouped in Table 1. Finally, all the simula-
tions are carried at RT.

Figure 4a,b gather the characteristic SEM cross‐section
and top view micrographs of a TiO2 thin film fabricated by
PECVD under the experimental conditions detailed in the
Section 2; RMS values as a function of the thin film thickness
are represented in Figure 4c. In addition, Figure 5a–d shows
the evolution of the morphology of the film as a function of
the amount of material deposited (coverage), considering
two different angular distributions for the flux of arriving
particles. In both cases, we have set the value of the sticking
coefficient S0 at 1 and 0.65.

[14] We can verify that, in all cases,
the morphologies depict a columnar‐like formation, which is
in good agreement with the SEM micrographs, as shown in
Figure 4. On the other hand, when the flow of arriving
particles is more dispersed (v = 0n ), the separation between
these columns tends to be larger. Also, although in both
cases the diameter of the columns tends to increase with the
thickness of the film, in Figure 4a this increase is much more
evident. This last result is known to be a consequence of the
shadowing effect and is directly related to the angular dis-
persion of the particle flow.[16,22,49]

In general, several of the morphological character-
istics observed can be quantified in terms of the RMS
roughness:

w t h r t h r t( ) = ( ( , ) − ̅ ( , )) ,r
2 ⊥ ⊥ ⊥ (9)

where … r 
⊥

denote average with respect to in‐plane
coordinates r⊥, h r t( , )⊥ is the local height at r⊥ and
h r t h r t̅ ( , ) = ( , ) r ⊥ ⊥ ⊥

. Starting from w t( ), the dynamic

8 of 16 | BUDAGOSKY ET AL.

 16128869, 2022, 3, D
ow

nloaded from
 https://onlinelibrary.w

iley.com
/doi/10.1002/ppap.202100179 by U

niversidad D
e Sevilla, W

iley O
nline L

ibrary on [12/01/2023]. See the T
erm

s and C
onditions (https://onlinelibrary.w

iley.com
/term

s-and-conditions) on W
iley O

nline L
ibrary for rules of use; O

A
 articles are governed by the applicable C

reative C
om

m
ons L

icense



properties of the film can be described according to a
power law, w t t( ) ~ β (or w h h( ) ~ β

0 0 , h0 being the cov-
erage), characterized by an effective growth exponent β.
The different growth regimes are quantified in this way
in terms of the value of β.[15,17,49] Values of β > 0.5 ob-
tained experimentally for the case of TiO2, SiO2, and
organic films are attributable to the amorphous character
of the material, although later it has been observed that
the angular distribution of trajectories of the arriving
atoms also plays a very important role via the shadowing
effect[16,22,49] (see Figure 4c). This can be observed in
Figure 5c, where the effective growth exponents differ
significantly from each other. In the case of the isotropic
angular distribution (v = 0.73n ) it is even observed that
the values obtained are around 0.5 for the growth con-
ditions (growth rate and temperature) considered here.

TABLE 1 Parameters used in the
growth simulations of amorphous TiO2

thin films

Size of the 3D grid (N × N

× N

x y

z

) 201 × 201 × 1001 Grid step size a0 (nm) 2.5

Growth rate (nm/min) 4 Coverage (nm) 1000

D0 (nm
2/s) 3000 Temperature (K) 300

Eb (eV) 0.08 Ew (eV) 0.08

Es (eV) 0.04 ∆ (eV) 0.04

Na 41

Sticking coefficient S0 (0.65, 1)

Normalized velocity v 0 (0, 0.73)

Under these conditions, when we consider a sticking
coefficient equal to 0.65, we obtain a value of β similar to
that obtained in Figure 4c. Note that the increase in
angular dispersion (v = 0n ) translates into a larger re-
sponse of the morphology to changes in S0. For instance,
when v = 0n the difference between the RMS roughness
at maximum thickness of cases S = 0.650 and S = 10 is
approximately three times (∼35 nm) the difference when
v = 0.73n (~10 nm). However, the situation with the ef-
fective growth exponent is different. In this case, larger β
values show smaller S0‐dependent changes for v = 0n

than for v = 0.73n . The foregoing shows that the pro-
portionality constant in w h( )0 is strongly dependent on
the shadowing and plays an important role when one
faces deposition flows with wide angular dispersion.
Thus, when shadowing tends to be dominant with re-
spect to diffusion events, the morphology of the film
tends to be more sensitive to small changes in the
material‐related properties. As was found in Borrás
et al.,[22,49] no surface diffusion of TiO2 ad‐species is ex-
pected under the Full O2 plasma growth conditions of
Figure 4a–c, so a high sticking coefficient and a low
surface diffusivity yield the observed columnar growth
when these conditions are combined with isotropic

angular dispersion of the flow of incoming particles, ty-
pical of the PECVD technique. This conclusion is com-
plemented by our results, which show that for an angular
dispersion shifted toward more horizontal trajectories,
the shadowing effect is boosted, and the columns grow
faster, with a wider dispersion of heights and with more
space between them.

4.2 | Microstructure and texture
properties of polycrystalline ZnO thin
films

For the case of wurtzite‐type ZnO, we have considered a
grid with 201 × 201 × 1001 elements, a grid step of
a = 1.6250 nm, and a surface of size 375 × 375 nm2. The
energy parameters have been set to D = 3 × 100

2 nm2/s,
E = 0.09b eV, E E=w b, E E= /2s b , and E= 3 b∆ . The va-
lues of the vn and S0 parameters have been set to 0 and 1,
respectively. The parameters used in this section are
grouped in Table 2. Regarding the initial conditions, the
code developed allows establishing a selection of per-
mitted textures for the particles that arrive at the surface
of the substrate. In this way, when a particle is deposited
on the substrate, the crystallographic orientation that
will be assigned to it will be chosen randomly within the
selection of allowed textures. The objective of this control
possibility is to be able to play with the possible influence
of the substrate itself on the texture of the first clusters in
the initial instants of growth. The origin of the texture
shown by ZnO thin films under different growing con-
ditions and the question as to whether this is defined
early on or is progressively defined during the growth
through a process of evolutionary competition of textured
grains/domains is still under discussion. For this study,
in the examples shown below we have considered it
sufficient that the particles that arrive at the surface
can be labeled with one of only three possible textures
with equal probability: [002] (θ φ ζ π γ ζ π= 0, = 2 , = 2a b )
[101] (θ π φ ζ π γ π= /3, = 2 , = /2a ) and [100] (θ = π/2,

BUDAGOSKY ET AL. | 9 of 16
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φ ζ π γ π= 2 , = /2a ), being ζa b, two uniformly distributed
random numbers within the interval [0,1). Finally, to
study texture‐related characteristics of the simulated
films and to be able to make better comparisons with
experiments, we calculate the texture coefficients in our
samples. To obtain the texture coefficient for a particular
crystal orientation, for example [002], we sum up all
those particles labeled with that texture and divide the

result by the total number of particles of the film (i.e.,
excluding the particles of the substrate). These values
have been compared with the experimental texturing
coefficients obtained from the XRD patterns (see
Section 2).

Figure 6 shows top‐view and cross‐section images of a
ZnO film fabricated on substrates at RT conditions under
oxygen plasma and growth rate of 10 nm/min (Figure 6a,b),
the corresponding XRD pattern acquired under Bragg–
Brentano configuration normalized to the higher peak for
different thicknesses (Figure 6c) and the calculated texturing
coefficients (Figure 6d). Figure S1 in the Supporting In-
formation Section gathers the XRD patterns for ZnO thin
films deposited under different conditions of substrate tem-
perature, growth rate, and thickness.

Figure 7 shows the morphology obtained for different
ZnO films considering several values of the anisotropy ratio,
Ar. In these simulations, the temperature of the sample has
been set at RT and the nominal growth rate at 5 nm/min
(Figure 7a,b) and 10 nm/min (Figure 7c,d), which corre-
spond to growth rates of approximately 10 and 20 nm/min,
respectively, if we calculate them in terms of the film
thickness (as in the experiments) rather than the nominal
coverage. In Figure 7a,c, the morphology of each film is
highlighted, while in Figure 7c,d the chosen colors make it
possible to highlight the textures of the different domains
(grains) that appear in each case. The first feature that can be
verified is the values of Ar that are much larger than 1—
which means a higher growth rate along the c‐axis of the
wurtzite than in a direction perpendicular to it—give rise to
a film that is almost totally [002]‐textured. The columnar
morphology associated with this texture is reasonably con-
sistent with the results in Figure 6 and previous results for
thin films fabricated under similar growth conditions[33] (see
also Figure S1). Due to shadowing effects, the observed
columns are narrow at the base and tend to increase in
diameter with increasing thickness. As we reduce the value
of Ar for a growth rate of 5 nm/min (real growth rate ~10
nm/min), an increasingly abundant presence of [101]‐
textured domains is observed. The consequences in mor-
phology are quite evident: the nano‐columns tend to show a
slightly tilted axis and their cross‐section turns out to be
anisotropic, showing a rather pronounced elongation per-
pendicular to the [002] axis. As we approach toward, that is,
when the growth rates parallel and perpendicular to the c‐
axis are equal, the texture of the film changes again rapidly
and becomes mostly [100]. In this region, the nanocolumns
continue to show an evident anisotropy in their cross‐
section. On the other hand, these recover the verticality
previously observed when the texture was [002]. The elon-
gated cross‐sectional shape of the nanocolumns for A 1.5r ≤

agrees very well with the morphology shown in Figure 6a.
Likewise, their slight tilt, as observed in Figure 6b, coincides

FIGURE 4 Scanning electron microscopic (SEM) cross‐section
(a) and top‐view (b) micrographs showing the columnar‐like
morphology of the TiO2 plasma‐enhanced chemical vapor
deposition thin films deposited at room temperature.
(c) Experimental estimation of the β parameter from the root
mean square (RMS) values obtained by atomic force microscopy
characterization of films with increased thickness
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with the presence of [101]‐textured domains in the film (see
Figure 6c,d). This result is consistent with what was ob-
served in the simulations for values of Ar between 1 and
1.25. We also study the effects of increasing the growth rate
up to 10 nm/min (real growth rate ~20 nm/min). With re-
spect to the previous examples, the effects of a larger growth
rate are evident not only in the morphologies but also in the
textures of the film. Particularly around A ~ 1.5r . This time
the film shows a direct transition from mostly [100]‐textured
to mostly [002]‐textured as we move from A = 0.5r to
A = 2.5r , without passing throughout any [101]‐textured
stage.

The previous results are summarized in Figure 8,
where the texture composition of each film is plotted as a

function of the coverage. At the smallest (and largest)
values of Ar, the texture coefficients seem to be in-
sensitive to changes in growth conditions. It is in the
range Ar= 1.0–2.0 that the growth rate becomes relevant
for the final texture of the films. In this region, it is
possible to observe the competitive behavior of textured
domains in some cases. Regarding this, a more detailed
visualization of the growth process of the first deposited
~160 nm of ZnO, for values A = 0.5r and A = 1.0r at a
growth rate of 5 nm/min, can be found in the Supporting
Information (Figure S2). These correspond to the initial
stages of the curves in Figure 8a,b.

Qualitatively, the behavior of the components
[101,100] of the texture coefficients obtained in our

FIGURE 5 Simulated film morphologies at coverages 250, 500, 750, and 1000 nm for (a) v S= 0; = 1n 0 , (b) v S= 0.73; = 1n 0 ,
(c) v S= 0; = 0.65n 0 and (d) v S= 0.73; = 0.65n 0 . Evolution of the calculated root mean square (RMS) roughness as a function of
thickness for cases (a–d). The black triangles are the experimental data of Figure 4c. The growth exponents obtained for each case are
shown. The rest of the simulation parameters are described in the text

TABLE 2 Parameters used in the
growth simulations of polycrystalline
ZnO thin films

Size of the
3D grid (N × N × Nx y z)

201 × 201 × 1001 Grid step size
a0 (nm) 1.625

Growth rate (nm/min) (5, 10) Coverage (nm) 1000

D0 (nm
2/s) 300 Temperature (K) 300

Eb (eV) 0.09 Ew(eV) 0.09

Es (eV) 0.045 ∆(eV) 0.27

Nθ,φ,γ 17 Ar (0.5, 1.0, 1.25,
1.5, 2, 2.5, 3)

S0 1 Nr 2

v0 0

BUDAGOSKY ET AL. | 11 of 16
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FIGURE 6 Scanning electron microscopic top‐view (a) and cross‐section (b) micrographs showing the columnar‐like morphology of the
ZnO plasma‐enhanced chemical vapor deposition thin films deposited at room temperature (RT) under oxygen plasma for different
thicknesses as labeled. (c) X‐ray diffraction patterns acquired under Bragg–Brentano configuration (indication on the main planes for ZnO
wurtzite) (d) and texturization coefficient for the samples deposited on fused silica substrates

FIGURE 7 ZnO thin‐film morphologies
for several values of Ar (shown at the top of
each plot) for a nominal growth rate of 5 nm/
min (a, b) and 10 nm/min (b, c), both at
room temperature. The color selection for
the plots in (a) and (c) is meant to highlight
the morphology of the samples while in (b)
and (d) the colors selection is used to identify
visually the different textured grains present
in a single film. The details about simulation
parameters are described in the text
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simulations is similar to the results obtained in the real
samples under similar growth conditions (Figure 6c,d).
However, the evolution of the component [002] in the
simulations is somewhat different from the experimental
one. In our simulations, this component practically dis-
appears at later stages of growth. This could be a con-
sequence of the interaction with the substrate: just at the
beginning of growth, the bare substrate surface would
tend to favor the formation of nuclei or islands with
texture [002] over textures [101] and [100]. Later, as
growth advanced, evolutionary competition would favor
the latter depending on the growth conditions (A 1.5r ≤ )
but still with a noticeable presence of [002] domains. In
principle, this may be addressed in our simulator by
setting the arrival probability of [002]‐textured particles
higher than the other textures. This aspect will be ad-
dressed in greater detail in incoming work.

Finally, in Figure 9, the texture coefficient at max-
imum coverage for all the cases in Figure 8 is shown as a
function of Ar . From this figure it is clear that when the
values of the anisotropy ratio, Ar , lie within the range
1.0–2.0, the final texture of the film is more sensitive to
changes in growth conditions, like the growth rate.
Comparing our results with the amplitudes of the peaks
in the XRD patterns of ZnO films shown in Vega‐Poot
et al.[50] (Figure 2), Figure 6, and Figure S1, we found a
reasonable agreement with the relative values of our
texture coefficients in Figure 9 for values of Ar between 1

and 1.5. In addition, our results at A 2r ≥ agree well with
the results shown in Romero‐Gómez et al.[33] It is inter-
esting to note that in the former case, the plasma com-
position was 90% O2 and 10% H2, whereas in the latter
the sample is grown with pure oxygen plasma and for
different power of the microwave source. This gives us a
hint about the associated values of Ar on each case,
suggesting that this parameter might be connected with
specific microscopic surface features during the growth,
which are related to the plasma composition.

The complex behavior that can be observed concerning
the growth of textured domains would be explained in terms

FIGURE 8 Evolution of the texture coefficients for the simulations shown in Figure 7 as a function of (nominal) coverage, evaluated for
six values of Ar and considering the two different growth rates: (a–f) 5 nm/min and (g–l) 10 nm/min

FIGURE 9 Texture coefficients at maximum thickness for the
simulated ZnO thin films as a function of Ar (T = RT) for two
different growth rates: (a) 5 nm/min and (b) 10 nm/min

BUDAGOSKY ET AL. | 13 of 16
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of the interplay between the local crystallographic‐
orientation‐dependent growth velocities and the flux of ar-
riving particles. In connection with this, the bond strength
along a particular direction can be associated with a higher
local growth rate of the film in that direction. This idea is the
main motivation behind this model. As an illustrative ex-
ample, we can imagine a cluster or island of particles de-
posited on the substrate, all with their c‐axis oriented
perpendicular to the surface of the substrate (i.e., all particles
with texture [002]). For example, a value of A = 1.5r means
that the mesoscopic bonds along the c‐axis are stronger than
along any of the six bonds in the c‐plane. Thus, as we let the
system evolve with time, the island should tend to stretch its
diameter and elongates along the c‐axis. For A < 1r the
opposite situation is found: the [002]‐textured island should
tend to increase its diameter while decreasing its height.
A similar situation can be found if we include deposition in
the process. In general, a particle that sticks in a surface
having mesoscopic neighbors (below that surface) with the
strongest bonds will tend to stay there more time before
jumping. The overall number of mesoscopic neighbors taken
into account in the calculation of δEμ also plays a role in
combination with their bond strength.

As deposition continues, particles that remain in
the same site longer time have a higher probability of
being buried by arriving particles. This process can be
interpreted in terms of an increase in the velocity on
which the material grows at that location. Obviously,
once the first clusters are formed on the substrate
surface just at the beginning of growth, each one with
a particular texture, these will begin to grow in all
directions with an angular distribution of velocities
that will depend on the interplay between the aniso-
tropy ratio and the number of mesoscopic bonds that
each particle has on the surface of the clusters. As can
be seen in Figure 3d a particle attached to a plain
surface will have associated different numbers (and
strengths) of mesoscopic bonds, depending on its
crystallographic orientation. This difference is essen-
tial to understand the effect of the anisotropy ratio of
this model on the competition between growing
grains with different textures.

5 | CONCLUSION

In this study, we have developed a model based on the lattice
KMC method to simulate the growth of thin films under
conditions typical of vapor or vacuum deposition methods,
such as PECVD. Using a CG approximation, the developed
model allows the simulation of amorphous and anisotropic
materials starting from a cubic three‐dimensional array,
which makes it particularly useful for reproducing

morphological characteristics at scales beyond the current
possibilities of more sophisticated models, like MD or ato-
mistic KMC, using moderate computational resources. The
growth of TiO2 at RT has been precisely simulated gaining
insight into the mechanism behind the formation of
columnar‐shaped morphologies, giving a detailed view of the
height dispersion and distance between columns. In the case
of anisotropic crystalline materials, which represent the
main novelty of this study, the model allows simulating the
formation of grains with different textures within the same
film (polycrystalline growth). We have chosen zinc oxide
with a wurtzite structure as a proof‐of‐principle for this
study. However, the approximation used for the hexagonal
structure associated with wurtzite could be extended to other
types of structures. At a qualitative level, we have found that
the texture coefficients obtained for ZnO agree reasonably
well with our experimental results and with some experi-
mental results found in the literature, under growth condi-
tions like those considered in this study.

It is important to recognize that ignoring the presence of
[102] and [110] initial textures in our ZnO simulations might
affect the dependence of textures on Ar . This is not only a
parameter of the material but also of the growing conditions.
In PECVD growth, the experimental conditions (plasma
composition, etc.) can affect significantly the nature of sur-
face processes of the growing film and can influence the pre‐
selection of allowed textures in the first instants of growth.
Hence, the choice of allowed orientations should also be
considered as a material‐related parameter together with Ar .
In that sense, many of the material properties that one would
associate with Ar are also dependent on the experimental
conditions. For the purposes of the current work, we have
considered it sufficient to include the three main observed
textures. However, the dependence of Ar on the relaxation of
constraints for the initial texture selection has been left for a
more detailed experimental study of the growth of ZnO
under different growth conditions that is currently in process
by our group and in which extensive use of the present
simulator will be made.
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