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In the present work we provide a characterization of the ground states of a higher-dimensional quadratic-
quartic model of the nonlinear Schrodinger class with a combination of a focusing biharmonic operator
with either an isotropic or an anisotropic defocusing Laplacian operator (at the linear level) and power-law
nonlinearity. Examining principally the prototypical example of dimension d = 2, we find that instability
arises beyond a certain threshold coefficient of the Laplacian between the cubic and quintic cases, while all
solutions are stable for powers below the cubic. Above the quintic, and up to a critical nonlinearity exponent
p, there exists a progressively narrowing range of stable frequencies. Finally, above the critical p all solutions
are unstable. The picture is rather similar in the anisotropic case, with the difference that even before the
cubic case, the numerical computations suggest an interval of unstable frequencies. Our analysis generalizes
the relevant observations for arbitrary combinations of Laplacian prefactor b and nonlinearity power p.

I. INTRODUCTION

The nonlinear Schrédinger equation {1-4] is a well-established model characterizing a wide range of physical settings ex-
tending from deep water wavescb] to electromagnetic wave evolution in optical fibers %, ], and from dilute gases of atomic
condensates I@, H[,J] to waves in plasmas , ]. However, in recent years, biharmonic dispersive-wave models have been
gaining considerable traction due to their own emergence in a variety of applications. Arguably, one of the most notable
examples thereof is due to the experimental realization of dispersion engineering in laboratory optical systems (11] that en-
abled quartic dispersion and, through the competition of that with nonlinearity, the formation of the so-called pure-quartic
solitons (PQS) [11]. This type of dispersion engineering is also responsible for the realization of the so-called pure-quartic
soliton laser IIE]. In fact, even pure dispersion of higher orders has been explored, e.g., in IIE], giving rise to considerations
of conveniently programmable dispersions in fiber lasers (131. As explained in further detail, e.g., in (11], the prototypical
physical system, on account of which such models have recently been intensely explored, involves dispersion-engineered
photonic crystal waveguides. In such optical settings, the ability to suitably manipulate dispersion in competition with
effects of self-phase modulation is the principal reason for the ability to generate, as well as experimentally observe such
solitary waves. Motivated by these developments, numerous mathematical works have explored the existence and stability
of solitary waves in such settings (14-16]. The accessibility of a wide range of dispersion profiles has revived considerations
of different co-existing types of dispersion, e.g., in the form of a quadratic and a quartic term, as e.g. in the work of {17]. The
latter setting has been previously explored, e.g., in the classic works of (18,19]. Similar competitions between the quadratic
and quartic dispersion have also been recently considered in the wave equation setting, giving rise to different bound states
and intriguing dynamical phenomena (23]

It is indeed this topic of competing Laplacian and biharmonic terms that we revisit in the present work, especially with a
view to higher-dimensional considerations and the interplay of the power (exponent) p of the nonlinearity and the dimen-
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sionality d of the linear operator. More precisely, we shall consider the following mathematical models:

iug+ A u+bAu—|ulP 'u=0, xeR? (1.1

iu,+A2u+b6§lu—|u|p_lu=0, xeR? (1.2)
Our work will be about the study of solitary waves of such models and their stability properties. In fact, we consider standing
waves in the form u = e~ ®, which results in the elliptic profile equations:

A2® + bAD + w® — |D|P ' =0, xeR? (1.3)

A’ +Dbo2 ©+w®— 0P '®=0, xeR? (L4)
We will refer to the model (L) as the isotropic case, while the model as the anisotropic case (due to its different disper-
sion along the direction x;). Next, we set up the linear stability framework for these models. Namely, taking u = e (P +p),

plugging this in (LI) (or (L2) respectively) and ignoring the higher order terms (i.e. super-linear ones of the form 0(v%), we
obtain for v = Rv,Sv),

L L. (0 -1 (% 0

Y ELI P 19
L =N +bA+w-p|®PL, (.6)
Lo =N +bA+w— DL, (L.7)

Similarly, the eigenvalue problem for the anisotropic model (L.2) is also in the form (L5), with £, given by

L, =N +Dbd: +o-plolP,
L =N +bd +0—|pP!

We now give a formal definition of spectral stability, which, in the context of the standing waves of the model of interest,
is the central focus of the present work.

Definition 1. We say that the corresponding standing wave solution e "' ® is spectrally stable, provided the eigenvalue prob-
lem ¢ £ v = pv does not have non-trivial solution (v, ) : v € H* (Rd),,u :Ru>0.

The closest in spirit work to the present one is that of IIE]. In it, however, the author considers a different model, namely
iut+yA2u+Au+|u|’”_1u=0, xeRY, (1.8)

The authors obtains a number of useful (and mostly rigorous) results for the standing waves for these models, especially in
the regimeﬂ Y <0,]yl << 1. Note however that this case, after some rescaling is equivalent to the case b < 0 in (LI), whereas
our main interest is in the case b > 0. The latter involves a competition (rather than a cooperation) of the linear contributions
and, hence, represents a case of particular interest.

In the present setting, we will examine systematically the isotropic case, but also compare it with the anisotropic one
whereby the Laplacian operator is replaced by a second partial derivative along only a single spatial direction. We will present
theoretical results in both cases for the ground states of the system and their stability as a function of the nonlinearity power
p and the coefficient of the Laplacian (or of the one-dimensional second partial derivative) b. Our principal theorems are,
accordingly, stated in the next Section. We note in passing the broad appeal of the topic of spectral stability of solitary waves
in a variety of related nonlinear dispersive-wave models, as evidenced, e.g., in the works of —Iﬁ].

We corroborate our theoretical analysis with detailed numerical computations that illustrate systematically both the
isotropic and the anisotropic case with d = 2, as a function of b and also as a function of p. Starting with the isotropic
case, we find that up to the cubic case of p = 3, the relevant ground states are generically stable, irrespectively of the value of
b. Beyond p = 3 and for 3 < p <5, a critical threshold of b exists such that below the relevant threshold, the wave is spectrally
stable, while above, it destabilizes. Further, above p = 5 and below a critical p, the waves will only be spectrally stable for
an interval of b’s, while upon crossing this critical threshold, a saddle-center bifurcation leads to the disappearance of all
stable solutions of the isotropic setting. Interestingly, the anisotropic example bears numerous similarities with the above
described isotropic case. The most notable difference that is worth highlighting is that even below p = 3, the anisotropic
case may bear instabilities for a narrow interval of b-values; more details will be shown in our numerical computations that
follow.

1 Note that the case ¥ > 0 in ([8) is not as relevant physically as it does not support (bright) localized waves. It basically corresponds to the de-focusing
case in the standard NLS framework.



II. MATHEMATICAL SETUP AND MAIN RESULTS

We start by noting that the problem of interest possesses continuous spectrum, which effectively, per Weyl’s theorem (24],
amounts to the spectrum of the homogeneous background state: o(%Z;) = o (A% +DA) = Range[¢ — [€ |* - b|E 2+ w]=w-
%2, +00). If we do not expect embedded eigenvalues in the essential spectrurrﬂ, and since by a direct inspection Z_[®] =0,
50 0 € 0p.p. (£-) (where 0, . denotes the pure point spectrum), then we can clearly conclude w = %2, which corresponds to
the range of frequencies of the standing wave that we will be considering in what follows.

Our principal theme of study will consist of the standing wave solutions of (L.1), ([2) (that is, the solutions of (L3, (C4)).
Our main interest is in the (spectral) stability of these waves. For future reference, we introduce the associated Hamiltonian

functionals,
1 b 1
1(u)={—f |Au|2——f N — |u|’““},
2 Jrd 2 Jrd p+1Jrd

— 1 2 b 2 1 p+l
s =5 [ =3 [ = [

and the associated constrained minimization problems

I(u) — min

{ Jra lu(x)?dx=A." (I.1)
J(u) — min

{ Jra lu()1?dx = . (I1.2)

The solutions of these problems, if they exist, are referred to as normalized waves for the corresponding variational problems.
For the rest of the paper, we consider the case b > 0 only. We have the following result.

Theorem 1. (The isotropic case) Let d =2 and b > 0. Then, there exists a unique p.(d) € (1+ %, 1+ %), so that

e Forl < p < p.(d), the constrained minimization problem (IL1) has a solution for every A > 0. Moreover, such solutions
satisfy the Euler-Lagrange equation

A2® + bAD + w® — |®|P 1D =0, x e RY, (I1.3)

for some w = w(A) > 0. In addition, all the functions e” MV ® are spectrally stable in the context of the isotropic NLS

CD.

e Forl+ % > p > p.(d), there exists A.(p,d,b) > 0, so that the problem (IL1) has solutions for all A > A.(p,d). These
solutions are spectrally stable.

Our numerical results suggest that 3.2 < p.(2) < 3.4, with the relevant value being in the vicinity of p.(2) = 3.3, yet the
subtle nature of the numerical considerations near the limit only affords us an approximate result in this context.
Next, we have the following result regarding the anisotropic case.

Theorem 2. (The anisotropic case) Let d =2 and b > 0. Then,

e Forl<p<l1l+ %, the constrained minimization problem (IL2) has a solution for every A > 0. Moreover, all of these
solutions are spectrally stable.

e Forl+ % >p>1+ %, there exists A, (p,d,b) > 0, so that the problem ((L1) has solutions for all A > A.(p,d). These
solutions are spectrally stable.

Remark: The statement of the Theorem [2] does not imply that all waves are spectrally stable, but rather only that the
minimizers of the constrained minimization problem ([L.2) are guaranteed to be spectrally stable. In fact, in later sections,
we numerically explore waves (i.e. functions satisfying (L4)), which are not necessarily spectrally stable. Interestingly they
happen to co-exist with stable constrained minimizers in that for a range of p, there exist multiple solutions corresponding
to different frequencies with some (2) of them being stable and one unstable. We now turn to the systematic construction of
the waves of interest.

2 However, there are fourth order differential operators with fast decaying potentials, who have embedded eigenvalues in its continuous spectrum. This is
in sharp contrast with the second order operators, who may possess eigenvalues only at the edges of the continuous spectrum.



III. CONSTRUCTION OF THE WAVES: PRELIMINARIES

We begin our considerations with an analysis of when the constrained minimization problem (L1 is well-posed. That is,
whether the quantity I[u] is bounded from below.

A. Well-posedness of the constrained minimization problems

To this end, introduce the following functions

1 b 1
m(A) = inf {—f |Au|2——f |Vu|2——f |u|P+1}
lul?, =1 (2 Jrd 2 Jrd p+1Jrd
1 b 1
n(d)= inf {—f |Au|2——f iy, |? — —— |u|P+1}
lul?, =1 (2 Jrd 2 Jrd p+1Jrd

It is not a priori clear that m(A), n(1) is finite. We have the following result detailing that.

Lemmal. Letd =1. Then, foreveryA>0and1<p<1+ %, we have that —oo < m(A) < 0.
Forp>1+%,m(/1)=—

Proof. Assumethatl <p<1+ %. By the Gagliardo-Nirenberg-Sobolev’s inequalities

1 1

- 1-4d-oh )
2 +1 2 +1

el gy < Clull gy 1)_Cdp||Au|| PNl 7

Thus, for a function u: ||u|? = A, we have
dip-1) d(p-1)
pe1 o 3(pr1-40-D) . L
) gy < A lAul, ™ =:Calldul,

d(p 1

Since < 2, we conclude by Young’s inequality that for every 6 > 0,

p+1 C/l =l 2 2
llul <|—== +68llAully, < Dy g p+8lAuly,

LP+1(R4) d(p-1)
O 8

Cc2A
Trivially, IVull? < CallAullllul < SllAul? + %, so by setting 6 = 6, p,, appropriately small, we obtain that for a function

u:lul?=
1 2
10l 2 2 IAul, = Cap - (IL.1)

whence the function m is bounded from below.
Let ¢ be a test function, ||(/>||i2 = L. We take the scaling transformation ¢, = ad/2¢(ax), SO |lpa IIi2 = A. We have

dlp+l)

4||A</>II2 b2||V<l>||2 a

p+1
2 2 p+1 1Py

Ipe] =

) d(p+1)
Clearly, if b >0 and 0 < a << 1, the dominant term is —bazw -4 pzﬂ ||(/)||f:+l1

d(p+1)

< 0, whence m(A) <0 for these values.

On the other hand, if p > 1+ d’ we have —d>4,sothatlim, . I[¢p,] = —00. O

The next lemmata are technical statements, which will however impact the restrictions one must impose on p (and other
parameters), in order to be able to construct the waves in Theorem[Il In fact, we shall need specific Gagliardo-Nirenberg-
Sobolev (GNS) type inequalities in order to resolve the existence requirements in Theorem[Iland Theorem[2



B. The Gagliardo-Nirenberg-Sobolev inequalities with mixed dispersion

We start with the isotropic case.

Proposition 1. Let b > 0. For every d = 2, there exists p.(d), so that: for all1 < p < p.(d), the following estimate

+1

2
P p-1 2 _ 2, b o
”(p"LnH(Rd) =Clol}, (fRdHNN bVl + 1 $°ldx (IIL.2)
cannot hold for a given constant C and all test functions ¢. In addition, p.(d) obeys the following

PR L (I1L.3)
a =P OsT T '

On the other hand, for 1 + % > p > p.(d), there exists a constant C = Cp,q p, S0 that

- b?
10172 gty < Cpapllplfy ( fR AP = bIVY + -l dx (I11.4)

Remark: The value of p. (1) = 5 was computed in ]. Finding the exact value of p.(d), d = 2 appears to be a hard problem
in Fourier analysis, closely related to the restriction conjecture. Even in our proof of the upper bound in (IIL.3), we use the
full strength of the Stein-Tomas restriction theorem in two spatial dimensions (see for example p. 784, (25]) which does not
appear to be enough to determine p. (d). Proposition[lallows us to prove Theorem[I} see Section[VIbelow.

Next, we present the relevant GNS results (or lack thereof) in the anisotropic case. The result is much more definite than
its counterpart Proposition[Il

Proposition 2. Letb > 0. Foreveryd =2, and foralll<p<1+ %, the following estimate

- b2
10172 gy = ClDIT (fRd [1AGI — bloy, pI* + Z¢>2]dx) (IIL5)

cannot hold for a given constant C and all test functions ¢.
On the other hand, for 1+ % >p>1+ %, there exists a constant C = Cy, g p,, so that

- b?
10172 gty < Cpall Pl ( fR 8¢ =110, ¢ + chz]dx) (I11.6)

In the remainder of this section, we present some preparatory material for the proofs of Proposition[Iland Proposition 2}
To this end, we use the formula for the Fourier transform and its inverse as follows

f(f) = (Zn)—d/zﬁd f(x)e‘ix~¢'dx, flx) = (zﬂ)—d/Zﬁd f(f)eix"’rdf

The Plancherel’s theorem states that || fl;2 = | f ;2. We will also make frequent use of the Bernstein inequality: for every
1 < p < g < oo and every finite volume set A c R?, there exists C = Cy, so that

1.1
IPafliLa < CIAIP 4] fliLp.

where P4f (&) = xa(&) f ().
We are now ready to proceed to the specifics of the isotropic case.

C. Proof of Proposition[I]

In consideration of the estimates ([IL4), one can straightforwardly rescale to the case b = 2, which we will henceforth
use in our considerations for simplicity (although when completing the proof of our theorems in section IV below, we will
present them for arbitrary b). Using Fourier transformation and Plancherel’s theorem, we can rewrite

f IAGE 219 +¢?|dx = f FOPER - D?dE.
Rd Rd



Further, one can use smooth decompositions near |¢| = 1 to study ([IL4). More concretely, introduce a function y € Cy°(R),
sothat ¢(z) =1,|z| <1and w(z) =0,|z| > 2. Then, let y(2) = ¥(z) —¥(2%), so that suppy < (%,2) and Z‘]’.‘;_oo)((zjz) =1,z#0.
Now, introduce two multipliers

Qif©@ =y 1E? - F©, Prf (&) := ™1 - 1) f (@),

and the corresponding versions Qs := 3/ Q;, Q~j = Qj—1+ Qj + Qj+1 and so on. Based on the relevant decomposition,

Id=Y Qj+ )Y Pm,
j=0

m>0
and Q;, j = 3 Fourier restricts to a region [¢| ~ 2J'2 'We henceforth adopt the notation, A ~ B, for two positive quantities that
satisfy if A< B <4A.

It is actually not hard to come up with necessary and sufficient conditions on p so that ([IL4) holds, where f is replaced

by Q-3 f.

1. Estimates away from |{] = 1

We can estimate by Sobolev embedding (or rather Bernstein inequality)

p+1 i (p—1d p+1

1Qi Nyt gay = Cc2)7 1Qj F1 ;2 gay: (I1L.7)
Computing the right-hand side of (IIL4) (with b = 2), on the other hand, yields 2%/ | Q il i; (L @y One can now show ([IL4) for
Q->3f,when 1< p <1+ 2 Indeed, by the triangle inequality, (IIL7)

- -
- (p=Dd p-1 .(p-nd | P* p-1 AP
1Q>5fll ey < C Y, 2730 |Q; fll ;2gay < CIIfII 77T (Z 1Q; f13,27 7 ) < ClIfII 77 (Z ||Q,-f||izzzf)
Jj>3 Jj>3 Jj>3

p-1

_1
<cIftF ([ uas-2wpe+ fae]

where we have used w <2and||Ef-1]~ 27 on the support of the multiplier Q;.

The situation is much more delicate for frequencies close to the sphere || = 1, that is for the multipliers P, m >> 1.

2. Estimates near |&| =1

Clearly, one has, by Bernstein inequalities, the estimates || Py, fll;p+1 < Ciull fl 12, so the issue is the control of Ps,, for a
fixed m. We claim that the central issue here is the exact bound in the estimate || P, f| pe1grd) = Cll fli;2. More precisely,
define

a(p,d) = sup{a:limsup sup Z“mIImeIILp+1(Rd) < 00}. (I11.8)

m—oco | f],2=1

Note that by the uniform boundedness principle and the definition of a(p, d), for every > a(p,d), thereisa fg: | fgll 2 =1,
so that

limsup 2P| Py f | pi1 gay = 0o (IIL.9)

nm—o0

For convenience, we drop the dependence on the dimension d in a(p, d). Note that by the Bernstein’s inequality a(p) > 0,

N S
in fact || Py, fllpp+1 < C2 mz = per) | fli;2, whence a(p,d) = (% - #). For the same reasons, it is clear that p — a(p) is an
increasing function. In addition p — a(p) is a continuous function and a(1) = 0.

A convenient characterization of a(p, d) is the following: for every € > 0, there is C,, so that
||me||LP+1(Rd) < ng(—a(l),d)+e)m ||f||L2(Rd)‘ (IIL.10)

We claim that a(p, d) determines the value of p. (d) in Proposition[I}



In fact, we claim that p.(d) is the unique solution of the equation a(p,d) = We now prove thlS claim. First, we

p+1

show that this equation has a unlque solution. To start with, the continuous function h(p) := a(p) - +57 is increasing, with

p+
h(1) = -1 <0, while h(p) = E - m > 0 for p = 5, so there will be a solution p € (1,5). In fact, below we show better bounds

on a(p,d), which imply existence of solutions in the interval of interest, namely (1,1 + %), but the existence of solutions
anywhere in (1, 00) will suffice for now.
Next, we show that for p < p.(d), (IL2) holds. This means that a(p) — == < 0. Introduce ﬁ > a(p), so that f < === > +1

According to the remarks made earlier, this allows us to find a function f3 : || fﬁ || 12 =1, so that (IIL.9) holds true. Assume then,
for a contradiction, that (ITL2) holds for some constant C. This means that for all ¢ # 0,

Il o1
il (f[|Acp|2 2|VI2 + p2dx) 7+

<C. (III.11)

|‘G
]

1
+1

In particular, taking into account the properties of P, and our earlier calculations with regards to the quantity in the de-
nominator of (IL11), we can take ¢, = Py, f5,

1P f5ll o1

_.c (I11.12)
" N Pmfpll 22 P

2m

Now, since || Py, fgll 2 < I fpll ;2 = 1, it follows that sup,, | Py fgll  p+127*1 < C. But this is a contradiction with (IIL.9), since

2m

1P fsl o 26m2" G P = P, ol 27T < C,

2
whereas on the left hand side limsup,, ||meﬁ o1 2Pm = oo, and lim,, Zm(m P _ .
Assume now p > p.(d), so a(p) > 757 So, we can find f: a(p) > f > Then, we have the estimate, (see (] ), but

applied to P2, f)

+1 p+1

1P fll o1 gty < Ce2 PP 1Py £l 12 ety - (IIL.13)

We will show that (IL4) holds. In view of the estimates away from |¢| = 1, which establish (IL4) for Q-3 f, it suffices to
consider P, f for my sufficiently large only. We take myg = 10 for concreteness. By (IIL13), we have

p-1 #1
IPsiof lgpsi < Y. IPmflippn =C Y 27 pm| I1Pmflir2 < CIfI P ( Y IImeIILZZ_Zm <

m>10 m>10 m>10

bl T
<ClfI}" (f[|Af|2—2|Vf|2 +f21dx)” 1

This establishes (IIL4) and so the estimates (or lack thereof) in Proposition[are established in full.
We now focus our attention on appropriate estimates on p. (d).

3. Estimates on the value of p«(d)

As we saw above, the value p. (d) is intimately related to the precise estimates of P, : 12 (Rd) — [Pt (Rd). Recall that there
was the trivial bound based on the Bernstein’s inequality, a(p,d) = (% - ﬁ), but we now aim for a much more sophisti-
cated one. Before we proceed, we need to introduce some quantities that will be helpful in our considerations. The surface
measure on S9! is defined via do(x) = 6(|x|? — 1) and its Fourier transform is (see Ilﬁ], Appendix B.4)

- Ja-2 (I¢])
dU({):(Zn)_d/zfd _lwdﬂ—cd— =:8(%).
st &1z

where c; is a constant and J,, are the standard Bessel functions. Furthermore, see Appendix B.5, ], for any radial function
f(x) = fo(x]), one can compute its Fourier transform as follows

f(é)=cd|é|‘%f0 fo(r)f%(rlfl)r%dr.



In this way, when we take the multipliers associated to P,,;, namely fo(r) = )((2’”(r2 —1)), we see that its kernel K, (i.e.,
P, f = f * K;;;) can be expressed in terms of an averaging operator involving the kernel S = do as follows

oS} ]d_ r|x|)
Km(x) = Cy f x@"(r* - 1)) ————
0

|x| 2

da

rzdr_(jdf X(Zm(r 1))rd lS(rlxl)dr

Let us now fix g > 2. We wish to establish an estimate for the operator norm P, : L? — L9. Note that P,, is trivially bounded,
but the issue is to determine precise bounds on the norm, as a function of m. Due to the fact that y is real-valued, P, : L4 —
L2, 50 in order to compute [Py, |l g2— 1), Wwe might instead consider Pﬁl : 19 — L9 and in addition

”Pm”B(LZ—»LfI) = \/ ”Przn"B(Lq’ﬁLq)-

Now, P2, f = Ky * f, K = Cg I 22" (r?=1))r%1S(r|x|)dr. The advantage in this formulation is that the mapping proper-
ties of the operator f — f*do = f xS are well-understood. In fact, this is the content of the celebrated Stein-Tomas theorem.
To summarize, (see (10.4.7), p. 784, m]), there is the estimate

2(d+1)

”f * S”Ltl(Rd) = C”f"Lq’ (R4)’ qa = ﬁ (11114)

With this value of g4, we then conclude that since f * K, = Cdf 20m 2 — 1) rd1S(r] - ) * f1dr, we have the estimate,
based on the Stein-Tomas bound ([IL.14),

1P, fllLa =1 f * Kinllpa < C27" I fll -

Note here that the factor 27 is gained through the integration in r, while the estimate for the term ||[S(7|-|) * f]l|Ls comes
from (IIL14). Accordingly, this gives the estimate

_ 2(d+1)
1P fllpaa < C2- ™2\ fll 12, g = T (IIL.15)
Interpolating this estimate with the trivial one || Py, fll;2 < Cl fl;2, we conclude that for every 2 < g < 2(;+11)’ there is
a1 (1 _ L)
1Pmfllra=C2 ™ 2 2 4| fl 2. (I11.16)
It follows that
d+1 1
alpd)z——|-———|. (IIL.17)
2 (2 p+1
In partlcular, itis clear that a(p,d) — -5 >0, ifp>1+ = vi +1’ which means that we have established the upper bound p. (d) <
1+ y +1 .
1Pl r

In order to establish the lower bound for p. (d), we test the ratio for r > 2, with f = K, defined above. For the

T2 d)
correct asymptotics, we need to recall (see Appendix B.6, [25]) that for every r >> 1,
cos(r— ”7’“ -7
r=c———=2 1003,
Ji(r) NG ( )
Now,
Kin(x) = Cdf @ =S (rixhdr =
0
[ cos(r|x|—24=2 _z .
=const.|x|_d71f )(Z(Zm(rz—l))rd_1 d_14 4 dr+2_mO(|x|_%).
0 r 2z

It is then easy to see that for 27" << § << 1 and |x| ~ 2™, m >> 1, in the integral above there is the approximate formula

7(d-2) 7'[) ( nd-2) =w
——|=cos||x|— -

- — |+ 0(5).
cos(rlxl 2 2 +0(5)



n(d—2)
4

This implies that for a fixed portion of the set |x| ~ 62", cos(r|x| — - %) > %, whence we have that K, obeys, on this

fixed portion of the set, the bound |K;,,(x)| > 2_’”% . Thus,

m 1_1
1P fl gy = 2~ F27m4(=7)

while by Plancherel’s theorem

190z = WKl = ([ 1@ - Dyap? ~27%.

Thus,

”me"L’(Rd)

> Cz_md(%_%)‘
"f"LZ(Rd)

It follows that one has the inequality complementary to (IIL17),

1 1

a(p,d)sd(z prl

. (I11.18)
We can now derive an estimate for p. (d). Indeed,

2 1 1
a(p,d)——sd(———
p+1 2 p+1

ifp<l+ %. Thus, we conclude that p.(d) > 1+ %. This finishes the proof of Proposition[I]
Our next goal is to analyze the relevant GNS inequalities in the non-isotropic case.

D. The anisotropic case: Proof of Proposition[2]

Again, a simple rescaling argument reduces matters to the case b = 2, as in the proof of Proposition[Il The arguments for
the anisotropic case are pretty similar, once we realize the important differences in the dispersion relations. More specifi-
cally, using Plancherel’s theorem in this case:

[ 1807 ~210,, 9 +191dx = [ BOPIE -1 +1¢11+ 26316 P,

where &' = (&5,...,&4). For future reference, introduce the dispersion related function h(¢) := (&5 — 1) + |&'|* + 2£2|¢'|2. Based
on this formula, we discuss the validity of (IIL5).
We start our analysis by considering some easy regions. One such region, is when ¢; is away from +1. Quantitatively,

IE% -1/ = ﬁ and say fp := P|¢'§—1|>%f- In this case, we clearly have h(¢) ~ 1+ 5‘11 +]¢&'|* ~< & >%. In such a scenario, it is easy
-1
to analyze || foll;p+1 gay, in particular what it takes for to hold (and ([ILY) to fail respectively).

More specifically, assuming 1 < p <1+ %, we have by Bernstein’s inequality and Plancherel’s equality

o0 00

1 kd(i- L -1 N

1foll? 2 ay < Cfollzz + 3 2527 IR foll )P < ClLfol Zz“fm o o)rds
k=0 k=0 ~

<cifiyy [ 1h@rnoassciniy [ 1ag? -2 2+ 1fPiasx

This shows that 1 < p <1+ 3 is a sufficient condition for the validity of (IIL8), in the case, where ¢; is away from +1. On the
other hand, testing (IIL6) with a function of the type f(&) = ¢(27%¢) for k>> 1, shows that 1 < p <1+ % is necessary as well.
We now turn our attention to the more interesting cases, namely |¢ % —1|~27" m >> 1. In this case,

R(E) ~272M 4 &) 4 182

The case || = ﬁ reduces to h(¢) ~< & >*, which was just analyzed. So, it remains to consider the cases |¢'| < ﬁ. So,
the dispersion relation will be exactly h($) ~ 272m 4 |¢'2, Further, by changing the Fourier variables {; — ¢; +£1 (which on
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the physical side means replacing f with f — etin f, aharmless operation in terms of all || - | . norms), we are reduced to
studying the question: for which values of p can the inequality hold

i et [ feritd, (.19)

where f is a function supp f < {¢: |&] << 1}.
We will now show that p =1+ % is a necessary and sufficient condition for (IIL19) to hold. We have already established

that 1+ % > p is necessary and sufficient for the region away from ¢; = +1, which will of course need to be intersected with
the necessary and sufficient condition for ([IL.19) to hold. X

To this end, assume that p =1+ %. Consider f =372 P_xf (recall supp f < {¢ :[§] << 1}), so by standard properties of the
Littlewood-Paley decompositions and the Bernstein’s inequality

(e ) ()
2 2 —2kd(3—57) 2
"f”Lp+1(Rd) = C Z ||P—kf"Lp+1(Rd) = C Z 2 2 pHl ”P—kf"LZ(Rd)'
k=0 k=0

Further applying Cauchy-Schwartz

p-L _2_

2 o 2 |7 —2kd(3--1) 2L 2 r
112 et gay < C ];()Hp—kf"Lz %z 2P Pk 112 e

p-1

kalol 7
<ClIfI};" (Zz ka5 ||P_kf||§2(Rd)) :
k

It follows that whenever p = 1+ %, we have
p+l p-1 = -2k 2 p-1 Aeni2) 212
1 e < CUFIE " 2 2 WP V) < OIS fR RHGIRNHS

This establishes (IIL19) under the assumption p = 1+ %. Conversely, assuming that ([IL.4) holds, we test it with a function
I f &)= )((2"({ 1— 1),2]‘6’ ),k >> 1. This yields the inequality p = 1 + %. Thus, we have finally established that the necessary
and sufficient condition for ([IL6) to hold is exactly 1+ 3 > p =1+ 3.

IV. COMPLETION OF THE PROOFS OF THEOREM []JAND THEOREM 2]

We start our presentation with the proof for the existence of the waves. Along the way, we establish a few necessary spectral
properties of the corresponding linearized operators, which will be instrumental in the spectral stability considerations.

A. Existence of the waves - isotropic case

In this section, we present the proofs for the existence (or atleast a very detailed scheme of the proof) for the isotropic case.
We start with a few words about strategy, even though our approach, in principle, is a quite natural one. It was established in
Lemmal Il that the constrained minimization problem (ILI) is well-posed, and in fact —oo < m(A) < 0. We would like to show
that there is a minimizer for this problem, which subsequently will be shown to satisfy the Euler-Lagrange equation ([L3).
To this end, consider a minimizing sequence, say ¢ € H>(R). Ultimately, we would like to show that a strongly convergent
subsequence of ¢y will converge to a solution ®. The central issue that we need to address is the non-triviality of such a
minimizing sequence. This is the subject of the next technical lemma.

Lemma 2. Letb>0,d22and1<p<1+%.Letalso
e l<p<sp*(d) andA>0
e prd<p<l+Sand> Ay,

Then, there exists a subsequence of ¢ so that for some Ly >0,L, >0,L3 >0,

f|A<pk|2dx—»L1;f |V(pk|2dx—>Lg;f |prlP L dx — Ls. Iv.1)
R4 R4 R4
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Informally, the claim is that for 1 < p < p*(d),A > 0 and for p*(d) < p <1+ %,/1 > Ap,p,a (Where Ay, p, 4 is some threshold
depending on the parameters b, p, d), one has non-trivial minimizing sequences. Note that this does not yet show the exis-
tence of a limit, for which we bring the full weight of the compensated compactness theory to bear. At the same time this
rules out some of the main obstacles toward the strong convergence of, a subsequence of a translate of ¢, to a minimizer.

Proof. By the estimate ([ILT), it is clear that { fRd IAgbklzdx} r is a bounded sequence. Since ||c/>k||2 = A is fixed, by Sobolev
embedding it follows that [ga \Vorl?dx, Jra |px|P+ ! dx are bounded as well. We can take subsequences to ensure that the
convergences in (IV5) hold true.

Now, it remains to establish the non-trivial claim, namely that all L, Ly, L3 are non-zero. Assume for a contradiction that

L3 = 0. Introduce
- 1 b
Ilu) :={—f |Au|2——f |Vu|2}.
2 Jrd 2 Jrd

Clearly, Ilu] = I{ul, whereas limj I{¢] = limy I[¢x] = infy 22y I[u] < infj,2-, ITul. It follows that ¢y is a minimizing se-
quence for the problem inf”u”z: 1 ITu] and the minima coincide. On the other hand, by Plancherel’s theorem

f|Au|2 bf Yl + uuu2 flu(f)lz(lélz )d5>o v2)

whence inf” ul2=1 IMul = - %2/1. In fact, there is equality, i.e., inf” ul2=1 IMul = - %2/1 as the inequality in (V.2) may be saturated

S

by choosing a function u, so that # is supported arbitrarily close to [{]| =

All in all, it follows that inf”u”z: A Iu] = —%2/1. Applying this to arbitrary f # 0, and then u = \/Iﬁ, so that ||u||® = A, we
have

227

p+1

flfl”“ ||f||P1{Ld|Af|2—b|Vf|2+%2|f|2}_

This last inequality is in contradiction with for 1< p < p*(d), and with for all large enough A. This completes
the proof for L3 > 0 under these assumptions.

Assuming that either L; = 0 or L, = 0 implies, by the standard Gagliardo-Nirenberg inequality, the fact that L3 = 0, which
we have just shown to be impossible. O

The rest of the proof for existence of a minimizer proceeds identically to the one presented in Section 3.2, (16]. Namely,
first one establishes that the function A — m(A) is strictly sub-additive for 1 < p <1+ %. That is, for all @ € (0, 1),

mA) < m(a) + mA - a). (Iv.3)
This is standard, and proceeds via the property that 1 — mm is a non-increasing function, which can be obtained via ele-

mentary scaling arguments and the crucial property limj fRd lpx|P*! = Ly > 0, which was established in (IV3).

Next, taking a minimizing subsequence ¢y, with the property (IV5), one applies the compensated compactness lemma
to it. More specifically, by the PL. Lions concentration compactness lemma (see Lemma 1.1, [26)), applied to py = [pr|? €
L'RY), okl 11 = A there is a subsequence (denoted again by py), so that at least one of the following is satisfied:

1. Tightness. There exists yi € R such that for any € > 0 there exists R(¢) such that for all k

f pkdxzfpkdx—e.
B(yi.R(e) R

2. Vanishing. For every R >0

lim sup prdx=0.
k—oco yeR JB(y,R)

3. Dichotomy. There exists a € (0, 1), such that for any € > 0 there exist R, Ry — 0o, Yk € R?, such that

<E, S prdx

R<|x—yr|<Rp

[ prdx—a <E,

B(yk,R)

(Iv.4)
S pkdx—(/l—a)‘<£.

Ry <lx—ygl



12

Then, one shows that the dichotomy cannot occur. The proof proceeds via an argument that shows that dichotomy leads to
a inequality of the form m(A) = m(a) + m(A — a), with « as in the dichotomy alternative. This of course contradicts the strict
sub-additivity (V3). Next, vanishing leads, via the standard Gagliardo-Nirenberg’s, to limy fRd |(/)k|”+1 =0, in a contradiction
with (V35), namely limy fga [prlP*! = L3 > 0.

Hence, one concludes tightness. But tightness means that for some sequence y; € R%, there is strong L? convergence for
{¢r(x— yp)}. Denote ®(-) := limy ¢ (- — yi). By the lower semi-continuity of the L? norm with respect to weak convergence,
we also conclude that limy | ®(-) — ¢k (- — yx)ll y2 = 0, whence @ is a constrained minimizer of (IL1), all under the assumptions
of Lemmal[2l

Now, we take on the question for the Euler-Lagrange equation (IL3). To this end, fix a test function h and consider the
scalar function

D+6h

Since g is differentiable in a neighborhood of the origin, and achieves its minimum there, we have that g’(0) = 0. Since this
is true for all test functions h, the resulting expression is that @ is a distributional solution of (IL.3). It is standard result in
elliptic theory to conclude that such a solution ® € H4(Rd). In addition, one can establish asymptotics for such functions,
but we will not do so herein.

Next, we consider the second derivative necessary condition for a minimum at zero, which states that g” (0) = 0. Assuming
that the test function i L ®, we conclude (£, h, h) = 0, which is exactly $+|{(D}J_ = 0. In fact, this is sharp, because by a
direct inspectionﬁ 2L+ [VO] = 0. Also, since (£, 0,0y =—(p-1) [ |®|P*dx < 0, we conclude that %, indeed has a negative
eigenvalue. This coupled with £, |,q,. > 0 confirms that £, has exactly one negative eigenvalue.

Finally, we show that £_ = 0. Assume not. Then, thereis ¢ L ®,||y|| =1, Z-y = —Uzw. Note however that £ > %,,
whence

0= (LY, ¥) <(Ly,y) = —07,

which is a contradiction. Looking closely, this also shows that 0 is a simple eigenvalue for Z_, because then, we take ¢ L ®:
2y =0, and this still leads to a contradiction as above. Thus, we have shown the following proposition.

Proposition3. Letb>0,d=2,1<p<1+ % and one of the two assumptions below are verified
e l<p<sp*(d) andA>0
e prd)<p<l+Zandi>Np,a.

Then, there exists ® = ®), a constrained minimizer of ([L1) and w = wy > 0. In addition, ® satisfies the Euler-Lagrange
equation (L3, and the linearized Schrodinger operators £y satisfy

1. Z_[®]=0,0€0pp (£L-) is asimple eigenvalue, and £L_| gL = 6 >0, forsomed >0
2. $+|{q)}l > 0. Moreover, n(%;) =1

This completes the existence part of Theorem/[Il

B. Existence of the waves - anisotropic case

Following identical steps as in Section[[VA] we establish the following analog of Lemma[2l

Lemma3. Letb>0,d=2and1<p<1+%. Letalso
sl<ps<l+%andA>0
cl+d<p<i+EandA>Appq4.

Then, there exists a subsequence of ¢ so that for some Ly >0,L, >0,L3 >0,

f|A<pk|2dx—»L1;f |V(pk|2dx—>Lg;f |prlP L dx — Ls. (IV.5)
R4 R4 R4

3 Note however that V® | @
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The proof of Lemma[3] proceeds in an identical manner to the proof of Lemmal2lin Section[[VA] with the suitable replace-
ment of isotropic Proposition[Ilwith its anisotropic analog Proposition[2

Once this step is completed, one establishes the strong sub-linearity of the cost function n(A), similar to the sub-linearity
of m(1). The next step, again identical to the corresponding step for the isotropic case, is to show that once we take a
minimizing sequence ¢y, the method of compensated compactness goes through for the functions pj := cpi. This establishes
the existence of the minimizer ®. Similarly, it satisfies the Euler-Lagrange equation and the spectral properties hold true. We
collect the results in the next Proposition.

Proposition4. Letb>0,d=2,1<p<1+ % and one of the two assumptions below are verified
sl<ps<l+%andA>0
cl+d<p<l+SandA>App.

Then, there exists ® = ®),w = wy > 0, a constrained minimizer of (IL2). In addition, ® satisfies the Euler-Lagrange equation
(L4 and the linearized operators £+ obey

1. £_=0. More specifically, L_|®] = 0,0 € 0 p (£-) is a simple eigenvalue, and £L_| 41 = 6 >0, for somed >0

2. Liligyr = 0. Moreover, n(£,) = 1.

C. Spectral stability of the normalized waves

In this section, we show the spectral stability of the waves constructed as constrained minimizers as (LT, (IL2) respec-
tively. Starting with the eigenvalue problem (L5), we have that instability is equivalent to the solvability of the system

L g=-Af
V.6
{ L.f=1g (Ve
for some A :RA > 0. So, applying Z_ to the second equation, we see that reduces to the solvability of
LLf=-A\f. (IV.7)

Conversely, if (V7) has a non-trivial solution A, f, then g := 171 %, f has a nontrivial solution A, f, g. So, and ([V7) are
equivalent and we concentrate on the eigenvalue problem £_ %, f = —A? f henceforth.

It follows immediately that f | ®. Thus, as £+ =6 > 0, it follows that there exists unique n € (@}, so that f = \/Z_7.
Writing the relation £_ %, f = —A%f in terms of 1) yields

VL (L LN L+ AP =0.

As/L-Li\/L-n+ A’ne (@) = Ker(£-)*, we conclude that \/Z_ %, \/%-n+ A*n=0. Thus,

VL LN L n=-2" (IV.8)

Note however that the operator /£ %,/ £~ is symmetric now, whence —A%e Opp.(WL-Ly\/ ZL-), 50 —A2% € R. We have
already shown that there could not be oscillatory instabilities. Furthermore, testing (IV.8) with n € {®}, we obtain

~A Il = (Lo L Loy = (L] ).

Since f € {®}+ and &£, lipyL =0, it follows that (%, f, f) = 0, whence —A2 = 0. This implies that all spectrum is stable, hence
the spectral stability of @ follows.

V. NUMERICAL COMPUTATIONS

In the present section, we show a number of numerical computations for d = 2 which corroborate and complement our
analytical results on the existence and stability of solitons for both the isotropic and anisotropic models with competing
Laplacian and biharmonic operators.

We start with the isotropic case. A summary of our results can be firstly found in Fig. llwhich contains a two-parameter
(p vs b) diagram. Here, the depicted curve separates the regime of spectrally stable waves (under the curve) from spectrally
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FIG. 1. Two-parameter plane of the nonlinearity exponent parameter p vs. the Laplacian prefactor b (varying between 0 and 2); recall
that the frequency w is fixed to unity, while our computations are for dimension d = 2. The figure shows the bifurcation loci separating
spectrally stable solitons (under the curve) from unstable ones (above the curve). The right panel shows a blowup of the left one close to
the edge pointof p =3 and b = 2.

and dynamically unstable ones (over the curve) for fixed frequency w = 1. It is important to recall here that any pair (b,® = 1)
for a given b and fixed @ can be converted upon rescaling to a pair (b=1,w=1/b?), i.e., results pertaining to b variation for
fixed @ are tantamount to ones with fixed b and variable w. By using the latter representation, it is possible to connect to the
well-known Vakhitov-Kolokolov criterion for the spectral stability, based on the monotonicity of the P(w) dependence ].
Increasing dependence of P(w) (or, analogously, decreasing dependence of P(b)) is necessary for spectral stability, while
a decreasing dependence (or increasing dependence of P (b)) leads to spectral (and dynamical) instability for the single-
humped states considered herein. Furthermore, it should be noted that the limit of b = 0 is tantamount to w — oo, while
b — 2 corresponds to w — 1/4 within the above scaling (the linear limit), setting the scales of variation of the respective
parameters.

Representations of the dependence of P with respect to w for different values of p can be found in Fig. [2 It can be clearly
seen that in the case of p = 3, similarly to what happens for all values with 1 < p < 3, P increases monotonically with w,
pertaining to a regime of spectral stability. Our numerical results seem to suggest the presence of a p* = 3.3 (see once again
the right end of the curves in the panels of Fig.[I). For 1 < p < p*, in line with Theorem 1, we find ground state minimizers
for all values of P = A. By P here, we denote the squared L? norm due to its being tantamount to the optical power in the
corresponding physical problem. For values of the exponent p that lie within p* < p <5, the power P features an interval
of monotonic decrease with w close to the linear limit (of dispersing waveforms). Indeed, the corresponding solutions near
the linear limit are unstable, while for sufficiently large frequencies the solutions become spectrally stable, as seen in the top
right panel which corresponds to p = 5. This finding also corroborates the results of Theorem 1, since in the latter interval,
it is not possible to reach powers P (1) below the minimum of the corresponding curve. For p > 5 and below a critical,
dimension-dependent threshold (which for our two-dimensional case is p.r = 6.565), instabilities arise both for sufficiently
small (near the linear limit) and sufficiently large (instabilities due to collapse) values of w, as it is shown in the bottom left
panel for p = 6; in this case, the only stable frequencies are the intermediate ones, corresponding to the interval of growing
P. Finally, when going above the relevant critical value of p (see bottom right panel, corresponding to p = 7), the soliton
is spectrally and dynamically unstable for all the frequencies, given the monotonically decreasing dependence of P with
respect to w. Notice that these findings for p>5=1+ % complement in a natural way the rigorous results of Theorem 1.

Figure[Blshowcases the relevant isotropic (radially symmetric) waveforms and a variety of different frequencies, starting
from the highly nonlinear limit of large w (where the width of the solution shrinks, while its amplitude grows), to progres-
sively lower frequencies, eventually approaching the linear limit of small amplitude as w — 1/4. It is important to note the
logarithmic scale of the relevant colorbar, associated to continuously decreasing amplitudes as w decreases. Noticeable also
within this scale are the nodal lines of the solution, given the oscillatory nature of the linear tail as a result of the competition
between the harmonic and biharmonic terms. Although this figure corresponds to p = 3, it is qualitatively similar to the
outcome for other values of p.

We have made a similar analysis for the anisotropic case. The two-parameter diagram of p versus b is displayed in Fig.[]
Indeed, the phenomenology is quite similar to the isotropic case, although with some notable differences that can be ob-
served not only near the right edge of the curve of Fig. d but also in the P(w) plots for different values of p in Fig.[ol For
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FIG. 2. Dependence of the squared L? norm, denoted by P, ie., P = Jre |ul? for our computations, with respect to the frequency w for
different values of the nonlinearity exponent p, in the isotropic case for dimension d = 2. These plots showcase the different stability
regimes that can be found herein (see text for more details). The insets show the same graph over an expanded interval of frequencies,
using a semi-logarithmic scale for the latter.

low enough p (as, e.g., for p = 2), the soliton is stable for every frequency, and a solution exists for all values of P = 1, in
line with Theorem 2. However, contrary to the isotropic case, this monotonic dependence of P on w does not persist up
to p = 3. Indeed, there exists an interval of b’s (or, equivalently, of frequencies) for p roughly between 2.481 and 3 in our
two-dimensional setting, whereby P(w) presents a maximum and a minimum and, as a consequence, the soliton becomes
unstable in that interval (as shown, e.g., in the plot for p = 2.8); this suggests that the linear limit is not approached in the
same way as in the isotropic case near the critical point of p = 3. Incidentally, it is especially relevant to note that the lin-
ear limit itself bears nontrivial differences as now the second partial derivative only occurs along x direction. This leads,
near the linear limit, to an oscillatory pattern solely along the x direction, while the solution becomes separable in the form
X(x) x Y (). This can be clearly observed in the relevant solution panels in Fig.

It is also relevant to note here that our numerical results do not contradict Theorem 2, although in the very vicinity of
the linear limit and for values of p between 2.5 and 3, we cannot fully confirm the relevant theory. In particular, a careful
observation of Fig.[] e.g., for p = 2.8 (top right panel) suggests a non-monotonic dependence of P on w but as the linear
limit is approached, we are unable to resolve the question of whether all values of P are accessible, as one approaches closer
and closer to w = 1/4, in line with the expectations of Theorem 2. While the Theorem prompts us to expect that to be the
case (and the numerics are also suggestive in this vein), the highly computationally expensive, anisotropic 2d computations
needed have not allowed us to fully confirm this limit, which remains an interesting, open computational question for future
studies.
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FIG. 3. Several examples of the waveform of the solitary waves with p = 3 in the isotropic case for different frequencies. We can observe
how the solution profile changes from high w to the linear limit of w — 0.25. Notice the logarithmic scale of the colormap, and the (clear
within that scale) zero-crossings of the solution. Figures for other values of p are qualitatively similar.

When p is increased from p = 3, we observe a similar phenomenology as in the isotropic case, i.e. the curve P(w) is mono-
tonically decreasing near the linear limit and becomes monotonically increasing (spectrally stable) after a local minimum
(see the plot for p = 5). This phenomenology changes again (resembling the isotropic case) for p > 5, as shown in the plot
for p = 5.2; here, an interval of stability for intermediate frequencies can be seen to arise. Finally, for sufficiently large values
of p, again similarly to the isotropic limit, the waves become generically unstable for all frequencies, as illustrated by the
monotonically decreasing dependence of P(w) in the plot for p = 6. It is interesting to point out, however, that the relevant
threshold is considerably lower in the anisotropic case where it is around p = 5.407 for d = 2, while in the isotropic one the
threshold is around p = 6.565 for d = 2.

VI. CONCLUSIONS AND FUTURE CHALLENGES

In the present work, we have examined in a systematic way the properties of higher-dimensional NLS models with mixed
dispersion with a numerical emphasis on the more computationally tractable case of d = 2. In particular, we have consid-
ered a setting in which there is a competition between a focusing quartic and a defocusing quadratic dispersion term. Our
Theorems 1 and 2 have offered a rigorous perspective on the relevant phenomenology, providing bounds on the nonlinearity
exponent (as a function of dimension) for which minimizers of the (squared) L? norm exist for all values of that quantity, as
well as ones for which such minimizers do not exist for all powers. This has been done both for the isotropic case involving
radial solutions, as well as for the anisotropic one where the second derivative term was only active along a particular direc-
tion. We have complemented these findings with detailed numerical results and corresponding multi-parameter diagrams
detailing the stability of the single-humped states of the system. In both isotropic and anisotropic cases, we found that the
exponent p of the nonlinear term is sufficiently small, the dependence of the power on the frequency is monotonic, while
above a certain threshold more complex non-monotonic dependencies arise. Our numerical results for the case of d = 2
go beyond the accessible limits to our Theorems, identifying possible stable solutions even beyond the exponent bound of
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FIG. 4. Same as Fig.[[Ibut for the anisotropic case.

p =1+8/d (where d is the dimension), as well as identifying exponents beyond which no spectrally stable solutions arise.

While we believe that these results offer numerous insights into higher-dimensional systems with competing quadratic
and quartic dispersions, there are also numerous open questions to consider. As concerns the problem examined herein,
an important one concerns the close proximity of the linear limit for the anisotropic case when p is in the vicinity of p =
3=1+4/d (for our case of d = 2). More generally, for the case considered herein, it would be interesting to also examine if
higher-excited states, including multi-soliton ones, as well as vortical ones are feasible and potentially also spectrally stable
(and under what conditions). Additionally, numerical studies of the more computationally demanding case of d = 3 would
also be worthwhile in connection to the Theorems presented herein. Last but not least, exploring similar questions with
the recently accessible experimentally, even orders of dispersion (13] would also be of particular interest. Such studies are
presently under consideration and will be reported in future publications.
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FIG. 5. Same as Fig. Rlbut for the anisotropic case and for different values of p. Again, a semi-logarithmic scale has been used for the
frequencies.
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