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A. Object Synchronization

Objects in the virtual world have a set of attributes that can
have different values. For instance, coordinates in the virtual 
world, velocity (for moving objects), etc. The state of each 
object (or cell) is defined as the values of these attributes at a 
given time. In Wonderland, the server keeps a copy of all the 
world data, with data about the cells stored in xml files. When a 
client connects to Wonderland, it obtains from the server the 
information about the visible objects (cells). These objects can 
be classified as static (with fixed attributes that do not vary in 
time, as is the case of a mountain or a building) or dynamic 
(with attributes that can vary in time, like an avatar moving 
from one region to another) [13]. Every client should have a 
consistent view of the virtual world, and therefore a mechanism 
must exist to ensure synchronization between clients. When an 
object moves in the virtual word, all clients that want to view 
the dynamic object must provide the same sequence of state 
changes. In Wonderland, if anything changes (such as the 
position of an object), this data is updated on the server and 
then sent to all the clients, which then update their own local 
views of the world. For instance, if a client moves its avatar, 
the client notifies the server and sends the new state of the cell 
to the server. The server then sends the new state of this object 
to all other clients, which then update their copies of the cell 
[7]. A typical sequence is as follows: a client sends a 
MOVE_REQ message to the server when the position of an 
object changes. Then the server sends a MOVED message to 
every other client, one per client. An ACK message is then sent 
back to the server by every client. The server does not send any 
other MOVED message until the corresponding ACK has been 
received. This sequence has been confirmed by several 
experiments.  

Although these MOVE_REQ object synchronization 
messages are sent every time the object moves, in principle 
they are limited to five updates per second by the 
MoveableComponent [14]. However, as we will see shortly, 
this limitation does not always work. 

Object synchronization messages are sent by default 
through port TCP 1139, and their length varies between 280-
400 bytes, depending on the needed information about the 
object position, orientation, identification within the virtual 
world, etc. There are also other protocol messages (ack, 
presencemanager, audiomanager, etc.) that contribute very little 
to the TCP traffic. Although all this information can be get 
from the Wonderland documentation, it is not easy to model 
the actual workload in a real setting as it depends on what kind 
of movements or how often the avatar moves. There may also 
be some differences depending on the configuration of the 
client platform. That is why we performed several experiments 
to try to confirm the actual network workload using different 
Operating Systems and different number of clients. One 
important conclusion that can be drawn from our experiments 
is that when GNU/Linux is used on the client side, 
synchronization messages are not limited to five updates per 
second. For instance, Figure 4 shows a trace of Wonderland 
TCP traffic with only one client running on a Linux system. 
We asked the only user to continuously move her avatar in 
order to generate as many synchronization messages as 
possible. Both the client and the server run on the same 
machine, so that what we see is the traffic due only to 
Wonderland operation. At this stage, we were not interested in 
any other issue but to model the actual network workload. It 
can be seen that the vast majority of TCP traffic is due to object 
synchronization messages (movement requests and/or 
confirmation), while other messages (presencemanager, 
audiomanager, ack, etc.) contribute very little, as expected. The 
peak traffic is about 10 times higher than would be expected if 
the limit of 5 updates per second were observed. This fact was 
confirmed in the Wonderland forum, and seems to be due to an 
issue related with key repeat in Linux [14]. If the same 
configuration is measured on a Windows-based client, the 5 
updates per second limit works, providing an upper-bound on 
the mean object synchronization traffic. Figure 5 compares the 
TCP traffic generated by one Wonderland client in these two 
cases: one GNU/Linux based client and one Windows-based 
client. The results are shown in bytes per second. 

Figure 4. Outgoing and incoming TCP traffic (bytes/s) for one Wonderland 
client (GNU/Linux). Blue: Total Traffic; Green: Object Synchronization; 

Other Colours: Protocol Traffic. 

Figure 5. Outgoing TCP traffic by one Wonderland client with different 
operating systems (bytes/s) 

It can be seen that the difference in generated traffic is 
dramatic. Of course, these data are obtained for a user 
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generating as many object synchronization messages as 
possible, moving her avatar as much as possible. But it is 
apparent how important it is to guarantee the limit of 5 updates 
per second in a real Wonderland deployment, as it will avoid 
saturation when a high number of users simultaneously move 
in the virtual world. Note that allowing users to interact with 
other users is more important in this kind of systems than to 
quickly respond to their movements. In other words, in a virtual 
world system performance is perceived not only as system 
latency, but also as system throughput (defined as the 
maximum number of users that the system can simultaneously 

support) [15]. 

B. Voice

In Wonderland, the standard conversation allows users to
speak and hear each other depending on the distance between 
them. But in addition, users can also initiate a voice chat 
session with other users. This conversation can be private but 
can also be made public. The voice functionality can be 
extended depending on the application. For instance, in [16] a 
system for virtual meetings is described, where voice 
communications between users are supported even if a user is 
not present in the virtual world (using a Virtual Phone for real-
time communication). In our system, we currently use the 
standard Wonderland voice functionality offered by 
jVoiceBridge, which uses the standard SIP (Session Initiation 
Protocol) and RTP (Real-time Transport Protocol) protocols to 
transmit voice data from the Wonderland server to the various 
clients. jVoiceBridge uses a single UDP port for all control 
data, and an additional two UDP ports per call connected. The 
UDP control port is used by SIP, and by default is UDP port 
5060 [17]. 

In Wonderland, a conference has members which can talk 
to each other. Calls are the individual parts of a conference, 
and data from all calls in the conference are added into a 
“common mix”. Data samples from every member are added 
together to create the output from the server to the clients. Each 
client’s audio must be subtracted out of the common mix when 
the data is sent to that client, so that the user does not hear 
him/herself when he/she talks [18]. Therefore, the traffic from 
the server to the clients has to be sent as different streams. As a 
result, the voice traffic increases linearly as the number of 
members in a conference increase.  

jVoiceBridge handles audio at 3 different fidelities: 

• 8k ulaw, 8 bits per sample, 8000 samples per second. This
means 64kbits/s.

• 16k pcm, 16 bits per sample, 16000 samples per second.
This means 256kbits/s.

• 44.1k pcm, 16 bits per sample, 44100 samples per second.
This means 705600kbits/s.

The voice system sends packets every 20ms, or 50 times
per second. In addition, the client may send/receive a mono or 
stereo stream to/from the voice bridge. For example:  

• send 256 kbit/s = 32 kbyte/s = 50 x 640 bytes/packet

• receive stereo 256 kbit/s = 64 kbyte/s= 50 x 1280
bytes/packet

Finally, packet headers should be included which add up to
about 40 bytes per packet. Our experimental observations 
confirm these assumptions: the traffic due to one client sending 
messages to the server would be approximately constant and 
equal to 64kbytes per second, assuming stereo streams. The 
following experiment illustrates the voice traffic in 
Wonderland. Figure 6 shows the traffic generated by three 
clients: the first one receives a voice traffic, the second one 
transmits a voice traffic and the third one begins receiving a 
voice stream when its avatar come closer to the other clients’ 
avatars. Figure 7 shows the traffic in the server. Note that all 
these events imply a proportional increase in voice traffic, with 
the server assuming the sum of all this traffic as it has to mix-
up and resend all the voice streams to every client. 

Figure 6. Voice traffic generated by several clients (Kbytes/s), in both 
directions. 
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Figure 7. Voice traffic at the server (Kbytes/s). 

III. SIMULATION MODEL

In order to evaluate the performance of the Wonderland 
communications architecture, a simulation model of 
Wonderland communications has been developed which is 
based on ns-3 [19], a discrete-even simulator conceived as ns-
2's successor. Ns-3 and ns-2 share common background and 
concepts, but ns-3 is a new project that tries to solve or mitigate 
many of ns-2's well-known drawbacks as well as to apply new 
concepts, such as validation and software engineering 
techniques. For example, it has dropped ns-2's dual language 
design, and it emphasizes both code and model structuring as 
well as encouraging software engineering practices to improve 
code and documentation maintenance. A new architectural 
approach characterized by modularity, source code reuse and 
software pattern application is used [20]. 

Other interesting characteristics of ns-3 are: 

• Internal project policies that encourage code correction,
cleanliness and exhaustive documentation, which make
understanding, extending and working with ns-3 a much
easier task, in spite of being such a big and complex
project.

• Open source licenses such as GPL make ns-3 very
convenient for developers and users who have a
considerable freedom to use and adapt it to their needs,
being able to run it in different context such as research or
industrial environments. The open source focus is
especially valuable from researches' point of view due to
source code availability, which allows them to freely study
and modify it.

• The own project organization as world-wide distributed
effort opens a great opportunity for new developers to join
and contribute with their own code, patches and bug fixes.
This is an important added value for the ns-3 tool itself:
users can have a powerful simulation framework plus a
wide range of third-party tools and extensions that will
fulfill their needs.

An ns-3 simulation divides a network model into several
main entities: communication channels, network devices, 
protocol stacks, nodes and applications [21]:  

• Channel models abstract different physical communication
channel types and their characteristics: point to point links,
CSMA buses, wireless channels, underwater

environments, etc. These models are complemented with 
auxiliary models that describe different physical channel 
behavior: path loss, propagation, noise, etc. 

• Network device models simulate the functionality of the
network hardware that makes physical channel access
possible. The network devices provide the rest of the
entities in the simulation with access to the communication
channel. Ns-3 includes classes for CSMA network devices,
WIFI and WIMAX among other communication
technologies.

• Protocol stack models abstract the functionality of real
protocol stacks, implementing their APIs. These protocols
give communication services to the applications and use
the network devices to send and receive data through a
communication channel. IPv4 and IPv6 are examples of
protocol stacks modeled and included in ns-3 simulator by
default.

• A node model is the equivalent to a computer or device
connected to a network. In ns-3 the mission of the Node
entity is to be the container of both hardware models
(network devices) and software models (applications,
protocol stacks). They are connected to each other by a
communication channel and they need network devices to
be able to access that channel. Their applications and
protocols use these network devices to obtain
communication services.

• Application modes are abstractions of the real software
applications deployed on the network. These entities act as
packet generators or consumers. They use the rest of
entities to send or receive data through the simulated
network.

Regarding the simulation of our Wonderland prototype, the
model is articulated by the simulation file alice.cc, written in 
C++ and located in the special ns-3 folder "scratch". This file 
makes use of several modules, auxiliary classes and services 
provided by ns-3. Besides some default classes, there are 
several new custom classes developed as part of this work to 
model both audio and object synchronization traffic between 
Wonderland clients and servers. 

In this preliminary study, the network is assumed to be 
based on Ethernet technology, so CSMA channel and network 
devices are used. The first simulation prototype defines a 
common CSMA bus which interconnects two nodes, a 
Wonderland client and server respectively. We begin with this 
basic set-up as we are interested in modeling the traffic and in 
comparing the simulation with the real traces described in the 
previous section. 

Each node has a CSMA device and a IPv4 protocol stack. 
The ns-3 helpers automate the IP address assignment process 
given a certain IP range. 

The client node acts as container of both audio and object 
synchronization applications which share its resources and 
CSMA network device. The server node contains the 
corresponding audio and server applications. 

Server
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The simulation results are stored as traffic dump using the 
ns-3 tracing system which can generate several output file 
formats. The simulation generates its traces in PCAP format, 
which can be read by Wireshark among other common traffic 
analysis tools. This way simulation and experimental traces can 
be easily compared. 

A. Audio client application

This class derives from ns3::Application which describes
the basic common methods and attributes of an ns-3 
application, a simulation entity devised for generating and 
consuming network traffic. 

The "udp-echo-client" application has been used as 
template due to their similar basic functionality. The original 
udp-echo-client only sends a specific amount of packets, while 
the WonderAudioClient can stop when it reaches a certain 
number of sent packets, or it can send information until it 
reaches the stop time defined in the simulation. Any of the 
above modes can be chosen depending on our needs. 

Like udp-echo-client, WonderAudioclient uses UDP 
sockets to periodically send packets to its associated Audio 
Server. The programmer defines the audio packet size 
attending to Wonderland specifications. Both 8bits and 16K x 
16bits modes audio streams produce packets which don't 
require fragmentation and fit into a single CSMA packet with a 
MTU of 1500 bytes. For the 3rd and higher quality, 41k x 
16bits, a basic mechanism has been implemented to avoid ns-3 
lack of packet fragmentation. The total audio payload is split 
between several consecutive packets. There is no sequence 
control mechanism in the server as long as the main purpose of 
the simulation is to generate network traffic similar to the real 
modelled system. 

The proposed audio client model uses the UDP port 5060 
for all the audio transmissions, unlike the real Wonderland 
clients which use this port for audio protocol purposes and as 
many pairs of UDP ports as needed from the 10000 to 10200 
range. The audio client automatically sends UDP packets every 
fixed time period, set by default to 20 ns as described in 
Wonderland technical documentation [18]. 

The other audio client function is receiving audio traffic 
generated by other Wonderland clients and forwarded by the 
audio server. No extra protocol packets or ACKs have been 
used in this model. 

B. Audio client application

Analogously to the audio client, the WonderAudioServer
derives from the ns3::Application class and uses udp-echo-
server as template to build up its own functionality. 

The WonderAudioServer receives all the UDP traffic from 
the 5060 port. It also manages an IP address list of all the nodes 
that have sent UDP packets to the server. When a new UPD 
packet is received, the server extracts the sender IP address and 
checks it against its client list. If the address is not in the list, it 
is added to it. 

The list is used later to know the destination of the 
forwarded audio packets. The server sends a copy of each 

forwarded message to each node, instead of using multicast 
mechanism. 

C. Object synchronization client.

WonderMovClient class, the Wonderland object 
synchronization client, shares many similarities with the audio 
client and their source code share a common base. The main 
difference is that object synchronization uses TCP protocol to 
send packets. The configuration of the TCP sockets and IPv4 
protocol were extrapolated from the ns-3 packet-sink 
application instead of udp-echo-client. 

All the TCP traffic flows through the 1139 TCP port which 
is a simplification of the real Wonderland behavior. The object 
synchronization client also generates TCP traffic periodically, 
but in this case both the packet size and the sending interval 
depend on probability distributions. The packet size is 
calculated from a Uniform distribution which generates values 
between 280 and 400, the packet sizes that we experimentally 
measured for Wonderland. As for the time between object 
synchronization messages, they are sent every time the object 
moves, and it is very difficult to model the actual movements 
made by the user through the keyboard, joystick or the like. 
Therefore, we model this traffic in our simulator using for the 
time between synchronization messages an exponential 
distribution. This simple solution is in principle a good way to 
model the time between this kind of random and un-correlated 
events caused by a number of independent factors. The mean 
time between messages a is used as a parameter that allows us 
to mimic the actual mean time between synchronization 
messages. A limit of five updates per second is used, with the 
exponential distribution modeling the randomness of the user 
movements. Ns-3 provides the classes ns3::Uniformvariable 
and ns3::ExponentialVariabe classes respectively to model the 
behavior of these probability distributions. 

The object synchronization client sends object position 
updates to the server, and it receives as well object 
synchronization updates from the server, which are originated 
by other clients. The client sends a 66 bytes ACK packet to the 
server for each received update. 

D. Object synchronization server.

The WonderMovServer class is a redefinition of the
WonderAudioServer, adapting it to the object synchronization 
traffic which includes the use of TCP protocol and ACK 
packets to confirm the reception of updates. 

Like its audio counterpart, the server listens the incoming 
TCP connections from the port 1139, and also maintains an IP 
address list of all the simulated Wonderland clients which have 
sent at least one packet. The server also forwards a copy of 
each update packets to the rest of clients to keep their virtual 
world instances synchronized, and waits for the corresponding 
ACKs of the clients. 

IV. SIMULATION RESULTS

In this section, we present some preliminary results that 
show that our simulator is able to mimic the behavior of a real 
Wonderland setting, therefore becoming a useful tool to study 
different configurations. First, we focus on the results for 
object synchronization messages as this traffic is the more 



difficult to model. From the previous sections we know that 
Wonderland clients limit object synchronization updates to 5 
per second. This reduces the amount of traffic avoiding 
saturation when a high number of users simultaneously move 
in the virtual world. GNU/Linux Wonderland clients cannot 
meet this constraint and as a result the generated traffic shoots 
up. Of course this fact can be considered a bug so the main 
focus should be on the “regular” case with up to 5 updates per 
second. 

The traffic has been modeled using an exponential 
distribution with a=0.4 and it has been truncated to avoid 
values lower than 0.2 (that would break the restriction of 
maximum 5 updates per second). A mean value of 0.4s 
performs well when comparing the simulated results with the 
real ones, as shown in Figure 8. Note that the results are similar 
to the experimental results shown in Figure 4, at least the peak 
values which are the most interesting ones.  

Figure 8. Simulated Object Synchronization traffic (bytes/s) for one 
Wonderland client (with the 5 updates/s limit). 

Finally, the simulator also allows us to study several 
interesting configurations. For instance, it allows us to study 
how the traffic scales as the number of clients increases. 
Figures 10 and 11 show the total UDP (audio) and TCP (object 
synchronization) traffic at the server for the case of 10 and 20 
clients, respectively. In the left side of these figures the number 
of clients gradually increases, showing how the traffic 
increases accordingly. The results for the audio traffic show a 
linear increase with the number of clients N, as expected. 
Clearly, in situations with scarce bandwidth resources clients 
may switch the audio off to reduce this traffic source. On the 
other hand, the object synchronization traffic increases with N2.
This is also an expected result. When the position of an object 
changes, for every MOVE_REQ message sent by the client to 
the server, the server sends a MOVED message to every other 
clients. Ignoring other messages like ACK, if P is the mean 
packet length in bytes (P 400bytes), then given the restriction
of 5 updates per second the mean traffic would be 
approximately (in bytes per second): N2*5*P, where N 
corresponds to the number of clients and P the size in bytes of 
the packet. . Therefore, as the number of clients increases the 
object synchronization traffic may reach values similar to those 
of the audio traffic. It can be imagined what would happen 
when the number of GNU/Linux clients increase which do not 
limit the number or object synchronization messages. 

Figure 9. Simulated total UDP (audio) and TCP (object synchronization) 
traffic for the case of 10 clients (bytes/s). 

Figure 10. Simulated total UDP (audio) and TCP (object synchronization) 
traffic for the case of 20 clients (bytes/s). 

V. CONCLUSIONS

In this paper, we try to model two of the main network 
traffic sources in a Wonderland-based networked virtual world. 
First, object synchronization which allows all users to have a 
coherent view of the virtual world (including moving objects 
like avatars), and second voice traffic intended to support 
communications among users. Some experimental measures 
were made in order to correctly model this traffic. Some 
interesting conclusions were drawn from this experimental 
study, which were not described in the Wonderland 
documentation. Particularly, the fact that GNU/Linux clients do 
not meet the limit of five updates per second imposed to object 
synchronization traffic from the clients.  

The obtained traffic model is used as input of an ns-3 based 
simulation model which can be used to study different 
Wonderland configurations. Some preliminary simulation 
results are presented. Future work will make extensive use of 
this simulator with different communications links to study 
issues like scalability, latency, bandwidth, etc. 
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