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A B S T R A C T

Logistics processes are attracting growing attention because of the globalisation of the market. Its growing
complexity and the need for reducing costs have provoked the seek of new solutions based on the processing of
the complex events that the business processes produce. Event-Driven Business Process Management (EDBPM)
is a discipline that studies the integration of business processes and complex events. The analysis of the maturity
level of the approaches and gaps to point out future lines of research could help not only logistics organisations,
but also academia. Logistics organisation could benefit from producing more environmentally friendly and
optimal solutions in transport, and academia could benefit from revealing open problems. Thus, this study
aims to identify current approaches, frameworks, and tools that integrate business processes and complex
events in the logistics domain. To do so, we follow a systematic approach to do a mapping study that captures
and synthesises the approaches, frameworks, and tools that integrate these two fields. As a result, 10,978
articles were gathered and 169 of them were selected for extraction. We have classified the selected studies
according to several criteria, including the business process life cycle in which they are being applied, the
business process modelling language, and the event process modelling language, among others. Our synthesis
reveals the open challenges and the most relevant frameworks and tools. However, there is no mature enough
framework or tool ready to be used in companies, and a promising research must provide solutions that cover
all phases in the process life cycle.
1. Introduction

Product exchange and globalisation of the market have caused an in-
crease in logistics processes as a key part of supply chain management.
However, the rise in shipping rates and the cost of cargo containers,
the increase in fuel cost, the lack of wooden pallets, the clogging of
containers in port yards, or the low availability of storage make the
logistics problem a global concern that Forbes has classified as much
bigger than the pandemic (Broadman, 2021). To solve these problems,
Information and Technology (I&T) is playing an important role in sup-
ply chain organisations, as stated in the Gartner report (Klappich et al.,
2020). This report claims that ‘‘by 2023, 50% of global product-centric
companies will invest in real-time transportation visibility platforms’’.

In this globalisation context, logistics processes might be very com-
plex since they can choreograph various entities, including resources
and time restrictions. Furthermore, the collaboration of various enti-
ties, which may be geographically distributed, generates an enormous
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number of events that are complexly related. As a consequence, the
extraction of knowledge from logistics processes implies the analysis of
the processes that choreograph the organisations that collaborate, and
the analysis of single events to derive other events defined at a higher
level of abstraction, known as complex events.

Traditionally, Business Process Management (BPM) and Complex
Event Processing (CEP) are the two disciplines that face the problems
related to business processes and complex events separately. However,
recently, Event-Driven Business Process Management (EDBPM) (Am-
mon, 2009a) has emerged as a new discipline to integrate both, in
such a way that the events generated through the BPM systems can be
paralelly analysed by a CEP taking the advantages of both disciplines.
On the one hand, Business Process Management (BPM) (Weske, 2012)
is the most valuable corporate asset, and according to the Business
Process Management Market Research Report (Future, 2021), the ‘‘BPM
market is expected to grow to approximately USD $16 billion by
vailable online 14 October 2022
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2023’’. BPM represents an integration of technologies and methodolo-
gies that facilitates the modelling and deployment of process models
by coordinating a set of activities choreographed to achieve the objec-
tives of an organisation (Pérez-Álvarez et al., 2018). Complex Event
Processing (CEP) (Luckham, 2012) refers to a set of concepts and
principles for processing events and the methods for implementing
those concepts. The advantages of integrating both BPM and CEP
are widely known (Eyers et al., 2016), and have been considered in
logistics (Ammon et al., 2008; Schiefer et al., 2007; Emmersberger
et al., 2009), due to the complexity and heterogeneity of the systems
and the types of events that are handled in this context. However, there
is no comprehensive overview of the state of research on Event-Driven
Business Process Management in the logistics context.

The aim of this paper is to analyse the state-of-the-art of EDBPM
in the logistics context to understand how business processes and
complex events are being integrated into logistics processes. To do
so, we conducted a systematic mapping study that aims at giving
an overview of the research area through classification and counting
contributions in relation to the categories of that classification (Khan
et al., 2019). The results of this mapping study are not only valuable
for organisations because they can be aware of the most mature ap-
proaches, frameworks, and tools, but also for researchers because they
reveal the gaps that can drive future research lines. Therefore, if an
organisation with logistics management wants to leverage the level
of digitalisation of its processes, our study can provide information
on how many approaches, techniques, and tools exist to support the
deployment of business processes through complex event processing in
the logistics context.

The rest of the paper is structured as follows: Section 2 introduces
the background needed to understand the analysis; Section 3 presents
the related work; Section 4 details the method we used in our system-
atic mapping study; Section 5 presents the data extracted following the
method previously mentioned; in Section 6, the research questions are
discussed; in Section 7 the threads to validity are analysed; and finally,
Section 8 draws conclusions.

2. Background

This section defines the concepts needed to fully understand this
study according to the main areas of research that frame this work:
logistics, business processes and complex events.

2.1. Logistics

The importance of supply chain management has increased dras-
tically during the last decades, especially with the necessity of coor-
dinating various entities. While supply chain is related to the more
general actions related to coordinate and manage items and persons in
an organisation, the term logistics is used to refer to the set of activities
that describe the flow of items in a company or its interchanging
between various of them. In this context, a logistics system (Ghiani
t al., 2013) describes the activities that determine the flow of the
aterials and information among the facilities of the organisations that

an be in different places. It includes the infrastructure, equipment,
eans and resources (including humans) necessary for performing the

ctivities. The capacity of modelling (Bassil et al., 2004) and reasoning
ver these systems (Chow et al., 2005) can improve performance in
eal scenarios. For this reason, the advantages that business process
2

anagement can offer make them prone to logistics systems.
2.2. Business processes

Business process management is a mechanism for modelling, ob-
serving and improving the activities developed in an organisation to
achieve their goals according to a set of constraints that govern their
behaviour (Gómez-López et al., 2015). Process modelling is the first
step to understand how the activities performed by organisations, both
manually and supported by information systems, are related. According
to Weske (2012), a business process1 is composed of a set of activities
belonged from one or over one organisation. These activities are per-
formed in a coordinated way to achieve a business goal. Thus, business
process management (Dumas et al., 2013) gathers the techniques and
methods to support the life cycle of business processes. Furthermore,
according to Augusto et al. (2019), the business process life cycle
is composed of different phases: identification, discovery, analysis,
redesign, implementation, and monitoring and controlling.

For modelling business processes in the phases of the life cycle
different languages can be used, both imperative and declarative. Thus,
a business process modelling language is a language oriented to-
wards the description of a set of rules to govern how the elements
involved in a process can be combined (Dumas et al., 2013). One of the
most widely used business process modelling language is BPMN (OMG,
2013), although others can be used, such as Petri-nets (van Hee et al.,
2013), YAWL (Ter Hofstede et al., 2009), Declare (Pesic and Van der
Aalst, 2006), BPEL (OASIS, 2007), GSM (Guard Stage Milestone) (Hull
et al., 2010) and UML Activity Diagram (Force, 2001).

2.3. Complex events

The complexity of logistics processes is derived from the multiple
entities that can be involved, the distribution of the processes, and the
different levels of abstraction of the generated events. This complexity
makes necessary the analysis of the single events produced to infer
more complex actions. These complex actions are represented by more
than one event, known as complex events.

In computer science, an event can be defined as ‘‘anything that
happens, or is contemplated as happening’’ (Chandy et al., 2011).
However, the definition of event varies depending on the context (BPM
or CEP). From a business point of view, an event is an action or
occurrence that affect the business, and that happens in a timestamp
that may be handled and stored by a software system. Events can
include attributes, such as time at which they happened, resources
or location (Luckham, 2012). Furthermore, in the context of business
processes, event logs used to be represented by using the XES standard
(eXtensible Event Stream).2 Event logs are formed of a set of traces that
contains a sequence of events.

The term complex event processing (CEP) (Luckham, 2005) gath-
ers a set of technologies to discover relationships between single events
to infer the existence of relevant information, such as timing, causal-
ity, membership, or existence of patterns of behaviour or correla-
tion (Schiefer and McGregor, 2004). To describe the type of events and
the attributes they hold, we need an event model, and for processing
them an event processing language is necessary. Thus, an event model
is the mechanism for describing the events produced by the involved
systems (Cugola et al., 2015), that includes a set of attributes 𝐴𝑡 and a
set of domains 𝐷 for each attribute, {A𝑡1; 𝐷1, …, A𝑡𝑛; 𝐷𝑛}. Whereas, an
event processing language (EPL) is a high-level declarative language
that permits defining functions to manage events within a data stream.

1 There is a wide range of definitions of business process in literature (Dav-
nport, 1993; Hammer and Champy, 1993; Johansson et al., 1993). We have
hosen the definition proposed by Weske because it is the most recent and one
f the most relevant taking into account the number of citations.

2 https://www.xes-standard.org/.

https://www.xes-standard.org/
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The declarative capacity of the EPL facilitates the description of com-
plex event conditions, event correlations, and the inclusion of possibly
spanning time windows (Luckham, 2008).

The discipline that integrates business processes and complex events
is named event-driven business process management. Event-Driven
Business Process Management (EDBPM) (Ammon, 2009b; Goetz,
2010) combines both Business Process Management (BPM) and Com-
plex Event Processing (CEP) techniques to support the actions per-
formed in a business process that originates complex events. In this
context, the BPM engine generates events during the execution of the
daily processes, that are analysed by the CEP in a parallel way, with
the objective to detect the relevant information. These events can also
influence the execution or the process and give as result other events.

3. Related work

We consider as related work the secondary studies focused on the
combination of complex events and business processes in the logistics
context. Secondary studies are those studies that summarise and classify
the published literature, in contrast to primary studies that present a
primary work and are the focus of the analysis performed in secondary
studies. Secondary studies in software engineering can be classified into
surveys, systematic literature reviews, and systematic mapping studies.

A survey is a kind of secondary study that is not conducted sys-
tematically nor with a systematic protocol (Khan et al., 2019). On the
contrary, systematic literature reviews and systematic mapping studies
follow a systematic approach by following a systematic protocol. One
of the fundamental differences between systematic literature reviews
and systematic mapping studies is their goals (Kitchenham et al., 2010,
2015). While the goal of systematic literature reviews is to address
very specific questions, systematic mapping studies aim at giving an
overview of a research area through classification and counting contri-
butions in relation to the categories of that classification (Khan et al.,
2019).

None of the analysed secondary studies has been conducted as a
mapping study and only a few analyse the integration of business
processes and complex events in the area of logistics. To analyse these
secondary studies, we have classified them into systematic literature re-
views, surveys, and other secondary studies. The following subsections
analyse in detail these groups of studies.

3.1. Systematic literature reviews

The research questions of systematic literature reviews are more
focused compared to the questions proposed in mapping studies. We
have found various systematic literature reviews focused on some
aspects of the relationship between complex events and business pro-
cesses (Krumeich et al., 2014; Amjad et al., 2018; Augusto, 2020).
These studies explore how events drive the management of business
processes (Krumeich et al., 2014), how business requirements can be
modelled and validated with event-driven processes (Amjad et al.,
2018), and the accuracy and efficiency of process mining in the context
of event-driven processes (Augusto, 2020). However, these studies do
not give an overview of how, within the life cycle of processes, events
can be applied or affected, and of course, how their study can be
applied to the field of logistics.

Falco (Jaekel, 2019) conducts a systematic review of the existing
literature in the area of cloud logistics. He selects 83 studies and
classifies them according to the meaning of the term ‘‘cloud logistics’’.
However, the logistics encompasses much more than what is covered
by the term cloud logistics, so this study is insufficient for answering
the research questions we proposed.
3

3.2. Surveys

Surveys are another type of secondary study. In general, surveys are
less rigorous than mappings and systematic literature reviews. We have
found a set of surveys related to CEP, BPM, and logistics (Davidsson
et al., 2005; Li, 2005; Fulop et al., 2010; Akila et al., 2016; Li et al.,
2017; Dayarathna and Perera, 2018). As in some of the aforementioned
studies, the surveys have not been conducted systematically, and as
a result, neither the research questions nor the identified studies are
explicit, so they are difficult to replicate.

Davidsson et al. (2005) presents a consistent view of the research
efforts made in freight transportation and some work of traffic and
transport of people, but the more generic aspects of logistics, such
as the organisational part, external factors (traffic, weather, . . . ), or
even the part of supply chain management are not included. Further-
more, they do not consider the role of CEP and BPs in logistics. In Li
(2005), Li surveys the recent progress of event-driven applications and
investigates their potential implications at the system and middleware
levels. On the one hand, this study focuses on the military and in-
telligence community and the logistics is not included. On the other
hand, activities are not contextualised within a business process. Fulop
et al. (2010) examine the complex event processing and the related
field of predictive analytic. The survey includes the terminology, re-
search achievements, existing solutions, and open issues related to
both areas. In Akila et al. (2016), Akila et al. analyse the techniques,
challenges, and future directions of complex event processing over
uncertain events. Lastly, Dayarathna and Perera (2018) summarise
the latest cutting-edge work in 2018 done on event processing system
architectures, event processing use cases, and event processing open
research topics. In these three surveys, the focus is on events without
considering business processes or logistics. Finally, Li et al. (2017)
presents a variety of data-driven techniques and applications with a
focus on computing system management.

3.3. Other secondaries studies

This group of studies includes secondary studies that cannot be
formally classified as mapping studies, systematic literature reviews,
or surveys. There are several points that differentiate the studies in
this group from ours. Firstly, neither of the studies deals with the
combination of CEP and BPM in the logistic context. Alias et al. (2016)
focus on the combination of events with logistics, while Soffer et al.
(2019) focus on the combination of events with processes. Secondly, the
number of studies they analyse is considerably smaller than the number
of studies we have considered in our mapping study. In addition, the
rigour of such mappings precludes the exact replication of the studies.

The mapping study by Alias et al. (2016) aims at determining the
updated status in 2016 of complex event processing and predictive
analytics in the transportation and logistics sector. One of the major
problems with this study is that it does not follow a formal method
for conducting the mapping. Among other things, they do not specify
exactly what terms have been used to perform the searches, making
the replication of the study difficult. They identified 58 studies that
are categorised into the areas of transport, logistics, and supply chain
management. However, they do not mention any relation with the
business process technology.

Soffer et al. (2019) focus on the challenges and opportunities for the
combination of CEP and process mining. Although they illustrate and
motivate the study through a logistics example, the focus of the study is
not the logistics sector. Furthermore, in relation to replicability, they do
not present the number of articles analysed, nor the sources used, nor
what criteria they use to select the articles. Finally, as their research
is focused on process mining, they do not cover the studies that are

framed on the rest of phases of the business process life cycle.
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Table 1
Research questions.
Id Research question

RQ1 What are the demographics of the published studies?
RQ1.1 Which contributions were made over the years?
RQ1.2 Which are the most influential researchers in the area and were are they from?
RQ1.3 Which are the most influential studies?
RQ1.4 Which are the top venues?

RQ2 What are the current trends in the area?
RQ2.1 What is the type of contribution made by the study?
RQ2.2 Which are the application areas of the studies?
RQ2.3 What type and which business process modelling languages are utilised?
RQ2.4 What type and which event processing languages are utilised?
RQ2.5 How is logistics covered in the studies?
RQ2.6 Which are the event producers?

RQ3 What are the potential gaps in the area?
RQ3.1 Is event-driven business process treated in every phase of the process life cycle in a logistics context?
RQ3.2 What are the challenges taken off in the field?
4. Method

The main purpose of our study is to analyse the state-of-the-art
of integrating business processes and complex events in the logistics
context. Our goal is to identify the current approaches, frameworks,
and tools, their maturity level, and the areas not explored in depth to
point out future lines of research. Thus, the principal objectives of this
mapping study are as follows:

OBJ1: To synthesise the studies in the logistics domain with ap-
proaches related to event-driven business processes to provide
insight into this area.

OBJ2: To investigate the trends in event-driven business processes in
the logistics domain.

OBJ3: To reveal the gaps and foresee future directions of research.

To conduct the mapping study, we have followed the guidelines
proposed by Kitchenham and Charters (2007), Kitchenham et al. (2015)
and Kuhrmann et al. (2017) for performing systematic literature re-
views in software engineering. And the guidelines for the use of snow-
balling by Wohlin (2014).

The review process consists of three main stages: planning, con-
ducting, and documenting the review. Fig. 1 depicts these stages and
the principal activities involved in each phase. The protocol is de-
fined during the planning stage (phase 1), which includes assigning
responsibilities and activities to the reviewers. The result of this stage
is the protocol. The activities defined in the protocol are executed in
the conducting stage (phase 2). These activities include identification,
selection, assessment of the quality of primary studies, data extraction,
and synthesis of the extracted data. Since phase 2 is the stage that
comprises more activities, we have detailed it in Fig. 2 by means of
a process specified with the BPMN notation (OMG, 2013). Fig. 2
describes the activities performed in Phase 2, in which the different
search engines are searched. Duplicated studies are removed from the
set of studies to be analysed. The rest of the studies are submitted for
first screening and, if they are related to the objectives of the study,
for a later careful read. After this analysis, the researchers discuss the
selection to arrive at a consensus on possible doubts. The selected
studies are used to perform a backward and a forward snowballing, that
is, the studies that are included in the references and the studies that
cite a selected study are included in the set of studies to be analysed.
After that, each selected study is used to extract the required data, and
its quality is assessed. Eventually, the extracted data is synthesised to
facilitate later knowledge extraction. Finally, in phase 3, a report is
produced to distribute the results.
4

Fig. 1. Main stages for conducting the SMS according to Kitchenham and Charters
(2007).

4.1. Research questions

The specification of the research questions is an essential part of
the conduction of a systematic mapping study because they drive the
entire review process (Kitchenham et al., 2015). As we have developed
a mapping study, some research questions are broad and are concerned
with classifying the literature. The questions are aligned with the three
objectives mentioned previously. We have defined three broad funda-
mental questions (R1-R3) that are based on the categories of research
questions identified by Khan et al. in Khan et al. (2019): demographics,
current trends, and research gaps. Additionally, each question has been
broken down into some secondary questions.

Table 1 lists the research questions addressed in this study. Question
RQ1 belongs to the demographics category and aims to characterise
the studies published in the area. This question has been broken down
into sub-questions RQ1.1-RQ1.4. These subquestions will help us iden-
tify the number and frequency of publications, the most influential
researchers and their countries, the most influential studies, and the
top venues. Question RQ2 belongs to the category of current trends
and aims to identify the nature of the existing work in the area. We
have broken this question down into sub-questions RQ2.1-RQ2.6 that
help us to identify the type of contributions, the application areas,
the business process modelling and event processing languages, the
logistics coverage, and the event producers. Finally, RQ3 belongs to
the research gaps category and aims at the identification of gaps in the
area. This question has been broken down into sub-questions RQ3.1-
RQ3.2. The rationale behind these sub-questions is the identification
of the process life cycle phases in which the approaches are framed,
and the identification of the challenges in the area.

4.2. Search process

To collect the studies, we used a broad automated search followed
by an automated backward snowballing and a later forward snow-
balling. Table 2 lists the digital libraries and search engines used as data
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Fig. 2. Phase 2: Process definition for conducting the review.
Fig. 3. Proportion of studies recovered in relation to the data source.

Table 2
Digital libraries and search engines employed as data sources.
Search engine URL

ACM DL http://dl.acm.org
Springer http://www.springer.com
IEEE Xplore http://ieeexplore.ieee.org
ScienceDirect http://www.sciencedirect.com
Google Academic http://scholar.google.es
Scopus http://www.scopus.com

sources during the automated search process. Furthermore, to arrive at
proper search strings, we have followed a ‘‘Trial-and-error Search’’, as
recommended in Kuhrmann et al. (2017). The terms resulting from this
approach are the following:

• ‘‘complex event’’ AND ‘‘business process’’ AND ‘‘logistics’’
• ‘‘event-driven business process’’ AND ‘‘logistics’’
• ‘‘complex event’’ AND ‘‘workflow’’ AND ‘‘logistics’’

As our goal is to have an overview of how event-driven business
processes are used in the logistics domain, we have selected the fol-
lowing keywords: complex event and business process. Furthermore,
since the term workflow is used as a synonym of business process in
this context (von Ammon, 2018), we have also included workflow as
a search string.

The queries to collect the studies from the digital databases and
search engines were executed in December 2020, and later, in March
2022, a second round has been carried out to update the searches. It
deserves to be mentioned that the searches in ACM DL, Springer, IEEE
Xplore, Science Direct and Scopus have been performed through the
Web interface, while searches in Google Academic have been performed
5

using Publish or Perish.3 This tool returns a maximum of 1000 results
for this search engine.

As search engines have different query syntaxes, the previous search
strings must be rewritten for every search engine. Table 3 lists the query
strings used in each search engine. Note that a Search ID identifies
every search. This ID is automatically generated by the Start tool,4
which is the tool that we have used as a support and helps us trace
the origin of the recovered study.

Regarding snowballing, we have performed an automatic extraction
of the references of the selected studies (the so-called backward snow-
balling) following a two-step approach: first, we have queried Crossref5

with a Python-based script to extract references6; second, if the study
is not indexed in Crossref, we have used GROBID (2008–2021) to
extract the references directly from pdf files. The forward snowballing
has been performed by querying Opencitations7 with a Python-based
script,8 and has been complemented by manually querying Scopus.

As a result of the search process 10,978 studies have been found.
Fig. 3 summarises the number of studies obtained from the data
sources, as well as the number of studies obtained with the backward
and forward snowballing process. Note that more than the 61% of
the incorporated studies have been obtained thanks to the snowballing
process.

4.3. Study selection

Once the studies have been recovered from the data sources, they
are loaded into the Start tool, which helps us detect some duplicates
(see the first activity in Fig. 2). As the tool only detects duplicates
by checking the exact match of titles, some duplicates are marked
manually. After that, an initial screening is performed based on title,
abstract, and keywords.

The initial screening of the 3450 studies obtained as a result of
the automatic searches in digital databases is undertaken by all re-
searchers. The screening of the 7528 obtained with backward and
forward snowballing was also undertaken by all researchers.9 We kept
a full record of the researchers who conducted the initial screening of
the study. Table 4 lists the inclusion and exclusion criteria used in the
review. Note that some of these criteria are de facto standards, as noted
in Kuhrmann et al. (2017).

As a result of the screening, 621 studies have been selected. These
studies have been thoroughly reviewed by all researchers. Note that the
researcher who performed the screening of one study is not in charge

3 https://harzing.com/resources/publish-or-perish.
4 http://lapes.dc.ufscar.br/tools/start_tool.
5 https://www.crossref.org/.
6 https://github.com/reinaqu/bibreferences.
7 https://opencitations.net/.
8 https://github.com/reinaqu/snowballing-opencitations.
9 See Section 7 to see who did what.

http://dl.acm.org
http://www.springer.com
http://ieeexplore.ieee.org
http://www.sciencedirect.com
http://scholar.google.es
http://www.scopus.com
https://harzing.com/resources/publish-or-perish
http://lapes.dc.ufscar.br/tools/start_tool
https://www.crossref.org/
https://github.com/reinaqu/bibreferences
https://opencitations.net/
https://github.com/reinaqu/snowballing-opencitations
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Table 3
Search queries employed in the different search engines.
Source SearchIDs Search string

ACM DL SEARCH0 [Full Text: ‘‘complex event’’] AND [Full Text: ‘‘business process’’] AND [Full Text: logistics]
SEARCH6 [Full Text: ‘‘event-driven business process’’] AND [Full Text: logistics]
SEARCH7 [Full Text: ‘‘complex event’’] AND [Full Text: workflow] AND [Full Text: logistics]

Google Scholar SEARCH5 ‘‘complex event’’+‘‘business process’’+ logistics
SEARCH16 ‘‘event-driven business process’’+ logistics
SEARCH17 ‘‘complex event’’+‘‘workflow’’+ logistics

IEEE Xplore SEARCH3 (((‘‘Full Text & Metadata’’:‘‘complex event’’) AND ‘‘Full Text & Metadata’’:‘‘business process’’) AND ‘‘Full Text & Metadata’’:logistics)
SEARCH10 ((‘‘Full Text & Metadata’’:‘‘event-driven business process’’) AND ‘‘Full Text & Metadata’’:logistics))
SEARCH11 (((‘‘Full Text & Metadata’’:‘‘complex event’’) AND ‘‘Full Text & Metadata’’:workflow) AND ‘‘Full Text & Metadata’’:logistics)

Science Direct SEARCH2 ‘‘complex event’’+‘‘business process’’+ logistics
SEARCH12 ‘‘event-driven business process’’+ logistics
SEARCH13 ‘‘complex event’’+‘‘workflow’’+ logistics

Springer SEARCH1 ‘‘complex event’’+‘‘business process’’+ logistics
SEARCH8 ‘‘event-driven business process’’+ logistics
SEARCH9 ‘‘complex event’’+‘‘workflow’’+ logistics

Scopus SEARCH4 TITLE-ABS-KEY (‘‘complex event’’ AND ‘‘business process’’ AND logistics)
SEARCH14 TITLE-ABS-KEY (‘‘event-driven business process’’ AND logistics)
SEARCH15 TITLE-ABS-KEY (‘‘complex event’’ + ‘‘workflow’’ + AND logistics)
Table 4
Exclusion and inclusion criteria.
Criteria Description

Exclusion The study is not written in English.
It is a proceeding book.a
It is an index or a table of contents, not a book chapter.
It is an editorial.
It is not a paper, but the slides of a presentation.
It is a call for paper, not a paper.
It is an encyclopaedia entry, not a paper.
It is an extended abstract.
The study occurs multiple times in the result set.
The study is not accessible electronically.
It is the result of an importation error.
Title, keyword list, and abstract make explicit that the paper
is NOT related to logistics, business processes, or complex
events.

Inclusion Title, keyword list, and abstract make explicit that the paper
is related to logistics, business processes and complex events.

aThis criteria helps to avoid duplicates due to the behaviour of some search engines,
which returns two results when searching for a study: one that refers to the single
study, and another one that refers to the whole book of the proceedings in which the
paper was published.

of reading it carefully and extracting the information of that same
study. Furthermore, if one reviewer has doubts about the acceptance or
rejection of a study after a thorough review, another researcher reviews
that study, and the final decision on the acceptance of that study is
taken in a voting workshop in which all researchers are involved. That
is, we have followed an approach similar to the alternative approach
proposed in Kuhrmann et al. (2017).

Once a study is selected for extraction, a backward snowballing
of the references included in the study and a forward snowballing
of the papers that cite the study is made. As Start does not work
properly with the references obtained through snowballing, we have
set up a procedure to add the references to the tool and to maintain
the traceability of the snowballing process. On the one hand, the
references/citations obtained automatically from a study are included
in a BibTex/RIS file that is loaded in a new search session in Start. The
session has as a keyword the 𝑖𝑑 of the study that includes the references.
On the other hand, we have used a spreadsheet to annotate the 𝑖𝑑 of
the search session, the 𝑖𝑑 of the study, and the number of references
recovered.

As a result of the selection, 169 studies are collected. Subsequently,
their quality is assessed as explained in Section 4.4, and the relevant
information is extracted for our mapping study (see Section 4.5). Fig. 4
6

Table 5
Assessment of Intrinsic IQ.
Category Intrinsic IQ output

J1 ∨ C1 HIGH
J2 ∨ C2 MEDIUM
J3 ∨ C3 ∨ O1 ∨ O2 ∨ O3 LOW

shows a diagram and a Start screenshot that summarises the results
obtained during the three principal activities carried out in the review
stage: identification, selection, and extraction.

4.4. Quality assessment

The quality assessment of the studies has been carried out in par-
allel with the data extraction activity, because, as in Varela-Vaca
and Reina Quintero (2021), we have used an Information Quality
framework (Wang and Strong, 1996) to assess the studies. The quality
assessment depends on the type of publication and the quality of
the venues and the amount and completeness of the extracted data.
The framework (Wang and Strong, 1996) defines four dimensions of
Information Quality, namely: Intrinsic, Contextual, Representational,
and Accessibility. Information Quality (IQ) can be measured regarding
one or several dimensions depending on the extracted attributes. As the
format of the data and the access to information are irrelevant in our
context, we measure only Intrinsic and Contextual IQ.

Intrinsic IQ (Wang and Strong, 1996) measures the accuracy, ob-
jectivity, believability, and reputation of the data for the task at hand.
Thus, to measure this dimension, we take into consideration the type
of publication, the venue, and the ranking of the venue, and as a result,
a value is obtained based on a three-point Likert scale with HIGH,
MEDIUM, and LOW values. On this scale, HIGH is the best result,
and LOW is the worst result. To calculate the value, first, the study is
classified into one of the categories shown in Fig. 5, and then the value
is obtained according to the category (Journal, Conference/Workshop
or Others), as shown in Table 5. Afterwards, to obtain the value of the
Intrinsic IQ, we have to look after the category in Table 5, and return
the associated value. For example, if the category of the paper is J1 or
C1, then the value is HIGH.

Contextual IQ (Wang and Strong, 1996) measures the amount of
data and the completeness of the extracted data. To obtain this mea-
sure, we have defined a questionnaire composed of Yes/No questions
(see Table 6). In relation to the number of Yes and Noes, we have
defined the metric depicted in Eq. (1) that returns a value on a scale
of [0-1]. The contextual IQ is defined based on a three-point Likert
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Fig. 4. Summary of the results.
Fig. 5. Classification of a study based on the type and quality of the venue.
scale with HIGH, MEDIUM and LOW values, in which HIGH is the best
result and LOW is the worst result. We calculate the Contextual IQ
value according to the criterion defined in Table 7. As stated in Even
et al. (2010), data quality assessment cannot be defined in a general
way because it is context dependent and, as a consequence, must be
defined by domain experts. As our context differs from Varela-Vaca
and Reina Quintero (2021), we maintain the same level of granularity
as them, but we use different thresholds. Note that they present a
multivocal mapping study that includes information from the grey
literature, which requires a higher level of extracted data to classify
a study with a high level of contextual IQ. In our case, a study with
fewer than four extracted data has a low Contextual IQ, a study with
seven or more extracted data has a high Contextual IQ; otherwise, the
study has a medium Contextual IQ.

𝑚𝐶𝑜𝑚𝑝𝑙𝑒𝑡𝑒𝑛𝑒𝑠𝑠 =
|𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑎𝑛𝑠𝑤𝑒𝑟𝑒𝑑 𝑞𝑢𝑒𝑠𝑡𝑖𝑜𝑛𝑠|

|𝑇 𝑜𝑡𝑎𝑙 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑞𝑢𝑒𝑠𝑡𝑖𝑜𝑛𝑠|
(1)

Finally, the quality of a study is determined based on the level of
quality obtained in the two dimensions, that is, intrinsic and contextual.
We consider the study acceptable when the HIGH or MEDIUM quality
level is obtained in both dimensions. The study is rejected when both
quality dimensions have a LOW value.

4.5. Data extraction and synthesis

The data extraction process has two stages: first, the data are
extracted; and second, the extracted data are reviewed. All researchers
are involved in the data extraction process. The researcher who selects
a study for extraction is responsible for extracting the data from that
study. If the researcher in charge of the extraction has doubts about
the extraction of certain labels, we discussed them at a later meeting in
7

Table 6
Yes/No questions included in the quality questionnaire.
ID Yes/No question

QA01 Could the type of contribution be extracted?
QA02 Could the application area be extracted?
QA03 Could the logistic coverage be extracted?
QA04a Could the type of business process modelling language be extracted?
QA04b Could the business process modelling language be extracted?
QA05a Could the type of event processing language be extracted?
QA05b Could the event processing language be extracted?
QA06 Could the event producer be extracted?
QA06 Could the process life cycle phase be extracted?
QA07 Could the challenge be extracted?

Table 7
Assessment of Contextual IQ.
Metric Values Contextual IQ

𝑚𝐶𝑜𝑚𝑝𝑙𝑒𝑡𝑒𝑛𝑒𝑠𝑠 >0.66 HIGH
𝑚𝐶𝑜𝑚𝑝𝑙𝑒𝑡𝑒𝑛𝑒𝑠𝑠 (0.33,0.66] MEDIUM
𝑚𝐶𝑜𝑚𝑝𝑙𝑒𝑡𝑒𝑛𝑒𝑠𝑠 0.33≤ LOW

which all researchers were involved. Data revision is made in parallel
with data synthesis, because of inconsistencies, and errors are better
detected at this point.

Data extraction is performed using three different tools: a Publica-
tion Form, a form that provides the Start tool with common informa-
tion about publications, such as title, authors, and so on; an Extraction
Form, a customised form created in the Start tool with data about the
specific domain of the literature review; and an Excel Datasheet, to
store information that has been obtained automatically, such as the
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Table 8
Type of data extraction form and alignment of extraction fields with research
questions.
Tool Extracted data RQ

Publication Publication title RQ1.1, RQ1.2, RQ1.3
form Publication authors RQ1.1, RQ1.2, RQ1.3

Publication venue RQ1.4
Publication year RQ1.1

Excel Citations of the publication RQ1.3
datasheet Author’s countries RQ1.2

Extraction Type of contribution RQ2.1
form Application area RQ2.2

Type of business process modelling language RQ2.3
Business process modelling language RQ2.3
Type of event processing language RQ2.4
Event processing language RQ2.4
Logistic coverage RQ2.5
Event producer RQ2.6
Process lyfecycle phase RQ3.1
Challenge RQ3.2

citations of a publication or the author’s country. Table 8 lists the
extracted data, the tool in which the data is stored, and the research
questions that can be answered using the extracted data.

Regarding the synthesis, we employ an approach based on both
qualitative and quantitative methods to analyse the data. We use a qual-
itative approach when we are interested in questions about ‘‘what’’ and
‘‘how’’. To complement this qualitative analysis, we used descriptive
statistics to discuss frequency and distribution.

4.6. Replication package

To strengthen the replicability of our review, we have published a
bundle with all the artefacts and the final results of our study in url.10

This bundle includes a Jupyter notebook with all generated graphics
and some additional information, such as the raw numbers behind
the graphics or the concrete studies under the different classifications
made in the paper; three GitHub repositories, one with the Python
code behind the graphics generation, and two with the Python-based
scripts we have used to query Crossref11 and Opencitations12; and the
datasets used in the study (Ramos-Gutiérrez et al., 2021). Furthermore,
the selected studies can be accessed online by following the information
reported in a separate Selected Studies section in the Appendix included
as supplementary material.

5. Data extraction results

The review process has been conducted from December 2020 to
March 2022. During this process, we developed the protocol, identified
and selected primary studies, performed data extraction and synthesis,
and reported the results. All researchers participated in the entire
process, as explained in Section 4.

5.1. Primary studies

Our set of primary studies is composed of 169 studies. For space
reasons, the selected studies are listed in the Appendix as a table which
is ordered by year and type of venue. The table shows the reference,
the title, and the venue. Fig. 6 shows the percentage of studies by type
of publication. As can be observed, almost half of the studies (46.2%)
have been published in conferences; more than a quarter of the studies
(26%) have been published in journals, and only 18.3% of the studies
have been published in workshops. This demonstrates that the field is
quite mature.

10 http://www.idea.us.es/when-bp-meet-ce-in-logistics-a-sms/.
11 https://www.crossref.org/.
12 https://opencitations.net/.
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Fig. 6. Percentage of publications per type.

Fig. 7. Studies quality assessment.

5.2. Study quality assessment

The quality of each study has been determined by calculating the
Intrinsic and Contextual IQ measurements (see Section 4.4). Fig. 7
shows a summary of the quality measurements. The figure depicts two
dimensions, Contextual IQ and Intrinsic IQ, in a bubble chart. Each
dimension can have the values LOW, MEDIUM, and HIGH. A bubble
represents the number of studies that have the values depicted on the X
and Y axes, respectively. Therefore, there are 41 studies that have HIGH
Intrinsic and Contextual IQ; 43 studies that have a Medium Intrinsic IQ
and a High Contextual IQ; and 67 studies that have a Low Intrinsic IQ
and a High Contextual IQ. In summary, 151 out of 169 studies have a
HIGH Contextual IQ, which means that in more than 89% of the studies
the data can be extracted. Finally, it also deserves to be noticed that
there is no study with Low Intrinsic and Contextual IQ, so no study has
been rejected for quality reasons.

6. Discussion of research questions

In this section, we discuss the research questions by synthesising the
results obtained from the collected studies.

RQ1. What are the demographics of the published studies?

This research question helps identify the number and frequency of
publications, the top researchers in the area, the top countries, the

http://www.idea.us.es/when-bp-meet-ce-in-logistics-a-sms/
https://www.crossref.org/
https://opencitations.net/
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Fig. 8. Number of publications per year.
Fig. 9. (a) Proportion of type of contribution, and (b) Number of studies per contribution type and year.
most influential studies, and the top venues. For space reasons, this
section is mainly focused on the discussion of RQ1.1. However, details
on questions RQ1.2-RQ1.4 (authors, leading countries, most influential
studies, and leading venues) are provided in the Appendix.

The goal of RQ1.1 is to provide information on the number and
frequency of publications over time. The rationale behind this question
is to analyse trends, such as the maturity of the field. Fig. 8 shows the
number of relevant studies extracted in our review per year. As can
be observed, the year with the highest number of publications is 2014,
with a total of 23. Since 2014, the number of publications has been
decreasing until 2018. This implies that event-driven business processes
in logistics were an emerging research topic in 2007–2014. Afterwards,
the number of publications has decreased until 2018, when it began to
increase. Since then, it has started to decrease again in the years of
pandemics (2020 and 2021).

RQ2. What are the current trends in the area?

This research question helps identify the nature of existing work in
the area. The following subsections discuss the questions RQ2.1-RQ2.4,
because they are the ones that allow us to obtain more interesting
conclusions. The reader interested in RQ2.5 and RQ2.6 can consult the
Appendix.

RQ2.1. What is the type of contribution made by the study?
This question aims to identify the nature of the work in the area.

As in Petersen et al. (2008), the categories were determined by care-
fully reading the studies. It should be noted that there are studies
that produce more than one type of contribution. For example, the
9

study (Linden et al., 2013) proposes an architecture and a frame-
work. Fig. 9(a) shows the proportion of types of contributions, and
Fig. 9(b) shows the distribution of contributions per type and year.
Architecture is the most frequent type of contribution (59 out of 169
studies contribute with an architecture), although the number of studies
that contribute with a framework (58 out of 169) is also important.
Unfortunately, most of the proposals that contribute with frameworks,
tools and architectures do not offer a definitive version of their solution.
In fact, many of them propose solutions that are still under development
or are purely conceptual (24.5%), proofs of concept (10.7%) and proto-
types (19.8%) (see the Appendix). Furthermore, most of the approaches
that provide more details on the implementation of their solutions do
not make their software publicly available (19.1%) and only 9.9% of
the studies propose the integration of well-known commercial tools
(see Fig. 10). Finally, all these proposals have one thing in common:
they focus on the design or development of prototypes and software
tools for academia; none of them constitutes a solution close to being
a commercial solution applicable in industry.

RQ2.2. Which are the application areas of the approaches?
The aim of this research question is to identify the areas within the

logistics sector in which the approaches are applied. The application
areas have been obtained from Alias et al. (2016). They include mar-
itime transport, air transport, multimodal transport, general transport,
manufacturing, foodstuffs, transshipment, chemical and pharmaceuti-
cals, retail, and others. After carefully reading the studies, we have
classified the use cases, running examples, or descriptions they present
according to the areas of application previously mentioned. Note that
a study can be associated with more than one area of application. As
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Fig. 10. Proportion of studies that contribute with frameworks, tools and architectures by feature.
Fig. 11. Number of studies that cover the different domains.
shown in Fig. 11, the top areas of application are general transport and
maritime transport with 71 and 69 studies, respectively. The third area
is other, a hodgepodge of minority domains, such as military, art, and
industry 4.0.

RQ2.3. What type and which business process modelling languages are
utilised?

The rationale behind this question is to classify and identify the
business process modelling languages utilised in the different studies.
Each language has been classified according to its imperative or declar-
ative nature. According to Fahland et al. (2009), imperative process
modelling languages focus on the continuous changes of the process’
objects, whereas declarative process modelling languages focus on the
logic of the actions and objects of a process. Note that sometimes
we have extracted the modelling language nature, even though the
paper does not mention the concrete modelling language. For example,
the study (Mousheimish et al., 2016) does not mention any concrete
modelling language; however, we are able to infer the declarative
nature of the language. Fig. 12 shows the proportion of business
process modelling languages according to their nature. The 89.2% of
the business process modelling languages have an imperative nature,
and only the 10.2% of them have a declarative nature.

Regarding modelling languages, we have found 31 different ones.
Fig. 13 shows a bar graph with the number of studies per modelling
language. For clarity purposes, the graph only includes the business
10
Fig. 12. Studies per business process modelling language type.

process modelling languages that have been mentioned in more than
one study.13 BPMN (Business Process Modelling Notation) (OMG, 2013)
is by far the winner of the ranking (with 78 studies). BPEL (Business
Process Execution Language) (OASIS, 2007) occupies the second place
in the ranking (with 14 studies), while Petri Nets (van Hee et al., 2013)
occupies the third place (with 11 studies). Finally, note that a study
could mention more than one modelling language.

13 For the reader interested in the ranking of all the languages, see the
Appendix.
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Fig. 13. Modelling languages: PNs = Petri Nets; SAN = Situation-Action-Network; FSM = Finite State Machine.
Fig. 14. Studies by event processing language style. Comp. Op. = Based on composition
operators; Prod. Rul. = Production rules; Dat. Str. QL = Data stream query language;
TSM/PNs = Timed stated machines/Petri nets.

RQ2.4. What type and which event processing languages are utilised?
The rationale behind this question is to classify and identify the

event processing languages utilised in the different studies. Each lan-
guage has been classified according to the five language styles for CEP
enumerated in Eckert et al. (2011): languages based on composition
operators, data stream query languages, production rules, timed state
machines, logic languages, and hybrid approaches.

Languages based on composition operators define complex events
using composition operators, such as conjunction of events or a se-
quence of events. Data stream query languages are usually based on
SQL, where events are represented as tuples that flow in data streams,
and queries are evaluated on these data streams. Production rules
are not really query languages, but they provide a flexible way of
implementing event queries. They relate event occurrences to facts, and
event queries are expressed as conditions on these facts. Timed-state
machines are a formalism in which a system that reacts to events is
represented as a graph. Nodes are the states of the system, and edges
represent events with associated temporal conditions that change the
system state. The state machine implicitly defines the complex events.
Logic languages define event queries through logic formulas. Finally,
hybrid approaches introduce pattern matching into data stream query
languages. Fig. 14 shows a pie chart of the distribution of studies per
language style. More than 45% of the studies employ hybrid languages.
This could be related to the fact that, by far, the most widely used event
11
processing language is Esper (EsperTech Inc., 2006), which is a hybrid
language.

Regarding event processing languages, we have found 33 different
languages. Fig. 15 shows a bar graph with the number of studies
per language. The graph only includes the event processing languages
that have been mentioned in more than one study.14 EsperTech Inc.
(2006) is by far the most widely used EPL, with 31 studies. ECA
Rules (Berndtsson and Mellin, 2009) are used in 10 studies. Finally,
the third place in the ranking is occupied by SPARQL (W3C, 2013) and
event calculus (Shanahan, 1999), with 7 studies each.

RQ3. What are the potential gaps in the area?

This research question helps identify potential gaps in the area. The
following subsections discuss the secondary questions in which we have
broken it down.

RQ3.1. Is event-driven business process treated in every phase of the process
life cycle in a logistics context?

The rationale behind this question is to classify approaches along
the life cycle of the process, which, as stated in Leitner and Rinderle-
Ma (2014), ‘‘has proven to be a viable method to gain a holistic view’’.
As introduced in Section 2, there are different phases in a process life
cycle (Dumas et al., 2013): process identification, process discovery,
process analysis, process redesign, process implementation, and process
monitoring. Fig. 16(a) shows the distribution of studies per phase in
the life cycle and Fig. 16(b) shows the distribution of studies per phase
and year. One study can cover more than one phase. For example, the
study (Mousheimish et al., 2016) covers the phases of analysis and
monitoring.

Monitoring and analysis are the phases covered more by the studies.
In fact, 43.1% and 33.1% of the studies cover these phases. The
redesign phase is treated in 17.7% (30 out of 169) studies. The im-
plementation and discovery phases are covered by 20 and 16 studies,
respectively, and, finally, the least covered phase is the identification,
with only 8,2% of the studies. Finally, regarding the holistic view, it
deserves to be mentioned that only one study (Conforti et al., 2013)
covers all the phases.

Regarding the distribution per year of the studies, it can be seen that
there are some phases such as monitoring and design that maintain a
constant flow of publications over the years. However, there are others,
such as identification and implementation, with important publication
gaps. It is also interesting to note that the number of publications
has decreased drastically in the last two years, in which only the

14 For the reader interested in the ranking of all the languages, see the
Appendix.
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Fig. 15. Event Processing Languages: EPL = Esper Event Processing Language; BEMN = Business Event Modelling Notation; EPN = Event Processing Network; ETALIS LE = ETALIS
Language for Events; Biz AL = Business Aware Language.
Fig. 16. (a) Number of studies per phase along the process life cycle, and (b) Number of studies per phase in the life cycle and year.
implementation, monitoring, and redesign phases have been covered
by the studies. This situation could be due to the COVID pandemic or
to a lack of interest in the field.

RQ3.2. What are the challenges taken off in the area?
The rationale behind this question is to identify which of the chal-

lenges in the area have been faced. To classify the challenges, we
have taken as basis the challenges identified in the Dagstuhl Seminar
16341 on ‘‘Integrating Process-Oriented and Event-Based Systems’’ (Ey-
ers et al., 2016), whose goal was to outline the research challenges in
this field. The group of challenges reported in the seminar is listed
in Table 9. The table contains an id and a brief description of the
topic of the challenges in the group. Fig. 17(a) shows the percentage
of studies that address the group of challenges, while Fig. 17(b) shows
the distribution over the years of the number of studies per challenge.
Note that a study can face more than one challenge.

The most beaten-off challenges are by far those of the CH08-
Integrated Platforms for BMP & CEP group with 33.7% (57
out of 169) of the studies. The second place in the ranking (with
39 studies) is the CH03-Automatic Event-based Monitoring
of Processes group. The third place is occupied by the CH01-
Event Models for BPM group, with 27 studies. In the lowest part
of the ranking are the challenges of the groups CH11-Event Data
Quality, CH06-Abstraction Levels: placed. Processes
versus Event, CH10-Optimisation Opportunities, CH02-
Compliance, Audit, Privacy and Security, with 3, 5, 7 and
7 studies, respectively.

The lowest part of the ranking could point out areas that need fur-
ther research. Thus, if we check if the three main challenges identified
in Eyers et al. (2016) for CH11 have been addressed, we can conclude
that: no proposal has yet addressed enrichment of process models with
the specification of the quality of events yet; only one proposal focusses
on making better decisions based on the quality-aware process, and
12
very few approaches focus on defining sources of uncertainty, assessing
the quality of events, and translating them into a process-oriented
specification.

Regarding the four challenges identified in CH06, none of the anal-
ysed proposals addresses the problem of handling unexpected events,
and only one of them mentions how to manage integration problems.
Furthermore, the analysis of the abstraction levels of processes and
events is very limited, and in almost all studies, the relationship of
events with process models is established through event logs that
represent the input of process discovery algorithms.

In relation to the eight challenges identified in CH10, it should
be noted that most of the studies focused on the use of CEP to de-
tect/predict/improve processes at run-time. Only two studies focus
on resource allocation for event-driven architectures. But there are
three challenges that are not addressed in the identified studies: how
information extracted from processes can help optimise complex event
processing; distributed query of event streams to improve the perfor-
mance of BPM; and having a language to handle BPM and CEP that is
expressive enough to deal with users (from the point of view of business
processes) and, at the same time, efficient for evaluation (from the point
of view of CEP).

Finally, of the five challenges identified in CH02, only the one
related to information access control and the automation of compliance
validation has been addressed. Therefore, challenges such as the pro-
cessing of audit logs, the use of process models to express policies in
event-based systems, and the application of SLAs to CEP engines remain
open.

In addition to this, Fig. 18 represents the proportion of proposals
that address a given challenge within each phase of the process lifecy-
cle. This helps us to know what type of challenges have been addressed
in each of the phases. Thus, it can be seen that CH06 is not addressed
in the monitoring phase, leaving open the area of process model and
event abstraction analysis within monitoring. In the analysis phase, all
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Table 9
Challenges categories.
Id Challenge category description

CH01 Event Models for BPM: This group of challenges is related to how events can be used to process instance adaptation, how the change of event states
can influence process instances and how processes can help to give context to events.

CH02 Compliance, Audit, Privacy and Security: The challenges in this group are related to the exploitation of CEP to processing audit logs, and BPM tools
to express policies in event-based systems and take benefit of the richer access control of BPM.

CH03 Automatic Event-Based Monitoring of Processes: This group of challenges are related to the automatic discovery of event patterns to business process
monitoring, to monitoring events to guide process adaptation and to use process information to guide the monitoring adaptation.

CH04 Patterns and Models for Communication: This group of challenges are related to how the effects of the communication model impose by event-based
middlewares are explicitly reflected in process models.

CH05 Choreographies and Inter-Process Correlation: This group of challenges is related to the extension of choreography languages to deal with advanced
event-based concepts, and to enable the analysis of the information flow between processes.

CH06 Abstraction Levels. Processes versus Events: As process models usually follow a top-down approach, whereas event processing follow a bottom-up
approach, the challenges in this group are related to find the adequate level of abstraction for a concrete modelling goal and to deal with conflicts in
large-scale systems integration.

CH07 Context in Events and Processes: The challenges in this group are related to the representation of context, both in processes and in event patterns, to
the scoping of context and to the relation of processes and context at runtime.

CH08 Integrated Platforms for BPM & CEP: The challenges in this group are related to the integration of BPM and CEP platforms, which also involve the
development of a unified model for events and processes.

CH09 Distributed Processes & The Role of Events: The challenges in this group are related to event loss, to misdetection of complex events, to analysis of
stream events in real time, to deal with privacy in the context of event and processes handled in a centralised or distributed sources.

CH10 Optimisation opportunities: The challenges in this group are related to the exploitation of BPM to improve event processing, and the other way
around, the exploitation of CEP methods to improve processes.

CH11 Event Data Quality: The challenges in this group are related to making explicit uncertainties, to make business models aware of data quality and to
how this quality-aware model influences decision making.

CH12 From Event Streams to Process Models and Back: The challenges in this group are related to automate the generation of CEP rules from business
process monitoring, to use CEP constructs for process mining, to enrich the expressiveness of process models with CEP constructs and to execute business
processes via CEP rules.
Fig. 17. (a) Percentage of challenges by number of studies, and (b) Number of studies per challenge and year.
the challenges are covered, while in the implementation phase, CH10
and CH11 are not addressed.

At the redesign phase, CH02, CH06, CH09 and CH11 are not ad-
dressed, which indicates that issues such as compliance, levels of
abstraction, distributed processes and event quality needs further re-
search. Finally, there are still many challenges open in the identifi-
cation and discovery phases (CH04, CH06, CH07, CH09, CH10 and
CH11).

7. Threats to validity

To ascertain the validity of the results obtained in our mapping
study, we have used as a checklist the list of threats to validity proposed
by Wohlin et al. (2012). As standardised in software engineering,
we will introduce threats to validity by grouping them into the four
categories proposed by Cook and Campbell (1979): construct, internal,
external, and conclusion validity.

The threats in construct validity are concerned with generalising
the results of the experiment to the concept or theory behind it (Wohlin
et al., 2012). There are two kinds of threat in this category: design
threats that are related to the design of the experiment and social
threats that are concerned with the behaviour of the subjects and the
experimenters.
13
Some design threats that could affect the validity of this study
are related to the suitability of the research questions, the inclusion
and exclusion criteria defined to select the primary studies, and the
classification scheme used for data extraction. To mitigate the threat
related to the research questions, we follow the guidelines proposed
in Kitchenham et al. (2015), Kuhrmann et al. (2017) and Petersen
et al. (2015) to design our research questions, and we use some of the
research questions that are most frequently addressed by systematic
mapping studies (Khan et al., 2019). The inclusion and exclusion
criteria threat is also mitigated by using the standard inclusion and
exclusion criteria proposed in Kuhrmann et al. (2017). In relation to the
categorisation scheme, we faced this threat by using taxonomies and
categorisations published in relevant references to classify the selected
primary studies. Finally, it also deserves to be noticed that we have
carefully documented the whole process using the Start tool.

Regarding social threats, this mapping study could suffer from the
experimenter expectancy; the experimenters can bias the results of the
study based on their expectancies from the experiment. To mitigate this
threat, each study is analysed by at least two researchers. For example,
if a researcher is responsible for the selection of a study in the selection
stage, a different researcher is responsible for the data extraction of
that study. If unclear questions arise about a concrete study, a third
researcher breaks the deadlock. In addition, some results of selection
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Fig. 18. Relationship between challenges and process lifecycle phases.
and extraction were discussed by the four researchers in weekly meet-
ings. Furthermore, the different tasks have been assigned as follows:
The four authors have classified the studies. The first screening and
careful reading have not been performed for the same researcher in the
same paper. Regarding the rest of the activities involved in the study
selection, Author 2 was in charge of collecting studies from data sources
(search engines and snowballing).

Internal validity checks the reliability of the results of a study in
terms of how well the study is conducted. To face this kind of threat,
we have followed a systematic approach (Kitchenham and Charters,
2007; Petersen et al., 2008). On the one hand, we performed a formal
automatic search in six different online digital databases and search
engines that are the most commonly used in other systematic mapping
studies (Khan et al., 2019). On the other hand, an automatic backward
and forward snowballing process has been included to incorporate the
references included in selected studies. Finally, in relation to the bias
that could be introduced by applying the inclusion/exclusion criteria,
it has been partially faced due to the fact that different researchers test
the decision of the researcher who has been responsible for the study
at a previous stage.

The threats in external validity are concerned with the condition
that limits the possible generalisation of the results and the interest
of other people outside the review. To mitigate the threats in this
category, we have prepared a bundle with all datasets produced during
our analysis and we have publicly available the scripts that we used
to synthesise the extracted data (see Section 4.6). Hence, researchers
who wish to replicate or extend our material have all the material at
their disposal. However, a threat that remains in this study is related
to access to the whole set of selected studies. Although our institution
maintains subscriptions to every digital library we have queried in this
study, there may be researchers who have no access to those libraries.

Finally, conclusion validity is related to drawing the correct con-
clusions and to being reproducible for other researchers. In this map-
ping study, all graphs, charts, and tables are generated from datasets.
On the one hand, datasets are publicly available, and, on the other
hand, the Python scripts used to generate them are also available in a
GitHub repository15 and as a Jupyter notebook. Hence, our results are
completely traceable. Data from primary studies have not only been
extracted carefully (as explained in Section 4.5), but have also been
reviewed by at least two different researchers. Another point that could

15 https://github.com/reinaqu/reportingslroo.
14
threaten validity is the scheme used to score the quality of the studies.
To mitigate this threat, a framework commonly used in the field of data
quality has been used.

8. Conclusions

Logistics processes are receiving substantial mainstream attention
because of the recent logistics crisis. These processes involve the chore-
ography of various entities and produce an enormous number of com-
plex events. The analysis of the state-of-the-art of event-driven business
management approaches in logistics can help not only organisations
with logistics management that want to leverage the level of digitalisa-
tion of their processes, but also researchers to foresee new opportunities
of research by revealing open problems. However, there are no sec-
ondary studies focused on the analysis of approaches that integrate
business processes and complex events in the logistics domain. To
bridge this gap, this paper reports the results of a systematic mapping
study that analyses and classifies the selected studies according to dif-
ferent criteria, such as the type of contribution they provide, their area
of application, the logistics coverage, the business process modelling
language they used to model processes, the event processing language
they used to process complex events, the process life cycle they cover,
and the open challenges. The main conclusions of this study can be
drawn from the perspectives of companies and academia.

From the company’s point of view, it is important to count on a
variety of mature frameworks and tools that support the deployment
of a solution in a real scenario. However, after analysing all selected
articles, we can state that there is no framework or tool that companies
can apply directly to manage the integration of business processes
and complex event processing in logistics environments. More than
51% of the proposed solutions are proofs of concept, prototypes, or
solutions entirely oriented toward academic research, which makes
their application to a real scenario difficult. For this reason, companies
must develop made-by-measure solutions for adapting the technologies
they use to manage processes for taking the advantages that complex
event processing could provide. This means that most of the proposals
are still open for further analysis, improvement, and extension. In
particular, it could be interesting to continue improving those tools that
cover various phases of the life cycle to cover all phases.

From the academic point of view, the most interesting findings are
those related to the less mature areas, because they could provide
opportunities for new research lines. Regarding the phases of the life cy-
cle, only 5% of the studies cover the discovery phase and approximately

https://github.com/reinaqu/reportingslroo
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the 7% cover the identification phase. There is also a lack of approaches
that cover the entire life cycle from the first phase to have a holistic
view. In relation to business process modelling languages, only slightly
more than 11% of the studies use a declarative language style. This is
important in those cases in which the application of the government
regulations describe the order of the actions allowed or prohibited,
but not always specify the exact sequence. An example of this kind of
regulation in the logistics context is ‘‘before the entrance of a boat into a
port, security documentation should have been verified’’. Finally, there
still are some challenges that remains open, above all those ones related
to event data quality (CH11), abstraction levels (CH06), optimisation
opportunities (CH10), and compliance, audit, privacy and security
(CH02). For example, we have found that no proposal has yet addressed
the enrichment of business process models with the specification of the
quality of events or that there is a lack of approaches that deal with
the processing of audit logs or translation of laws into security policies
in this context.
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