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Abstract

In this paper we use the orbital normal form of the nondegenerate Hopf-zero singularity
to obtain necessary conditions for the existence of first integrals for such singularity. Also, we
analyze the relation between the existence of first integrals and of inverse Jacobi multipliers.
Some algorithmic procedures for determining the existence of first integrals are presented, and
they are applied to some families of vector fields.

1 Introduction

Let us consider an analytic three-dimensional system that undergoes a linear degeneracy cor-
responding to a zero and a pair of pure imaginary eigenvalues. By translating the equilibrium
point to the origin and using a linear transformation, the Hopf-zero singularity can be written
as 


ẋ
ẏ
ż


 =



−y
x
0


+



f(x, y, z)
g(x, y, z)
h(x, y, z)


 ,

where f, g, h are analytic functions at the origin that denote the nonlinear terms.
We consider the nondegenerate Hopf-zero singularity, that arises by assuming the generic

conditions ∂2h
∂x2 6= 0 or ∂2h

∂y2
6= 0. Under this hypothesis, it is a simple matter to show that the

above system can be expanded in quasi-homogeneous terms of type t = (1, 1, 2):



ẋ
ẏ
ż


 =




−2y
2x

x2 + y2


+



F1(x, y, z)
G1(x, y, z)
H1(x, y, z)


+



F2(x, y, z)
G2(x, y, z)
H2(x, y, z)


+ · · · , (1.1)
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where Fk = (Fk(x, y, z), Gk(x, y, z),Hk(x, y, z))
T is a quasi-homogeneous vector field of type t

and degree k. We notice that the principal part (the lowest-degree quasi-homogeneous term,
which has degree 0) can be expressed as

F0(x) =




−2y
2x

x2 + y2


 =

(
Xh

h

)
, (1.2)

where x = (x, y, z) and

Xh =

(
−
∂h

∂y
,
∂h

∂x

)T

= (−2y, 2x)T (1.3)

denotes the planar Hamiltonian vector field with Hamiltonian function h = x2 + y2.
In this paper, we study the existence of first integrals in a neighborhood of the equilibrium

point at the origin for this kind of systems (recall that a first integral is a non-constant function
that is constant when it is evaluated along any solution of the system).

Revealing the existence of first integrals for a given system is very useful to understand its
qualitative behavior. Namely, for a planar system the existence of a first integral determines
completely its phase portrait. For higher-dimensional systems, this can be done by obtaining a
sufficient number of functionally-independent first integrals.

The three-dimensional center problem for the Hopf-zero singularity (that consists of deter-
mining whether there is a neigbourhod of the singularity foliated by periodic orbits, including a
curve of equilibria) has been analyzed in [17, 18]. This is equivalent to the integrability problem,
that consists of determining the existence of a pair of functionally-independent first integrals. In
the quoted works, it is shown that a Hopf-zero singularity is completely integrable if, and only
if, it is orbitally equivalent to its linear part (−y, x, 0)T . Moreover, in the case of integrability,
there are two functionally-independent first integrals of the form I1 = h+ · · · and I2 = z + · · ·
(the dots denote higher-order terms).

It is a simple matter to show that, in the nondegenerate Hopf-zero singularity (1.1) that
we are considering, there are no first integrals of the form I2 = z + · · · . In other words, the
nondegenerate Hopf-zero singularity (1.1) can not be completely integrable and our analysis
will be focused on detecting the existence of first integrals for such a singularity of the form
I = h+ · · · .

This is still a difficult problem and there are few known satisfactory methods to solve it.
In the present paper, we use the orbital normal form for system (1.1) obtained in [3] to es-
tablish necessary conditions for the existence of first integrals for the nondegenerate Hopf-zero
singularity (1.1). Moreover, we analyze the relation between the existence of first integrals and
of inverse Jacobi multipliers. In the planar nilpotent case, analogous relations concerning first
integrals and inverse integrating factors has been obtained in [4, 6, 9, 10].

This paper is organized as follows. In Section 2 we include definitions and results about
quasi-homogeneous vector fields and the nondegenerate Hopf-zero orbital normal form, that we
use in this work (their proofs can be found in [3]). In Section 3, the orbital normal form is used
to obtain some results about the analytic integrability of this singularity. The main result is
Theorem 3.6, that determines the existence of an analytical first integral for the nondegenerate

2



Hopf-zero singularity in terms of the vanishing of some normal form coefficients. Moreover, an
algorithmic procedure for obtaining necessary conditions for the existence of first integrals of
polynomial vector fields, that is applicable under some hypothesis in the orbital normal form,
is presented. Section 4 analyzes the relation between the existence of first integrals and the
existence of inverse Jacobi multipliers for the nondegenerate Hopf-zero singularity. In particular,
based on an algorithm to determine the existence of inverse Jacobi multipliers, we present a
new algorithmic procedure to determine the existence of first integrals of polynomial vector
fields, that is applicable in all the cases. Finally, in Section 5 we apply the results to a couple
of three-parameter families of vector fields, where we find all the cases of existence of analytical
first integrals.

2 The Hopf-zero orbital normal form

In this section, we collect results from [3] that will be used along this paper. Among them, the
main result is Theorem 2.2, where we present the orbital normal form for system (1.1). Before
we state it, we introduce some definitions and results.

We say that a scalar function f of n variables is quasi-homogeneous of type t = (t1, . . . , tn) ∈
Nn and degree k if f(ǫt1x1, . . . , ǫ

tnxn) = ǫkf(x1, . . . , xn). A vector field F = (F1, . . . , Fn)
T is

quasi-homogeneous of type t and degree k if Fj ∈ P
t

k+tj
for j = 1, . . . , n. The vector spaces of

quasi-homogeneous functions and vector fields of type t and degree k are denoted, respectively,
by P

t

k and Qt

k.
In this paper, we use the type t = (1, 1, 2) (for functions and vector fields depending on

three variables), as well as the type t̂ = (1, 1) (, that appear when dealing with functions and

vector fields depending on two variables. For instance, we have F0 ∈ Qt

0, Xh ∈ Qt̂

0 and h ∈ P
t̂

2.
A conservative-dissipative decomposition of quasi-homogeneous planar vector fields has been

used in [5] in the study of the integrability problem. In the specific case that we are considering,
this decomposition reads as follows.

Proposition 2.1 Let us consider Pk ∈ Qt̂

k and denote D0 = (x, y)T ∈ Qt̂

0. Then, there exist

unique quasi-homogeneous polynomials hk+2 ∈ P
t̂

k+2 and νk ∈ P
t̂

k such that:

Pk = Xhk+2
+ νk D0. (2.4)

Moreover, hk+2 =
1

k+2D0 ∧Pk and νk = 1
k+2div(Pk).

In the above proposition, we have introduced the wedge product of two planar vector fields
F = (P,Q)T , G = (R,S)T , defined by F ∧ G = P S − QR (see [19]) and the divergence

div (F) = ∂P
∂x + ∂Q

∂y . We notice that, if F ∈ Qt̂

k and G ∈ Qt̂

l , then F ∧ G ∈ P
t̂

k+l+2 and

div (F) ∈ P
t̂

k.
Next, we present the orbital normal form for system (1.1) obtained in [3]. It determines how

much system (1.1) can be simplified by means of an infinite sequence of time-reparametrizations
and near-identity coordinate transformations. In fact, the orbital normal form presented is
formal, which indicates that we will not discuss matters of convergence.
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Theorem 2.2 A formal normal form under orbital equivalence for system (1.1) is

ẋ = G(x) = F0(x) +

(
G1(z)D0

G2(z)

)
, (2.5)

where G1(z) =
∑∞

k≥1akz
k and G2(z) =

∑∞
k≥1bkz

k+1.

Observe that the 0th-degree quasi-homogeneous term of the orbital normal form (2.5) agrees
with those of system (1.1). Moreover, the kth-degree quasi-homogeneous term of the orbital
normal form (2.5) is

Gk(x) =

(
akz

kD0

bkz
k+1

)
∈ Qt

k.

In the rest of this paper we use the orbital normal form (2.5) to study the integrability
problem for the nondegenerate Hopf-zero singularity. The first nonzero term in the Taylor
expansions of functions G1 and G2 play an outstanding role in this analysis. Therefore, let us
denote

l0 := min {l ∈ N : al 6= 0} ,

m0 := min {m ∈ N : bm 6= 0} . (2.6)

We notice that G1(u) ≡ 0 if, and only if, l0 = +∞, and G2(u) ≡ 0 if, and only if, m0 = +∞.

3 The integrability problem for the Hopf-zero singu-

larity

In this subsection, we show that the orbital normal form (2.5) is useful in the analysis of
the integrability problem (consisting of determining the existence of a first integral) for the
nondegenerate Hopf-zero singularity (1.1).

Recall that a function I is called a first integral for system (1.1) if I is constant when it
is evaluated along any solution of the system. If I is a C1 function, using the chain rule, this
means that ∇I · F = 0.

Our first result states that the analysis of the integrability problem for analytic systems can
be reduced to the formal context through formal diffeomorphisms.

Proposition 3.3 Let us consider the system ẋ = F(x), where F is an analytic vector field and
the transformation x = Φ(x̃), where Φ is a formal diffeomorphism. Then, system ẋ = F(x)
admits an analytical first integral if, and only if, the transformed system ˙̃x = F̃(x̃) admits a
formal first integral.

Proof: The necessary condition is trivial, because if I is an analytical first integral for system
ẋ = F(x), then Ĩ := I ◦ Φ is a formal first integral for system ˙̃x = F̃(x̃).

To prove the sufficient condition, let us denote by Ĩ a formal first integral of system ˙̃x = F̃(x̃).
Then, Î = Ĩ ◦Φ−1 is a formal first integral of system ẋ = F(x). From Theorem A of [20], there
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exists a formal scalar function l̂ such that l̂(0) = 0, l̂ ′(0) = 1, such that I = l̂ ◦ Î is an analytical
first integral for system ẋ = F(x).

We notice that the orbital normal form (2.5), as well as those obtained in [15, 16], is invariant
under rotations. Hence, the first integrals depend on x2+ y2 and z. Next result uses the orbital
normal form (2.5) to determine the existence of a formal first integral for the nondegenerate
Hopf-zero singularity by reducing it to a nilpotent singularity. If we use instead the orbital
normal form given in [15, 16], then an integrability problem for a planar system with null linear
part arises, which is more difficult to solve.

Proposition 3.4 The orbital normal form (2.5) admits a formal first integral if, and only if,
the planar system

u̇ = v +G2(u),

v̇ = 2vG1(u), (3.7)

is formally integrable.

Proof: Let us consider cylindrical coordinates x = ρ sin(θ), y = ρ cos(θ), z = u, and the singular
change v = ρ2. Then, the normal form (2.5) becomes:

u̇ = v +G2(u),

v̇ = 2vG1(u),

θ̇ = 2.

It is enough to remove the azimuthal component to complete the proof.

We denote the vector field corresponding to planar system (3.7) by

P(u, v) =

(
v +G2(u)
2vG1(u)

)
. (3.8)

Next result provides a necessary condition for the existence of analytical first integrals for
system (1.1), which determines the structure of the quasi-homogeneous normal form in case of
existence of analytical first integrals.

Proposition 3.5 Let us assume that system (1.1) admits an analytical first integral. Then, its
formal orbital normal form (2.5) is given in one of the following items:

(a) ẋ = F0(x).

(b) ẋ = F0(x) + Fs(x) + · · · , where s ∈ N and Fs ∈ Qt

s is one of the following vector fields:

(b.1) Fs(x) =

(
al0z

l0D0

0

)
∈ Qt

s, where s = 2l0 and al0 ∈ R \ {0}.

(b.2) Fs(x) =

(
0

bm0
zm0+1

)
∈ Qt

s, where s = 2m0 and bm0
∈ R \ {0}.
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(b.3) Fs(x) =

(
am0

zm0D0

bm0
zm0+1

)
∈ Qt

s, where s = 2m0 and am0
, bm0

∈ R \ {0} satisfy

2n1am0
+ (m0 + 1)n2bm0

= 0,

for some n1, n2 ∈ N coprime (i.e., their greatest common divisor is 1).

Proof: From Proposition 3.3, we obtain that system (1.1) admits an analytic first integral if,
and only if, its orbital normal form (2.5) has a formal first integral. From Proposition 3.4,
this occurs if, and only if, the planar system (3.7) is formally integrable. In this case, if we
select an arbitrary type t̂ ∈ N2, the principal part of the vector field P given in (3.8) must be
polynomially integrable. Let us consider the following situations:

• Case G1(u) ≡ G2(u) ≡ 0. Let us take the type t̂ = (1, 1). Then, the principal part of P
is P0(u, v) = (v, 0) and Î = v is an analytic first integral. This case is considered in item
(a) of the statement.

• Case G1(u) 6≡ 0 or G2(u) 6≡ 0. Let us denote

n0 := min {n ∈ N : 2an + (n+ 1)bn 6= 0} . (3.9)

We notice that min {m0, l0} ≤ n0 and it is possible that l0 = +∞, m0 = +∞ or n0 = +∞,
but the situation l0 = m0 = +∞ can not occur. The following sub-cases can arise:

– If l0 < m0, taking the type t̂ = (1, l0 + 1), the principal part of P is

Pl0(u, v) = (v, 2al0u
l0v)T ∈ Qt̂

l0 ,

and Î = v −
2al0
l0+1u

l0+1 is an analytic first integral of Pl0 . This case corresponds to
item (b.1).

– If m0 < l0, taking the type t̂ = (1,m0 + 1), the principal part of P is

Pm0
(u, v) = (v + bm0

um0+1, 0)T ∈ Qt̂

m0
,

and Î = v is an analytic first integral of Pm0
. This is the case (b.2).

– Ifm0 = l0 < n0, then we have 2am0
+(m0+1)bm0

= 0. Taking the type t̂ = (1,m0+1),
the principal part of P is

Pm0
(u, v) = (v + bm0

um0+1,−(m0 + 1)bm0
um0v)T ∈ Qt̂

m0
,

which is a Hamiltonian vector field, with Hamiltonian function −bm0
um0+1v − 1

2v
2.

Therefore, Pm0
is polynomially integrable. This case is presented in item (b.3) with

n1 = n2 = 1.

– If m0 = l0 = n0 < +∞, then we have 2am0
+ (m0 + 1)bm0

6= 0. Taking the type
t̂ = (1,m0 + 1), the principal part of P is

Pm0
(u, v) = (v + bm0

um0+1, 2am0
um0v)T ∈ Qt̂

m0
,
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which is integrable because P also is.
Let us consider the conservative-dissipative splitting (2.4) for Pm0

. The Hamiltonian
function in the quoted splitting is

h = −1
2v

(
v −

2am0
−(m0+1)bm0

2(m0+1) um0+1
)
.

Then,

S1 ≡ v = 0, and S2 ≡ v −
2am0

−(m0+1)bm0

2(m0+1) um0+1 = 0,

are invariant curves of Pm0
, with cofactors K1 = 2am0

um0 and K2 = (m0+1)bm0
um0 ,

respectively. Since Pm0
is polynomially integrable, there exist n1, n2 ∈ N coprime

such that Sn1

1 S
n2

2 is a polynomial first integral of Pm0
, i.e.

n1K1 + n2K2 = (2n1am0
+ n2(m0 + 1)bm0

) um0 = 0.

This case is presented also in item (b.3).

Next, we present a necessary and sufficient condition for the existence of an analytic first
integral of system (1.1).

Theorem 3.6 System (1.1) admits an analytical first integral if, and only if, its formal orbital
normal form (2.5) is given in one of the following items:

(a) ẋ = F0(x). In this case, there exists a first integral of the form I = h+ · · · . Moreover, there
is a curve of equilibria passing through the origin surrounded by an infinity of invariant
cylinders.

(b.1) ẋ = F0(x) +

(
G1(z)D0

0

)
, with G1(z) =

∑
k≥1 akz

k. In this case, there exists a first

integral of the form I = h + · · · . Moreover, there is a curve of equilibria passing through
the origin.

(b.2) ẋ = F0(x) +

(
0

G2(z)

)
, with G2(z) =

∑
k≥1 bkz

k+1. In this case, there exists a first

integral of the form I = h+ · · · .

(b.3) ẋ = F0(x) + Fm0
(x), where Fm0

(x) =

(
am0

zm0D0

bm0
zm0+1

)
, m0 ∈ N, and am0

, bm0
∈ R \ {0}

satisfy 2n1am0
+(m0+1)n2bm0

= 0 for some coprime natural numbers n1, n2. In this case,
there exists a first integral of the form I = hn1+n2 + · · · .

In the above expressions, the dots denote higher-order quasi-homogeneous terms.

Proof: Firstly, we prove the sufficient condition.

(a) The normal form ẋ = F0(x) has the first integral Ĩ = h. Undoing the normalizing trans-
formations, we obtain that I = h+ · · · is a first integral for system (1.1).
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(b.1) The normal form ẋ = F0(x)+

(
G1(z)D0

0

)
admits the first integral Ĩ = h−2

∫ z
0 G1(ξ)dξ.

Undoing the normalizing transformations, we obtain that I = h+ · · · is a first integral for
system (1.1).

(b.2) The normal form ẋ = F0(x) +

(
0

G2(z)

)
has the first integral Ĩ = h. Undoing the

normalizing transformations, we obtain that I = h+ · · · is a first integral for system (1.1).

(b.3) If n1 = n2 = 1 (Hamiltonian case), then Ĩ = h2 + 2bm0
zm0+1h is a first integral for the

normal form ẋ = F0(x) + Fm0
(x). Undoing the normalizing transformations, we obtain

that I = h2 + · · · is a first integral for system (1.1).

Otherwise (dissipative case), the normal form ẋ = F0(x) + Fm0
(x) admits the first inte-

gral Ĩ = hn1

(
h−

2am0
−(m0+1)bm0

2(m0+1) zm0+1
)n2

. Undoing the normalizing transformations, we

obtain that I = hn1+n2 + · · · is a first integral for system (1.1).

Next, we prove the necessary condition. Let us assume that system (1.1) admits an analytical
first integral and consider its orbital normal form (2.5).

From Proposition 3.5, the quoted formal orbital normal form is either ẋ = F0(x) (that
corresponds to the item (a) of the statement) or ẋ = F0(x) + Fs(x) + · · · , where Fs ∈ Qt

s is
given in one of the cases of item (b) of Proposition 3.5. We deal with each case separately.

(b.1) Here, Fs(x) =

(
al0z

l0D0

0

)
∈ Qt

s, where s = 2l0, and al0 ∈ R \ {0}. To complete the

proof in this case, it is enough to show that G2(z) ≡ 0 in the orbital normal form (2.5).

We use reductio ad absurdum: if G2(z) 6≡ 0 then m0 < +∞. Taking the type t̂ = (1, l0+1),
the principal part of planar system (3.7) is

Pl0(u, v) = (v, 2al0u
l0v)T ∈ Qt̂

l0 .

Let us denote the formal first integral of system (3.7) by Î. We notice that Ĝ(u, v) =
v− 2

∫ u
0 G1(ξ)dξ is a first integral of the vector field (v, 2G1(u)v)

T . If we define Ĥ = Î− Ĝ,
we have:

∇Î ·P = ∇(Ĝ+ Ĥ) ·P = ∇Ĝ ·P+∇Ĥ ·P = ∇Ĝ · (G2(u), 0)
T +∇Ĥ ·P = 0.

In this equality, the quasi-homogeneous term of degree l0 +m0 + 1 is given by

−2al0bm0
ul0+m0+1 +∇Ĥm0+1 ·Pl0 = −2al0bm0

ul0+m0+1 + v∇Ĥm0+1 · (1, 2al0u
l
0)

T = 0,

where Ĥm0+1 ∈ P
t̂

m0+1 is the quasi-homogeneous term of degree (m0+1) of Ĥ. Nevertheless,
the above equation is incompatible. Hence, system (3.7) can not admit any first integral
and, applying Proposition 3.4, system (1.1) does not admit any formal first integral, which
is contradictory.

(b.2) Now, Fs(x) =

(
0

bm0
zm0+1

)
∈ Qt

s, where s = 2m0, and bm0
∈ R \ {0}. To complete the

proof in this case, it is enough to show that G1(z) ≡ 0 in the orbital normal form (2.5).
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Again, we use reductio ad absurdum: if G1(z) 6≡ 0 then l0 < +∞. Taking the type
t̂ = (1,m0 + 1), the principal part of planar system (3.7) is

Pm0
(u, v) = (v + bm0

um0+1, 0)T ∈ Qt̂

m0
.

Let us denote the formal first integral of system (3.7) by Î. We notice that Ĝ(u, v) = v is
a first integral of the vector field (v +G2(u), 0)

T . If we define Ĥ = Î− Ĝ, then:

∇Î ·P = ∇(Ĝ+ Ĥ) ·P = ∇Ĝ ·P+∇Ĥ ·P = ∇Ĝ · (0, 2G1(u)v)
T +∇Ĥ ·P = 0.

In this equality, the quasi-homogeneous term of degree l0 +m0 + 1 is given by

2al0u
l0v +∇Ĥm0+1 ·Pm0

= 2al0u
l0v +

∂Ĥm0+1

∂u (v + bm0
um0+1) = 0,

where Ĥm0+1 ∈ P
t̂

m0+1 is the quasi-homogeneous term of degree (m0 + 1) of Ĥ. As in the
previous subcase, the above equation is incompatible, and system (3.7) can not admit any
first integral. Hence, by applying Proposition 3.4, we deduce that system (1.1) does not
admit any formal first integral, which is contradictory.

(b.3) In this case, we have Fm0
(x) =

(
am0

zm0D0

bm0
zm0+1

)
∈ Qt

s, wherem0 ∈ N, and am0
, bm0

∈ R\{0}

satisfy 2n1am0
+ (m0 + 1)n2bm0

= 0 being n1, n2 ∈ N coprimes.

There are two cases to be considered. The first one corresponds to the free-divergence
case, that arises if n1 = n2 = 1, and then 2am0

+ (m0 + 1)bm0
= 0. Taking the type

t̂ = (1,m0 + 1), the principal part of planar system (3.7) is

Pm0
(u, v) = (v + bm0

um0+1,−(m0 + 1)bm0
um0v)T ∈ Qt̂

m0
.

This is a Hamiltonian vector field, with Hamiltonian function −bm0
um0+1v − 1

2v
2. Using

Corollary 4.23 of [5], we obtain that system (3.7) is integrable if, and only if, it is formally
equivalent to (u̇, v̇) = Pm0

(u, v). Then, from Proposition 3.4 we obtain that system (1.1)
admits a first integral if, and only if, it is formally equivalent to ẋ = F0(x)+Fm0

(x). This
falls into the item (b.3) of the statement.

In the second case (non-zero divergence), we have 2n1am0
+ (m0 + 1)n2bm0

= 0 for some
n1, n2 ∈ N coprimes with n1 6= 1 or n2 6= 1. Taking the type t̂ = (1,m0 +1), the principal
part of planar system (3.7) is

Pm0
(u, v) = (v + bm0

um0+1, 2am0
um0v)T ∈ Qt̂

m0
,

which is integrable because vn1

(
v −

2am0
−(m0+1)bm0

2(m0+1) um0+1
)n2

is a first integral and besides

div (Fm0
) = 2am0

+ (m0 + 1)bm0
6= 0.

Using Theorem 1.2 of [8], we obtain that P is orbitally equivalent to Pm0
. This case

corresponds to the item (b.3) of the statement.
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Using the above theorem, an algorithm providing necessary conditions for the integrability
of a polynomial vector field can be derived in cases (a), (b.1) and (b.2) of Theorem 3.6. First,
we present a technical lemma.

Lemma 3.7 Let us consider the vector field F associated with system (1.1). Then, there exists
a unique scalar function I = h +

∑
k≥3 Ik, where Ik ∈ P

t

k, such that the term hk is missing in
I2k, for all k, that verifies

∇I · F =
∑

k≥2

αkz
k, (3.10)

where αk ∈ R.

Proof: The k-degree quasi-homogeneous term of the left-hand side of equality (3.10) is

(∇I · F)k = ∇Ik · F0 + Rk = ℓk (Ik) + Rk,

where

Rk =

k−1∑

j=2

(∇Ij · Fk−j) ∈ P
t

k,

and we have introduced the Lie derivative operator associated with the principal part of the
vector field (1.1), which is defined by:

ℓk : P
t

k−r −→ P
t

k (3.11)

νk−r −→ ℓk (νk−r) = ∇νk−r · F0.

Reasoning as in the classical Normal Form Theory, it is possible to choose Ik in order to
annihilate the part of Ik belonging to the range of the operator ℓk. In such a way, we can
achieve

(∇I · F)k = R
c
k ∈ Cor (ℓk) ,

a complementary subspace to Range(ℓk). In [3], it is obtained that, if k is even, then Cor(ℓk) =
Span

{
zk/2

}
and Ker (ℓk) = Span

{
hk/2

}
, whereas if k is odd, then Cor(ℓ2k1+1) = Ker (ℓk) = {0}.

To complete the proof, it is enough to use that, if k is odd, then R
c
k = 0, whereas if k is

even, we get Rck = αiz
i where i = k/2. Moreover, in this last case the term (x2 + y2)k/2 can be

dropped from the expression of Ik because Ker (ℓk) = Span
{
hk/2

}
.

Theorem 3.8 Let us consider system (1.1) and assume that its formal orbital normal form
(2.5) falls into the cases (a), (b.1) or (b.2) of Proposition 3.5. Let also consider the unique
scalar function I introduced in Lemma 3.7 satisfying (3.10). Then, system (1.1) admits an
analytical first integral if, and only if, αk = 0 for all k.

10



Proof: The necessary condition is trivial: If αk = 0 for all k, then from (3.10) we find that
∇I · F = 0, i.e., I is a formal first integral. From Proposition 3.3, we deduce that system (1.1)
admits an analytical first integral.

Let us prove the sufficient condition. If system (1.1) admits an analytical first integral, from
Theorem 3.6 we obtain that it also admits a first integral of the form I = h + · · · . Then,
Ĩ = I −

∑
k≥2 βkI

k is a formal first integral for all βk, i.e., ∇Ĩ · F = 0. It is enough to select

βk such that the term hk is missing in the quasi-homogeneous terms of degree 2k in Ĩ to obtain
the result.

This theorem allows to define an algorithm for obtaining necessary conditions for the inte-
grability of a polynomial vector field. Namely, it is enough to look for the unique function of
the form I = h+ · · · (specified in Lemma 3.7) and then discard cases of non-integrability from
the conditions α2 6= 0, ...

Nevertheless, this algorithm is not applicable for vector fields whose orbital normal form
(2.5) falls into the case (b.3) because in this case the first integral I = hn1+n2 + · · · is not
determined since the values n1, n2 are unknown.

In the next subsection, we present a different approach, based on the existence of an inverse
Jacobi multiplier, that overcomes this difficulty.

4 Relation between the integrability and the exis-

tence of an inverse Jacobi multiplier

In this subsection, we study the relation between the integrability of the nondegenerate Hopf-
zero singularity and the existence of an inverse Jacobi multiplier for such a singularity (see
[12, 13, 14]).

In particular, an algorithm to determine three-dimensional integrable vector fields, based
on the use of scalar functions, can be derived. We recall that an inverse Jacobi multiplier for
system (1.1) is a smooth function M which satisfies ∇M · F = div(F) M in some neighborhood of
the equilibrium at the origin. We observe that, if M does not vanish in a open set, then the
above equality is equivalent to div

(
1
M
F
)
= 0. For planar systems, the inverse Jacobi multipliers

are usually referred as inverse integrating factors.

Lemma 4.9 System (3.7), with G1(u)G2(u) 6≡ 0, does not admit any inverse integrating factor
of the form V = v + · · · .

Proof: We use reductio ad absurdum. Let us suppose on the contrary that there exist an inverse
integrating factor of system (3.7) of the form V = v + · · · . Then, V = 0 is an invariant curve of
the quoted system.

Let us consider l0,m0, n0 defined in (2.6), (3.9). We recall that min {m0, l0} ≤ n0. We
consider the following sub-cases:

• l0 < m0. Taking the type t̂ = (1, l0 + 1) the principal part of planar system (3.7) is

Pl0(u, v) = (v, 2al0u
l0v)T ∈ Qt̂

l0 .

11



Let us denote S1 = v. It is trivial to show that S1 = 0 is an invariant curve of system
(3.7). Moreover, in [8, 9, 11] it is shown that system (3.7) has an invariant curve of the

form S2 = 0, where S2 = v−
2al0
l0+1u

l0+1+ · · · , and S1 = 0, S2 = 0 are the unique irreducible
invariant curves of system (3.7). Hence, any invariant curve of system (3.7) can be written
as Sn1

1 S
n2

2 U = 0, for some unity formal series U, and n1, n2 ∈ N ∪ {0}.

Consequently, the inverse integrating factor can be written as V = S
n1

1 S
n2

2 U, since V = 0 is
an invariant curve. On the other hand, as V = v + · · · , we obtain n1 + n2 = 1.

As the principal part of V is an inverse integrating factor of Pl0 , and those are of the form

v(v −
2al0
l0+1u

l0+1)n2 (see also [9, 11]), we deduce n2 = 0 and then V = vU. The condition of
inverse integrating factor on V leads to:

0 = ∇V ·P− V div (P) = v∇U ·P+ U∇v ·P− vU(G′
2(u) + 2G1(u))

= v ∂U
∂u(v +G2(u)) + 2v2 ∂U

∂vG1(u) + 2UG1(u)v − vU(G′
2(u) + 2G1(u))

= v
(
∂U
∂u(v +G2(u)) + 2v ∂U

∂vG1(u)− UG′
2(u)

)

= vU2
(
2vG1(u)

U
− ∂

∂u

(
v+G2(u)

U

))
.

Nevertheless, this equation is incompatible, because the lowest degree quasi-homogeneous

term of ∂
∂u

(
v+G2(u)

U

)
is (m0+1)bm0

um0 , that does not depend on v which is contradictory.

• m0 < l0. The transformation ũ = u, ṽ = v +G2(u) leads system (3.7) into

˙̃u = ṽ, (4.12)

˙̃v = (2G1(ũ) +G′
2(ũ))ṽ − 2G1(ũ)G2(ũ).

Let us denote the vector field of this system by P̃. If V = v + · · · is an inverse integrating
factor of system (3.7), then system (4.12) admits an inverse integrating factor of the form
Ṽ = ṽ + · · · .

The rest of the proof is similar to the previous item. Taking the type t̂ = (1,m0 + 1), the
principal part of P̃ is given by

P̃m0
(ũ, ṽ) = (ṽ, (m0 + 1)bm0

ũm0 ṽ)T ∈ Qt̂

m0
.

Let us denote S̃1 = ṽ and S̃2 = ṽ−bm0
ũm0+1+ · · · . Then, S̃1 = 0 and S̃2 = 0 are the unique

irreducible invariant curves of system (4.12) (see [8, 9, 11]). Hence, there exists some unity
formal series Ũ such that the inverse integrating factor of system (4.12) is Ṽ = S̃

n1

1 S̃
n2

2 Ũ.

The principal part of Ṽ is one of the inverse integrating factors of P̃m0
, which are of the

form ṽ(ṽ − bm0
ũm0+1)n2 . Then, we have n2 = 0 and Ṽ = ṽŨ. The condition of inverse

integrating factor on Ṽ leads to:

0 = ∇Ṽ · P̃− Ṽdiv
(
P̃
)
= ṽ∇Ũ · P̃+ Ũ∇ṽ · P̃− ṽŨ(G′

2(ũ) + 2G1(ũ))

= ṽ2 ∂Ũ
∂ũ + ṽ ∂U

∂ṽ ((2G1(ũ) +G′
2(ũ))ṽ − 2G1(ũ)G2(ũ))− 2ŨG1(ũ)G2(ũ))

= ṽ
(
ṽ ∂Ũ
∂ũ + ṽ ∂Ũ

∂ṽ (2G1(ũ) +G′
2(ũ))− 2G1(ũ)G2(ũ)

)
− 2ŨG1(ũ)G2(ũ).

12



Nevertheless, this equation is incompatible, because the lowest degree quasi-homogeneous
term of 2ŨG1(ũ)G2(ũ) is 2al0bm0

ũm0+l0+1, that does not depend on ṽ which is contradic-
tory.

• m0 = l0. Taking the type t̂ = (1,m0 + 1), the principal part of planar system (3.7) is

Pm0
(u, v) = (v + bm0

um0+1, 2am0
um0v)T ∈ Qt̂

m0
.

The unique irreducible invariant curves of system (3.7) are S1 := v = 0, S2 := v −
2am0

−(m0+1)bm0

2(m0+1) um0+1 + · · · = 0 (see [8, 9, 11]). Reasoning as above we obtain a contradic-
tion.

Next result characterizes the existence of analytic first integrals in terms of the existence of
inverse Jacobi multipliers.

Theorem 4.10 System (1.1) admits an analytic first integral if, and only if, it satisfies some
of the following conditions:

(a) System (1.1) admits an inverse Jacobi multiplier of the form M = h2 + · · · and it is orbital

equivalent to F0+Fm0
+ · · · with Fm0

=

(
am0

zm0D0

bm0
zm0+1

)
, m0 ∈ N, am0

, bm0
∈ R \ {0}, such

that 2n1am0
+ (m0 + 1)n2bm0

= 0 with n1, n2 ∈ N coprimes.

(b) System (1.1) admits an inverse Jacobi multiplier of the form M = h + · · · and it is orbital
equivalent to F0 or F0+Fs+ · · · with Fs given in item (b.1) or (b.2) of Proposition 3.5.

Proof: Let us prove the necessary condition. Let us assume that system (1.1) admits an
analytical first integral. From Theorem 3.6, it is orbitally equivalent to one of the following
normal forms:

(a) ẋ = G(x) := F0(x) +

(
G1(u)D0

0

)
, with G1(u) =

∑
k≥1 aku

k. In this case, M̃ = h is an

inverse Jacobi multiplier for G, and there exists an inverse Jacobi multiplier for F of the
form M = h+ · · · .

(b) ẋ = G(x) := F0(x) +

(
0

G2(u)

)
, with G2(u) =

∑
k≥1 bku

k+1. In this case, M̃ = h + G2(u)

is an inverse Jacobi multiplier for G, and there is an inverse Jacobi multiplier of F of the
form M = h+ · · · .

(c) ẋ = G(x) := F0(x) +

(
am0

um0D0

bm0
um0+1

)
. In this case, div (G) = 0 and M̃ = h2 + 2bm0

um0+1h is

an inverse Jacobi multiplier for G. Hence, there exists an inverse Jacobi multiplier for F
of the form M = h2 + · · · .

(d) ẋ = G(x) := F0(x)+

(
am0

um0D0

bm0
um0+1

)
. In this case, div (G) = (2am0

+(m0 +1)bm0
)um0 and

M̃ = h2 −
2am0

−(m0+1)bm0

m0+1 um0+1h is an inverse Jacobi multiplier for G. Hence, F admits an

inverse Jacobi multiplier of form M = h2 + · · · .

13



Next, we prove the sufficient condition. We consider the two situations:

(i) If system (1.1) admits an inverse Jacobi multiplier of form M = h2 + · · · , the same is true
for system (2.5). Moreover, as this system is invariant under rotations, the inverse Jacobi
multiplier also is. Hence, the planar system (3.7) admits an inverse integrating factor of
the form V = v2 + · · · .

If am0
bm0

6= 0, then the principal part with respect to the type t̂ = (1,m0 + 1) of the
vector field P defined in (3.8) is:

Pm0
(u, v) = (v + bm0

um0+1, 2am0
um0v)T ∈ Qt̂

m0
.

Two sub-cases can arise:

(i.1) n1 = n2 = 1. Under this assumption, we have 2am0
+(m0 +1)bm0

= 0 and Pm0
is a

Hamiltonian vector field, with Hamiltonian function −bm0
um0+1v − 1

2v
2. The change

of variables

ũ =
(
(m0 + 1)b2m0

)1/(2m0) u, ṽ =
(
(m0 + 1)b2m0

)1/(2m0) (v + bm0
um0+1),

transforms P into a vector field P̃ whose principal part with respect to the type
t̂ = (1,m0 + 1) is:

P̃m0
(ũ, ṽ) = (ṽ, ũ2m0+1)T ∈ Qt̂

m0
.

As P̃ admits an inverse integrating factor of the form ṽ2 − 1
m0+1 ũ

2(m0+1) + · · · , from

Theorem 6 of [10] we obtain that P̃ is integrable. Using Proposition 3.4, we conclude
that system (2.5) admits a formal first integral and then system (1.1) also admits a
formal first integral.

(i.2) n1 6= n2. Under this assumption, we have n12am0
+ n2(m0 + 1)bm0

= 0 and a first

integral for Pm0
is vn1

(
v − cum0+1

)n2 , where c =
2am0

−(m0+1)bm0

m0+1 . The change of
variables

ũ =
(
(m0+1)c2

4

)1/(2m0)
u, ṽ =

(
(m0+1)c2

4

)1/(2m0) (
v − c

2u
m0+1

)
,

transforms P into a vector field P̃ whose principal part with respect to the type
t̂ = (1,m0 + 1) is:

P̃m0
(ũ, ṽ) = (ṽ, ũ2m0+1)T + dũ(ũ, (m0 + 1)ṽ)T ∈ Qt̂

m0
,

where d =
√
m0+1(2am0

+(m0+1)bm0
)

|c| . As P̃ admits an inverse integrating factor of the

form ṽ2− 1
m0+1 ũ

2(m0+1)+ · · · , using Theorem 1.3 of [9] we obtain that P̃ is integrable.
Using Proposition 3.4, we conclude that system (2.5) admits a formal first integral
and then system (1.1) also admits a formal first integral.

(ii) If system (1.1) admits an inverse Jacobi multiplier of the form M = h + · · · , the same is
true for system (2.5). Moreover, as this system is invariant under rotations, the inverse
Jacobi multiplier also is invariant under rotations. Hence, the planar system (3.7) admits
an inverse integrating factor of the form V = v + · · · . Let us consider the following three
situations:

14



(ii.1) l0 = m0 = ∞. This assumption means that system (1.1) is orbitally equivalent to
F0, and then it admits an analytic first integral.

(ii.2) l0 < m0. Under this assumption, system (1.1) is orbitally equivalent to F0+Fl0+· · · ,

where Fl0 =

(
al0u

l0D0

0

)
, l0 ∈ N, al0 ∈ R \ {0}. To complete the proof in this case,

it is enough to show that G2(u) ≡ 0 in system (2.5), because then it admits a formal
first integral and then system (1.1) also admits a formal first integral.
To show that G2(u) ≡ 0, we usereductio ad absurdum. Let us suppose on the contrary
that G2(u) 6≡ 0. From Lemma 4.9 we obtain that the vector field P defined in (3.8)
does not admit any inverse integrating factor of the form v+· · · , which is contradictory.

(ii.3) l0 > m0. Under this assumption, system (1.1) is orbitally equivalent to F0+Fm0
+

· · · , where Fm0
=

(
0

bm0
um0+1

)
, bm0

∈ R \ {0}. To complete the proof in this case,

it is enough to show that G1(u) ≡ 0 in system (2.5), because then it admits a formal
first integral and then system (1.1) also admits a formal first integral.
To show that G1(u) ≡ 0, we usereductio ad absurdum. Let us suppose on the contrary
that G1(u) 6≡ 0. From Lemma 4.9 we obtain that the vector field P defined in (3.8)
does not admit any inverse integrating factor of the form v+· · · , which is contradictory.

Before solving specific problems, we present a result that provides an algorithm that char-
acterizes the existence of inverse Jacobi multipliers for system (1.1).

Lemma 4.11 Let us denote by F the vector field associated with system (1.1). Then:

(a) There exists a unique scalar function M = h2 +
∑

k≥3 Mk, where Mk ∈ P
t

k, such that the term

hk is missing in M2k for all k, such that

∇M · F− M div (F) =
∑

k≥3

βkz
k, (4.13)

where βk ∈ R.

(b) There exists a unique scalar function M̃ = h+
∑

k≥2 M̃k, where M̃k ∈ P
t

k, such that the term

hk is missing in M̃2k for all k, such that

∇M̃ · F− M̃ div (F) =
∑

k≥2

β̃kz
k, (4.14)

where β̃k ∈ R.

Proof: Let us prove item (a). The k-degree quasi-homogeneous term of the left-hand side of
equality (4.13) is

(∇M · F− M divF)k = ∇Mk · F0 + Rk = ℓk (Mk) + Rk,
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where

Rk =

k−1∑

j=s

(∇Mj · Fk−j − Mj div (Fk−j)) ∈ P
t

k.

To complete the proof it is enough to argue as in the proof of Lemma 3.7. The proof of item
(b) is analogous.

Theorem 4.12 Let us consider system (1.1).

(a) Let assume that the formal orbital normal form (2.5) falls into the case (b.3) of Proposition
3.5, and consider the unique scalar function M introduced in Lemma 4.11 satisfying (4.13).
Then, system (1.1) admits an analytical first integral if, and only if, βk = 0 for all k.

(b) Let assume that the formal orbital normal form (2.5) falls into the cases (a), (b.1) or
(b.2) of Proposition 3.5, and consider the unique scalar function M̃ introduced in Lemma
4.11 satisfying (4.14). Then, system (1.1) admits an analytical first integral if, and only
if, β̃k = 0 for all k.

Proof:

(a) To prove the necessary condition, we observe that if βk = 0 for all k ≥ 3, then M is
an inverse Jacobi multiplier. From Proposition 4.10, system (1.1) admits a formal first
integral and finally, from Proposition 3.3 we deduce that system (1.1) admits an analytical
first integral.

Let us prove the sufficient condition by reductio ad absurdum. Let us suppose on the
contrary that there exists a scalar function M = h2 +

∑
k≥3 Mk, with Mk ∈ P

t

k, such that

∇M ·F− M div (F) = βNzN + · · · , with βN 6= 0. Also, we assume that system (1.1) admits
an analytical first integral. From Proposition 3.5, there exist a time-reparametrization µ
(satisfying µ(0) = 1) and a near-identity transformation x = φ(x̃), bringing system (1.1)
into its orbital normal form (2.5), which corresponds to the vector field G = Fs + · · · ,

being Fs =

(
am0

zm0D0

bm0
zm0+1

)
, where s = 2m0 and 2n1am0

+ (m0 + 1)n2bm0
= 0 for some

n1, n2 ∈ N coprime.

Let us define

M̂(x̃) =
µ(x̃)M (φ(x̃))

det (Dφ(x̃))
= h2 + · · · .

We have

∇M̂ ·G− M̂ div (G) =
det (Dφ(x̃))

µ2(x̃)

(
∇M̂ · F− M̂ div (F)

)
= βNzN + · · · . (4.15)

On the other hand, it is easy to show that

∇M̂ ·G− M̂ div (G) = zm0

(
am0

∇̂M̂ ·D0 + bm0
z
∂M̂

∂z
− (2am0

+ (m0 + 1)bm0
) bm0

M̂

)
.
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Observe that, as βN 6= 0, there is a term of the form CzN−m0 in the analytical expression
of M̂. Then, the term C(N−m0)z

N−m0 (which has quasi-homogeneous degree 2N−2m0 <
2N) appears in the analytical expression of ∇M̂·F0 because it can not be annihilated by the
operator ℓ̂2N−2m0

(it is not in the range of this linear operator). But this is contradictory
because the left hand side of (4.15) has quasi-homogeneous degree 2N − 2m0 < 2N and
the right hand side of has degree greater than 2N .

(b) The proof of this item is analogous to the proof of Theorem 3.8.

This theorem allows to define an algorithm for obtaining necessary conditions for the in-
tegrability of a polynomial vector field. Namely, if its formal orbital normal form (2.5) falls
into the case (b.3) of Proposition 3.5, it is enough to look for the unique function of the form
M = h2 + · · · (specified in item (a) of Lemma 4.11) and then discard cases of non-integrability
from the conditions β2 6= 0, . . .

If the orbital normal form (2.5) falls into the cases (a), (b.1) or (b.2) of Proposition 3.5,
it is enough to look for the unique inverse Jacobi multiplier of the form M̃ = h + · · · (specified
in item (b) of Lemma 4.11) and then discard cases of non-integrability from the conditions
β̃2 6= 0, . . . In this case, we could also apply the ideas presented in the previous subsection to
determine the non-integrability cases.

5 Some particular cases

In this last section, we consider two three-parameter families of vector fields. The first one
corresponds to the family:



ẋ
ẏ
ż


 =




−2y
2x

x2 + y2


+




a001z
b200x

2

c030y
3


 . (5.16)

Next theorem determines the cases where the above family admits an analytical first integral.

Theorem 5.13 System (5.16) admits an analytical first integral if, and only if, a001 = 0.

Proof: A simple computation shows that the first coefficients of the formal orbital normal form
(2.5) for system (5.16) are:

a1 = −3 a2001/8, b1 = 3 a2001/8.

Then, two situations can arise:

(a) If a001 = 0, then system (5.16) admits the first integral I(x, y) = x2+y2+b200x
3. Moreover,

M = I is an inverse Jacobi multiplier of the form M = h+ · · · .

(b) If a001 6= 0, from Theorem 2.2, we obtain that F is orbitally equivalent to the vector field

F0 + F1 + · · · , where F1 =

(
a1zD0

b1z
2

)
with a1, b1 given before.
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As a1 6= 0, b1 6= 0 and a1 + b1 = 0, from Theorem 4.10 we obtain that system (2.5) is
integrable if, and only if, it admits an inverse integrating factor of the form M = h2 + · · · .
From Lemma 4.11, this occurs if αi = 0 for all 2i > 4.

In this case, we have obtained α6 = · · · = α12 = 0, and

α14 =
8
3a

8
001

(
126 a2001 − 117 b200a001 + 40 b2200

)
.

The vanishing of α14 implies 126 a2001 − 117 b200a001 + 40 b2200 = 0. Under this hypothesis,
we have obtained α16 = · · · = α20 = 0, and

α22 = a3001
(
2560(1814374881 b200 − 1620931148 a001) c

2
030

+(10742498602234 a001 − 6174238921423 b200 ) a
2
001

)
.

Assuming now that α22 is zero, we have also obtained that α24 = α26 = α28 = 0, but
α30 6= 0. Hence, system (5.16) is not integrable in this case.

The second family that we consider is the following:



ẋ
ẏ
ż


 =




−2y
2x

x2 + y2


+




a001z
0

c101xz + c011yz


 . (5.17)

Next theorem solves the integrability problem for the above family.

Theorem 5.14 Let us assume that system (5.17) admits an analytical first integral. Then, one
of the following conditions holds:

(i) a001 = 0.

(ii) a001 6= 0, a001 + c011 = 0, c101 = 0.

(iii) a001 6= 0, a001 + 2c011 = 0.

Proof: A simple computation shows that the first coefficients of the normal form (2.5) for
system (5.17) are:

a1 = −3a001(a001 + c011)/8, b1 = 3a001(a001 + 2c011)/8.

We consider the following situations:

(a) If a001 = 0, then system (5.17) admits the first integral I(x, y) = x2 + y2. Moreover, M = I

is an inverse Jacobi multiplier of the form M = h+ · · · . This situation corresponds to item
(i) of the statement.

(b) If a001 6= 0, from Theorem 2.2 we obtain that the vector field F is orbitally equivalente to

F0 +F1 + · · · , where F1 =

(
a1zD0

b1z
2

)
and a1, b1 are given before. The following sub-cases

can arise:
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(b1) If a001 6= 0, a001 + c011 = 0, then a1 = 0, b1 6= 0 and a21 + b21 6= 0. From Theorem
4.10, if system (5.17) admits some first integral then there exists an inverse Jacobi
multiplier of the form M = h+ · · · . From Lemma 4.11, αi must vanish for all 2i > 2.
In this case, we have obtained α4 = α6 = 0 and α8 = a5001c101/32, whose vanishing
implies that c101 = 0. With this hypothesis, we have obtained α2j = 0 for j =
2, . . . , 20. This situation corresponds to item (ii) of the statement.

(b2) If a001 6= 0,a001 + 2c011 = 0, then a1 6= 0, b1 = 0 and a21 + b21 6= 0. From Theorem
4.10, if system (5.17) admits some first integral then there exists an inverse Jacobi
multiplier of the form M = h+ · · · .
Again, from Lemma 4.11 we obtain that α2j must vanish for all j ≥ 2. We have
obtained α2j = 0 for j = 2, . . . , 18 and we conjecture that system admits some analytic
first integral. This situation corresponds to item (iii) of the statement.

(b3) If a001(a001+c011)(a001+2c011) 6= 0, then a1b1 6= 0 and using Theorem 4.10, we obtain
that system (5.17) is integrable if, and only if, it admits some inverse integrating factor
of the form M = h2+ · · · and there are n1, n2 ∈ N coprime such that 2n1a1+2n2b1 = 0,
i.e., (n2 − n1)a001 + (2n2 − n1)c011 = 0.
We notice that a001 = qc011 6= 0 where q = −2n2−n1

n2−n1
∈ Q. We claim that q < −2 or

q > −1. Namely, if n2 > n1 then q = −2 − n1

n2−n1
< −2, whereas if n2 < n1 then

q = −1 + n2

n1−n2
> −1.

Using this condition, from Lemma 4.11 we obtain that if system (5.17) is integrable
then α2i must vanish for all i > 2.
We have obtained α12 = −c7011 c101 q

4(q + 2)(5q + 8)/1920. We note that c011 6= 0,
q 6= 0, q +2 6= 0, 5q +8 6= 0 (otherwise, n1, n2 are not coprime). Then, the vanishing
of α12 occurs if, and only if, c101 = 0.
Under this hypothesis, we have obtained α6 = α8 = α10 = α12 = 0 and

α14 = c10011 q
4 (3q + 5) (q + 2) (q + 1) (84q3 + 201q2 + 129q + 10)/49152,

α16 = 0,

α18 = c14011 q
5 (q + 2) (q + 1) (308448q7 + 2217516q6 + 6661397q5 + 10859256q4

+10383887q3 + 5761860q2 + 1604516q + 111300)/113246208.

Using that α14 and α18 can not vanish simultaneously, we deduce that, in this situa-
tion, system (5.17) does not admit any first integral.
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