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ison of marine dispersion models applied to the releases from Fukushima Dai-ichi nuclear power plant 
e frame of MODARIA program, of the IAEA. Models were compared in such a way that the reasons of 
een them can be assessed (i.e., if they are due to the hydrodynamic part, the dispersion part, and the 
sequential chain of dispersion exercises was carried out with this purpose. The overall idea is to 
king them run with the same forcing in a step-by-step procedure, in such a way that the main 
screpancy between models can be found. It was found that the main reason of discrepancies between 
e description of the hydrodynamics. However, once this has been sup-pressed, some variability 
ts remains due to intrinsic differences between models (as numerical schemes). The numerical 
arried out for a perfectly conservative radionuclide and for 137Cs (including water/sediment 
tputs for this radionuclide were also compared with measurements in water and sediments.
1. Introduction

Models play a major role in the cases of accidental releases of
pollutants in order to obtain rapid assessment decision for coun-
termeasures to minimize the potential impact on humans and the
environment. The International Atomic Energy Agency (IAEA) has
been organizing programmes of international model testing since
the 1980s. The possible benefits of carrying out model validation
and testing at an international level were recognized by the
Swedish Radiation Protection Institute, which sponsored the
Biospheric Model Validation Study (BIOMOVS) and BIOMOVS II
programmes starting in 1985 (IAEA, 1996). BIOMOVS was the first
international exercise aimed at the testing and validation of models
for the prediction of radionuclide transfer through the environment
to humans. The Chernobyl accident in 1986 created a renewed need
for reliable assessments in many countries and provided an
increased impetus for work in this area. It also created new data
sets that could be put to use for model testing. As a consequence,
the IAEA was prompted to start a programme on the Validation of
Model Predictions (VAMP) in 1988, which concluded in 1996 (IAEA,
2000).

More recently, Environmental Modelling for Radiation Safety
(EMRAS) program, running from 2003 to 2007, included a working
group on Testing of Models for Predicting the Behaviour of
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Radionuclides in FreshWater Systems and Coastal Areas (IAEA, 2012;
Monte et al., 2008). Five scenarios were studied in the frame of this
project, among which there were two estuaries (Dnieper-Bug in
Ukraine and Huelva in Spain). However, a properly marine envi-
ronment was not considered. A specific working group for the
aquatic environment was not included in EMRAS-II project.1

During the recent decade several significant developments indi-
cate that a new international modelling exercise specifically carried
out for the marine environment can achieve significant progress:
new developments in modelling (complex 3-D hydrodynamic
models, optimized coding allowing implementation of complex
models, techniques involving various scales and deterministic/sta-
tistical approaches, ecological modelling, dynamic transfer models
etc), improved knowledge of oceanographic and atmospheric
drivers, increased database of generic and specific parameters, new
knowledge of chemical form-specific biogeochemistry and the effect
of environmental change (e.g. ocean acidification) on the fate of ra-
dionuclides in the marine environment.

The MODARIA2 project, of the International Atomic Energy
Agency (IAEA), was initiated to make progress in relation to the
assessment of radioactive substances in the environment and its
impact to man and biota. Working group 10 was dealing with
modelling of marine dispersion and transfer of radionuclides acci-
dentally released from land-based facilities. Different models
developed inMember States were applied to the accidental releases
and discharges from the Fukushima Dai-ichi accident in the Pacific
and to the accidental fallout deposition on the Baltic Sea from the
Chernobyl nuclear power plant disaster in 1986. The latter case
caused a significant long-lasting contamination in this semi-
enclosed sea area, primarily with 137Cs and 134Cs. Results of the
Baltic Sea model comparison have been described in Peri�a~nez et al.
(2014). Fukushima results are presented in this paper.

After the 9.0 magnitude earthquake and resulting tsunami
occurred on March 11th, 2011, significant amounts of radioactive
material were released to the environment from Fukushima Dai-
ichi nuclear power plant. Radionuclides released to the atmo-
sphere were transported eastward by a strong jet stream and
reached the coast of North America in four days (Takemura et al.,
2011). A portion of these radionuclides was deposited on the Pa-
cific Ocean surface by wet and dry deposition processes. In addi-
tion, water used to cool a damaged nuclear reactor leaked into the
ocean (Kobayashi et al., 2013). Thus, two radionuclide sources into
the ocean from Fukushima must be considered: direct discharge of
contaminated water, over a period of several months with peak
releases at the end of March and beginning April 2011, and depo-
sition of radionuclides on the sea surface from the atmosphere.

The general large scale circulation in this region of the western
Pacific Ocean is dominated by the interaction between the Kuroshio
warm current (western boundary current in the north Pacific),
which flows along the coast of Japan towards the north and curves
to the central Pacific Ocean, and the Oyashio cold current from the
north. These two current systems converge near the latitude of the
coastal waters off Fukushima. Such convergence leads to the gen-
eration of unsteady eddies in the area and along the trans Pacific
current system. It is also known that the Kuroshio current acts as a
barrier, as described by Jayne et al. (2009), which prevents the
migration of radionuclides released from Fukushima towards the
south (they would not travel south beyond the latitude of Tokyo).
Instead, they are transported eastwards towards the central Pacific
(Kuroshio Extension).
1 http://www-ns.iaea.org/projects/emras/emras2/.
2 Modelling and Data for Radiological Impact Assessments. Further information

can be found here: http://www-ns.iaea.org/projects/modaria/default.asp?l¼116.
A significant number of modelling studies on the dispersion of
radionuclides released from Fukushima into the Pacific Ocean have
been published in scientific literature. First studies were published
soon after the accident. Thus, Kawamura et al. (2011) simulated the
spreading of 131I and 137Cs using the Lagrangian model SEA-GEARN,
developed at JAEA. Nakano and Povinec (2012) also used a
Lagrangian code to simulate the dispersion of 137Cs and 134Cs in the
world ocean up to 30 years after the accident. Annually averaged
water circulation was used for this purpose. Tsumune et al. (2012)
simulated 137Cs dispersion using a high resolution (1 km)
regional model during the first three months after the accident.

Another similar study is that of Estournel et al. (2012). They
found that radionuclides stay close to the coastline for relatively
long times and suggested the role of freshwater discharges from
land in offshore dispersion events. Miyazawa et al. (2012), using as
well an Eulerian dispersion model for 137Cs, carried out some
sensitivity studies to highlight the relevant role of winds in the
shelf region.

Behrens et al. (2012) made 10 year long simulations of 137Cs
dispersion in the Pacific Ocean. Water circulation of the past 10
years was used for this purpose. They found that the initial current
field is relevant for 137Cs spreading in the first months after the
accident, but this relevance fades in the long-term. Also, these
authors found that the main tracer patch would reach the coast of
North America after about 5e6 years, and that concentrations
would be nearly homogeneous over the whole Pacific after some 10
years. Simulations finally indicate a fast mixing over the upper
500 m of the water column. Kawamura et al. (2014) also found that
the radioactive caesium concentration due to the Fukushima
disaster was efficiently diluted in the North Pacific 2.5 years after
the accident. The meso-scale eddies in the Kuroshio Extension
played an important role in diluting the radioactive patch. The 137Cs
concentrations in the surface, intermediate, and deep layers reduce
to the pre-Fukushima values over the North Pacific some 2.5 years
after the Fukushima accident. Similar conclusions were obtained by
Rossi et al. (2013, 2014): the Fukushima plume is rapidly diluted
within the Kuroshio system over a time-scale of a fewmonths. Over
the subsequent decades a significant amount of Fukushima-derived
radionuclides will spread across the North-Pacific basin. The model
estimates that a component of Fukushima 137Cs will be injected into
the interior ocean via subduction, before eventually returning to
the surface by coastal upwelling along the west coast of North
America.

Dietze and Kriest (2012), using a model, evaluated the residence
time of 137Cs in the shelf as 43 ± 16 days. Honda et al. (2012) studied
the relevance of atmospheric deposition, finding that high 137Cs
concentrations detected in surface water north of 40�N one month
after the accident must be attributed to atmospheric deposition.

More recently, Bailly du Bois et al. (2014) made a number of
model sensitivity analysis and found that a tuning of the wind drag
coefficient was required for a better reproduction of 137Cs mea-
surements. However, they used a direct release source term of 27
PBq (Bailly du Bois et al., 2012), which has been considered to be
significantly biased high by Dietze and Kriest (2012).

Some other modelling studies have had the objective of deter-
mining the releases from Fukushima into the ocean, using inverse
modelling. This has been done by Estournel et al. (2012) and
Miyazawa et al. (2013), for instance.

All modelling studies mentioned above (which does not try to
be an exhaustive list) present the common point that 137Cs is
treated as a tracer, a perfectly conservative radionuclide which does
not interacts with sediments. The first models including 137Cs
contamination of bed sediments were described by Peri�a~nez et al.
(2012) and Min et al. (2013). In the first case a local study was
carried out, covering only the coastal region of Japan. A larger
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Table 1
Modelling exercises carried out for Fukushima scenario.

Exercise Features Source Radionuclide

1 Own circulation and parameters Hypothetical Tracer
2 Same circulation, own parameters Hypothetical Tracer; 137Cs
3 Same circulation and parameters Hypothetical Tracer; 137Cs
4a Same circulation and parameters Realistic 137Cs
4b Own circulation and parameters Realistic 137Cs

Table 2
Models applied to simulate Fukushima releases in the Pacific Ocean. The origin of
water circulation is also given. Ownmeans that it is calculated by themodel; in other
cases the name of the ocean forecasting model is given.

Model Country Circulation

IMMSP/KIOST Ukraine/Rep. of Korea Own (SELFE)
KAERI LORAS model Rep. of Korea NCOM and JCOPE2
JAEA SEA-GEARN model Japan Univ. of Kyoto
USEV-3D model Spain JCOPE2
Sisbahia model Brasil Own
domain was considered in the second paper. In both cases, calcu-
lated and measured 137Cs concentrations in bed sediments were
compared. Also, water-sediment interactions were described in a
dynamic way in both studies. Choi et al. (2013) also include
adsorption by bottom sediments. All these papers agree in the fact
that a significant adsorption occurs in the first months after the
accident, most of radionuclides staying on the seabed once they
have been adsorbed. More recently, Maderich et al. (2014a) have
used a box model (POSEIDON-R) to perform a radiological assess-
ment of the accident in the period 2011e2040. This model includes
not only adsorption to sediments, but also the transfer of radio-
nuclides through the marine food web and subsequent doses to
humans. A dynamic food-chain model was used.

Some models have finally been applied to other radionuclides,
as 90Sr (Peri�a~nez et al., 2013a; Maderich et al., 2014b). The same
coastal model commented above for 137Cs was used in the first case.
In the case of Maderich et al. work, POSEIDON-R model again was
applied. Some preliminary simulations for plutonium were pre-
sented by Peri�a~nez et al. (2013b).

Some exercises comparing model performances when applied
to simulate the releases from Fukushima have been carried out, as
for instance in Masumoto et al. (2012). These authors concluded
that most of the discrepancies between the five participating
models are due to the different calculated current fields in the
coastal waters of Japan, off Fukushima, which lead to different
radionuclide distributions. Differences in current fields are caused
by the different models and model settings used by the research
groups. However, a systematic assessment aimed at investigating
the reasons of differences was not carried out.

The Science Council of Japan (SCJ, 2014) carried out a similar
intercomparison study, with eleven models involved. Again, sig-
nificant differences between models were found. Models were
different in concept (Eulerian vs. Lagrangian), with different set-
tings and even different source terms. Thus, it was concluded that a
simple comparison is not straightforward and that detailed sys-
tematic comparison studies, such as ones that use the same
radionuclide forcing with different models and/or the same model
with different forcing scenarios, are required. As will be shown
below, our objective consists of making such a systematic study.

The methodology followed in this model intercomparison is
given in section 2, where the sequential chain of numerical ex-
periments are described. Also, models participating are presented.
Results of these experiments are described in section 3. In partic-
ular, comparisons of model outputs with measurements are given
in section 3.4. The description of Fukushima releases are also
included in this section.

2. Methods

Generally speaking, a marine dispersion model consists of two
submodels. A hydrodynamic model will provide the water currents
required to solve the advective transport of radionuclides. The
dispersion model will use such currents to calculate transport
including advection, mixing produced by turbulence and other
processes like radioactive decay or interactions of dissolved ra-
dionuclides with suspended matter and bottom sediments. Also,
the dispersion model may include a sediment transport module.
Models will be compared in such a way that the reasons of the
discrepancies between them can be assessed (i.e., if they are due to
the hydrodynamic part or the dispersion part).

A sequential chain of dispersion exercises has been carried out
to achieve such objective in the present work. They are summarized
in Table 1. The overall idea is to harmonize models, making them
run with the same forcing in a step-by-step procedure, in such a
way that the main agent in producing discrepancy betweenmodels
can be found. This type of intercomparison exercise has never been
carried out before for marine dispersion models.

Initially, dispersion exercises were carried out with a tracer (a
perfectly conservative radionuclide). This way all parameters
describing water-sediment interactions are avoided. Also, a con-
stant source term, hypothetical, was used by all models. In exercise
1, each model used its own water circulation and set of parameters
(like for instance horizontal and vertical diffusion coefficients).
Then all models used the same hydrodynamic description in ex-
ercise 2. All parameters were homogenized in exercise 3. Finally, a
realistic source term, both for direct releases into the ocean and
atmospheric deposition on the sea surface, was used in exercise 4.
This allows comparingmodel results withmeasurements of 137Cs in
water and sediments. This radionuclide was introduced from ex-
ercise 2 on. Exercise 3 was also carried out with and without sus-
pended matter particles in the water column. A range of model
expertise 137Cs concentrations in water and sediments will be ob-
tained from exercise 4 (exercise 4b). This range may be regarded as
some kind of model uncertainty assessment. In this exercise each
team will use its own model set-up and parameterization. In
contrast, the common model configuration is used in exercise 4a.

The dispersion models which have been used in the Fukushima
exercises described in this paper are listed in Table 2. More detailed
descriptions are given in the corresponding appendixes and
included references. Some of these models make their own calcu-
lation of hydrodynamics (IMMSP/KIOST with SELFE, Sisbahia
models), while others import water circulation from operative
ocean forecasting models (KAERI, JAEA and USEV models). These
ocean circulation models are briefly described in Appendix A.

3. Results

3.1. Exercise 1

A very simple exercise was first carried out to evaluate the
performances of models under simple conditions. Thus, a constant
source of a perfectly conservative radionuclide was considered. The
magnitude of the source was arbitrarily defined as 1.0 � 106 Bq/s of
a long-lived radionuclide (radioactive decay can be neglected). The
release was supposed to start on March 26, 2011, and time frame of
calculations extends until May 30.

Eachmodel was run using its own hydrodynamic description, as
listed in Table 2, and set or required parameters. JAEA has applied



two models, a finite difference (JAEA FDM) and a particle-tracking
one (JAEA PT). KAERI has run the same model using circulation
from two hydrodynamic models: JCOPE2 and NCOM. The output of
the models are time series of tracer concentrations in the water
surface at 3 points located in front of Fukushima NNP, at increasing
distances from it. The locations of these points may be seen in the
map in Fig. 1.

Results for point P2, which is the closest to Fukushima, are
presented in Fig. 2 as an example. It may be seen that calculated
concentrations expand over several orders of magnitude. A very
noisy signal was produced by all models. This is attributed to the
very rapidly changing water speeds and directions, as will be
shown below. Point P1 is some tens of km offshore Fukushima. The
arrival of the signal is similar for all models, although in the case of
IMMSP/KIOST-E (IMMSP/KIOST will be abbreviated to I/K from
here) there was a delay of about 20 days with respect to the others
(results for P1 not shown).

In the case of point P3 (not shown), it is interesting to note that
the arrival of the signal is similar for most models, about 40 days.
Again, predictions expand over several orders of magnitude. Dif-
ferences between Lagrangian particle-tracking (KAERI, JAEA PT)
and Eulerian techniques (JAEA FDM, I/K-E) are clearly apparent in
this point. Finite differences introduce artificial (numerical) diffu-
sion. Thus, once the signal has arrived to the location of interest, a
continuous line is obtained for the time series of concentrations.
However, numerical diffusion is not introduced by particle-tracking
methods. These models give a concentration above zero at a given
location only if there is at least one particle there. Consequently,
periods with zero concentration may alternate with periods during
which some finite concentration is computed.

A better agreement between the outputs of dispersion models
should be expected if the same water circulation is used by all of
them. This would be exercise 2. A previous step must be defining
which is the most appropriate hydrodynamic model to be used. A
quantitative comparison of hydrodynamic model outputs was
carried out with this purpose.
Fig. 1. Location of sampling points where calculated 137Cs concentrations in surface wate
3.2. Exercise 2

Given the significant discrepancies in model results, even in the
very simple case of a perfectly conservative radionuclide and a
constant release, that have arisen from dispersion exercise number
1, the outputs of the hydrodynamic models which have been used
to calculate dispersion were compared. The final objective con-
sisted of selecting the most adequate hydrodynamic model to be
used in all dispersion models. Thus, all dispersion calculations
would be carried out with the same hydrodynamic forcing and,
consequently, this source of discrepancy would be removed.

As an example, water currents in the sea surface for March 26th
calculated by some hydrodynamic models are presented in Fig. 3. It
is clear that the overall picture provided by all models is similar: the
Kuroshio current, flowing to the northeast is clearly visible. But
differences can also be appreciated, with meanders and gyres
which are produced by some models but not by others.

Time series of water current magnitude and direction calculated
by themodels are presented in Fig. 4 for P2 at the sea surface. This is
the closest point to Fukushima plant. The order of magnitude of the
calculated currents is the same, but there are significant differences
between models if the current magnitude and its direction are
compared for a given instant of time. Consequently, it is not sur-
prising that there are significant differences in calculated radio-
nuclide concentrations between the models, even in the simple
case of exercise 1. The different water velocities and directions in
the vicinity of the release point lead to significantly different
dispersion paths in the initial stages, which in turn implies that
extremely different radionuclide concentrations are produced by
the models.

An objective comparison between calculated sea surface tem-
perature (SST) fields and satellite observations was carried out to
evaluate closeness between hydrodynamic model fields, and then
assess which model may provide the most realistic picture of cir-
culation. SST fields were used since they can bemore easily handled
than current fields (it is a scalar instead of a vectorial field). Also,
SST can be easily obtained from satellite observations. Finally, SST is
essential in determining baroclinic circulation. Thus, a good SST
r have been compared with measurements. Filled ◊ is P2, is P1 and filled is P3.



Fig. 2. Calculated concentrations (Bq/m3) at the sea surface in point P2 for exercise 1. I/K-E means the IMMSP/KIOST model in Eulerian mode.
description is required to have a realistic representation of
circulation.

The SST gridded fields averaged for first week of April 2011 were
provided by 7 regional models (Appendix A): HYCOM, Univ. of
Kyoto, JCOPE2, MARS, NCOM, SELFE and SYMPHONIE.

The computed fields were interpolated on the same regular grid
with 200 � 200 cells for a domain extending 140.5e144�E in
longitude and 35.5e38�N in latitude. The same coastal line mask
was applied to all data. The daily satellite SST fields were averaged,
then remaining gaps in observations were filled by linear interpo-
lation from surrounding areas. The field was smoothed and inter-
polated into the same grid as computation data.

A simple method of classification [etalon-field method
(Martazinova, 2005)] was applied. Details are not given, but the
final conclusion was that JCOPE2 circulation is a reasonable selec-
tion to carry out the following dispersion exercises, in which all
models used the same hydrodynamics.

As in the case of exercise 1, the magnitude of the source was
1.0� 106 Bq/s of a long-lived radionuclide (radioactive decay can be
neglected). The release was supposed to start on March 26, 2011,
and time frame of calculations extended until May 30.

This exercise was carried out for two cases: a tracer (perfectly
conservative radionuclide) and 137Cs (including interactions with
bed sediments). Thus, the first case is exactly like exercise 1, but
using the same water circulation by all models. Other model set-
tings were left as originally defined. Each model also used its own
configuration and parameters to define water-sediment
interactions.

Mean daily three-dimensional water currents computed by
JCOPE2 were distributed to all participants and models were
appropriately modified to import such data. In the case of the
tracer, model end-points were exactly the same as in exercise 1:
time series of tracer concentrations at the water surface in points
P1, P2 and P3. Time series at the same points were provided for
137Cs, but for surface water, bottom water (in the deepest layer, in
contact with the seabed) and sediments.
3.2.1. Tracer dispersion
Results for the tracer dispersion exercise are presented in Fig. 5.

It may be observed that, generally speaking, the agreement be-
tween models has been significantly improved. The shapes of the
signals are muchmore similar than in exercise 1. On the other hand,
results are within one order of magnitude.

Although at some times and locations some significant differ-
ences between models still remain (see for instance point P1, some
30 days after March 11), most of the variability has been removed
by the use of the same water circulation. This results the main
factor of variability when the transport of a tracer is simulated.

3.2.2. 137Cs dispersion
In order to simplify the problem, it was considered that bed

sediments were uniform over all the model domain and composed
entirely of fine material (clays) with mean size 10 mm. A uniform
porosity of 0.6 was assumed and, finally, the thickness of the
sediment (which interacts with water) was set to 10 cm. With this
homogenization it is assured that differences between model out-
puts are due to intrinsic factors of the models, but not to input data.
It must be noted that now the objective is to make comparisons
between models, not to compare model results with measurement.
Thus, hypothetical (but realistic) values for some parameters may
be used. Time series of 137Cs concentrations for surface water,
bottom water (deepest water layer, in contact with the seabed)
were provided at points P1 to P3, as commented above.

Results of this exercise are presented in Fig. 6 for P2 as an
example. In the case of surface water, results from all models are
similar, like in the tracer exercise. The reason is that surface water is
scarcely sensitive to the presence of the bed sediment, specially
when water depth increases. The arrival to the signal to point P3
(not shown) produced by KAERI and JAEA models is in very good
agreement.

In the case of bottom water, very low concentrations were
calculated by all models in point P1 (not shown). At P2 (Fig. 6), close
to Fukushima release point, higher concentrations were calculated



Fig. 3. Water currents in the sea surface for March 26th calculated by some hydrodynamic models.



Fig. 4. Time series of surface current magnitude and direction calculated by the different hydrodynamic models in point P2. Current direction is measured in degrees counter-
clockwise from east.

Fig. 5. Time series of radionuclide concentrations at points P1, P2 and P3 for the tracer exercise number 2. I/K-L means the IMMSP/KIOST model in Lagrangian mode.



Fig. 6. Time series of radionuclide concentrations (137Cs) at point P2 for surface water, bottom water and sediment. Exercise 2.
in bottom water. The signal was similar for most models.
Most of the variability between models is now obtained for the

bed sediment. In point P2 (Fig. 6), for instance, results expand over
several orders of magnitude. In general, JAEA model tends to pro-
duce lower concentrations in sediments than the other models.

As a conclusion from this exercise, it can be stated that when the
dispersion of a tracer is simulated, a significant part of the vari-
ability between models is due to the water circulation. Model
agreement increases if the same circulation data is applied by all
models.

In the case of 137Cs, including water sediment interactions, there
were significant differences between models, with calculated
concentrations in the seabed expanding over several orders of
magnitude. Nevertheless, agreement between models in the dis-
solved phase was similar to the tracer case. Each model used its
own description for water/sediment interactions, as well as its own
set of parameters for describing such process. The next obvious
stage is to homogenize the description of water/sediment in-
teractions, using equivalent parameters in all models.

3.3. Exercise 3

This exercise was designed as in the previous cases. A constant
release of 1.0 � 106 Bq/s of a long-lived radionuclide (radioactive
decay can be neglected) was used. The release was supposed to
start on March 26, 2011, and time frame of calculations extended
until May 30. However, exactly the same bathymetric file, which
has been distributed to all groups, was used by all models. In
addition, the same diffusion coefficients were used. Constant and
uniform reasonable values were defined. The purpose of using
constant and uniform values was to remove additional variability
between models which would be introduced if, for instance, a
Smagorinsky's scheme was used to compute the horizontal diffu-
sion coefficient and/or any turbulence model was applied to
calculate the vertical diffusivity.

In addition, the same parameters were used to simulate uptake/
release with sediments. Models may use a distribution coefficient
or, alternatively, kinetic transfer coefficients. Values for the two
options were defined. The equilibrium distribution coefficient is:
2.0 m3/kg. This is the mean value recognized by IAEA (2004) for
open oceanwaters and is also in agreement with measurements off
Fukushima (Honda et al., 2012). The rate describing release from
sediments is: k2 ¼ 1.16 � 10�5 s�1. The kinetic rate describing up-
take (k1) was derived from k2 and the distribution coefficient as
usual (Peri�a~nez, 2005).

3.3.1. Tracer dispersion
Results for the tracer exercise are summarized in Fig. 7. Results

are within the same order of magnitude for all models in points P1
and P2 (note that now a linear scale has been used for the y axis
instead of a logarithmic one as before). Thus, in general, the use of
the same bathymetry and diffusion coefficients has slightly
improved the agreement between models. Nevertheless, as it could
be seen from exercises 1 and 2, the main factor in producing model
discrepancies is water circulation. In other words, the agreement
improvement was higher from exercise 1 to 2 than from exercise 2
to 3.

In the case of P3, results were similar to those of exercise 2. The
agreement between models was relatively good for both the arrival
of the signal and the calculated concentrations.

3.3.2. 137Cs dispersion
Calculated time series for 137Cs at point P2 are presented in Fig. 8

as an example. It may be seen that the use of the same parameters



Fig. 7. Time series of radionuclide concentrations at points P1, P2 and P3 for the tracer exercise number 3.

Fig. 8. Time series of radionuclide concentrations (137Cs) at point P2 for surface water, bottom water and sediment. Exercise 3 without SPM.



has improved model agreement. Model results were, in general,
within the same order of magnitude (note that logarithm scale is
not been used). In the case of bed sediments, JAEA model produced
lower concentrations than KAERI, I/K-L and USEV models at P1 (not
shown), which were more similar. In the case of P2, results from
these four models gave a good agreement.

In the case of P3 (not shown), the new values defined for the
diffusion coefficients led to a very weak signal. 137Cs did not seem to
reach neither the bottom water nor the bed sediment.

This exercise was repeated with a constant and uniform sus-
pended matter concentration (SPM) in the water column equal to
5 mg/l. Essentially, results (not shown) were the same as in the
exercisewithout SPM. This is not surprising given the relatively low
affinity of 137Cs to be fixed to solid particles. This affinity is quan-
tified by the partition coefficient, which is defined as (Duursma and
Carroll, 1996; Peri�a~nez, 2005):

PC ¼ 1
1þ kd$SPM

(1)

where SPM is the suspended particulate matter concentration and
kd the corresponding distribution coefficient of the radionuclide.
This coefficient gives the fraction of radionuclides remaining dis-
solved, under equilibrium conditions, for a given kd value and
suspended matter concentration. For SPM ¼ 5 mg/L and
kd ¼ 2 � 103 L/kg, which were the values fixed for the exercise, it
was obtained that PC ¼ 0.99, indicating that most of 137Cs remains
in solution (99%), not being significantly adsorbed on suspended
particles. Hence, the contamination of the bed sediment caused by
deposition processes was negligible as well. Contamination of the
bed sediment was mainly produced by direct adsorption of dis-
solved radionuclides present in the bottom water. Actually, the
water-sediment interface may be considered as a high suspended
matter environment (Li et al., 1984). Thus, the corresponding PC
valuewould be significantly higher here and a significant fraction of
137Cs would be adsorbed on the seabed.

Maps showing the computed distribution of 137Cs in bed sedi-
ments are presented in Fig. 9, for JAEA and KAERI models as ex-
amples. Generally speaking, it may be seen that the behaviour of
the radionuclide patch was very similar. For the dissolved phase
(not shown), there was a remarkable agreement between both
models. Essentially the same radionuclide patches were produced
in surface water by these models.

3.4. Comparisons with field data

3.4.1. Source term
In order to compare model predictions with radionuclide con-

centration measurements in the marine environment off Fukush-
ima, a realistic 137Cs source term must be used. Radionuclides were
introduced in the Pacific Ocean both from deposition on the sea
surface of radionuclides previously released to the atmosphere and
because of direct discharge and leakages of contaminated water
into the sea. The reconstructions of source terms are described
below.

3.4.1.1. Atmospheric deposition. Two atmospheric dispersion
models were applied to simulate the dispersion of radionuclides
released to the atmosphere and evaluate the subsequent deposition
on the sea surface. These models were developed by KAERI and
JAEA. The output from both models was compared and the
ensemble average from both was taken as the best possible esti-
mate of deposition.

The main characteristics of the applied atmospheric dispersion
models are presented in Table 3. LADAS (Long-range Accident Dose
Assessment system) was developed by Korea Atomic Energy
Research Institute (Suh et al., 2006, 2009). WSPEEDI-II (Worldwide
Version of System for Prediction of Environmental Emergency Dose
Information) was used by the Japan Atomic Energy Agency (Terada
et al., 2012). Both are particle tracking dispersion models.

A comparison (not shown) of the time series of calculated
deposition at points P1, P2 and P3 gave, in general, a reasonable
agreement between both models, which produced essentially the
same deposition patterns. Main differences appeared at point P2,
and are due to the use of different meteorological data, specially
precipitation data required to simulate wet deposition. Thus,
ensemble average values of deposition from both models, calcu-
lated over thewhole domain of JCOPE2 circulation, was used for the
realistic Fukushima simulations. Integrated deposition over time
intervals of three hours were used.

As an example, ensemble average depositions over the domain
for three time intervals during March are presented in Fig. 10. It
may be seen that soon after the tsunami the atmospheric plume
was directed to the north-east. On March 16th, a significant
deposition occurred inland. Three days later, the plume curved to
the south, although deposition was reduced by one order of
magnitude.

3.4.1.2. Direct releases and leakages. The source term of 137Cs
released directly into the ocean from the Fukushima Daiichi NPP
was estimated as described below. Full details are given in
Kobayashi et al. (2013). Monitoring data from the web site of Tokyo
Electric Power Company (TEPCO), regarding the area near the
northern and southern discharge channels of the Fukushima Daii-
chi NPP, were used (TEPCO, 2011a) for this purpose.

The release point was determined to be the middle point along
the coast between the northern discharge channel and the south-
ern discharge channel of the Fukushima Daiichi NPP. It was
assumed that the direct release into the ocean started on March 26.
This was indicated by the analysis of the 131I/137Cs activity ratios
(Tsumune et al., 2012) in ocean water. Discharges were assumed to
continue until June 30. The amount of 137Cs released directly into
the ocean was estimated based on their concentrations at the
northern and southern discharge channels of the Fukushima Daii-
chi NPP, which were monitored almost twice a day. First, the daily
concentrations were averaged, and then the amount of 137Cs at the
sea surface within a volume of 1.5 km � 1.5 km � 1 m was calcu-
lated assuming that 137Cs with averaged concentrations exists in
the volume, because the distance between the northern and
southern discharge channels is about 1.5 km. Finally, the calculated
amounts were adjusted by multiplying the constant (7.5) obtained
from a comparison of the total released amount of 137Cs during
120 h from April 1 to April 6 with the values reported by TEPCO,
which states that the total released amount of 137Cs during this
period was 0.94 PBq.

Fig. 11 shows the resulting temporal variation of the released
amount of 137Cs to be used in the simulations. This source term
estimation led to a total 137Cs release of 3.5 PBq fromMarch 26th to
June 30.

3.4.2. 137Cs dispersion
The time frame of calculations extended from March 12 until

June 30. Time series of calculated 137Cs concentrations in surface
water were provided by models for the points shown in Fig. 1, for
which time series of measured concentrations were obtained by
TEPCO (T1 to T8). These measurements were reported in regular
press releases (TEPCO, 2011b). Three additional points sampled by
Oikawa et al. (2013) were added to compare model results with
measurements taken at larger distances from Fukushima.

A comparison of model results with 137Cs measurements in



Fig. 9. Calculated 137Cs distribution at bed sediments (Bq/kg) by JAEA (top) and KAERI (bottom) models for the 137Cs exercise with SPM in the water column. Results correspond to
May 30th, 2011.
surface water for exercise 4a (JCOPE2 circulation and same pa-
rameters) may be seen in Figs. 12 and 13 for points T1-T8 and the
three additional points at far distances from Fukushima, respec-
tively. The general structure of the time series was very similar in all
models, since the same water circulation was used. There was also
an acceptable agreement with measured concentrations. At large
distances from Fukushima, all models agreed in producing con-
centrations below 10 Bq/L (except in E3). Additionally, peaks were
generated at approximately the same time periods, except in B1,
where a more noisy signal was produced by some models.

Results for exercise 4b are presented in Figs. 13 and 14. The
decrease in concentrations which was produced by models around
day 50 in exercise 4a at some points (with JCOPE2 circulation) is
now not observed in JAEA model (see for instance T4), which
reproduced very well the measured concentrations. This models
used water circulation from the University of Kyoto hydrodynamic



Table 3
Main characteristics of atmospheric dispersionmodels. JST and KSTare, respectively,
Japan and Korea standard times. Kh and Kv are the horizontal and vertical diffusion
coefficients and Sc means scavenging (s�1). ♯Mellor and Yamada (1982).

WSPEEDI-II LADAS

Meteorological Japan meteorological Korea meteorological
data Agency and MM5 Administration
Domain 34-40�N, 138e145�E 34-40�N, 138e145�E
Horizontal resolution 6 km � 6 km 12 km � 12 km
Simulation period 2011.3.11, 23 h - 2011.3.12, 5 h -

2011.5.30, 17 h (JST) 2011.5.31, 0 h (KST)
137Cs source Terada et al. (2012) Terada et al. (2012)
Release height 20 m, 120 m 20 m
Kh Gifford (1982) 2.5 � 104 m2/s
Kv Mellor-Yamada♯ level 2.5 1.0 m2/s
Dry deposition 0.001 m/s
velocity 0.005 m/s on forests 0.001 m/s
Wet deposition Sc ¼ 5.0 � 10�5I0.8 Sc ¼ 5.0 � 10�5I0.8

scheme I: precipitation (mm/h) I: precipitation (mm/h)
Output interval 3 h 3 h

Fig. 10. Examples of calculated 137Cs depositions (Bq/m2) at three dates over the JCOPE2 d
integrated depositions over a three hour time interval. Japanese Standard Time (JST) is 9 h
model, which has a higher spatial resolution in the area of
Fukushima than JCOPE2. This higher resolution may be leading to a
more accurate circulation in the area and a less noisy concentration
time series. Generally speaking, except in the case of JAEA, models
tended to underestimate dissolved 137Cs concentrations.

Model results for seabed sediment 137Cs concentrations were
also compared with measurements. Results for exercise 4a are
presented in Fig. 15. Here, the computed concentrations at the end
of the simulation period (June 30) are drawn together with TEPCO
measurements. Given that the same water circulation was used in
all models, the resulting 137Cs distributions in sediments resulted
similar, with the highest concentrations in the area of Fukushima
and some extension towards the south and northeast. There is
consensus in the fact that most of the 137Cs remains in a band along
the coast and model results generally agree by order of magnitude
with measurements.

In the case of exercise 4b, results for the bed sediment are
presented in Fig. 16. The use of different water circulation led to
different distributions of 137Cs in sediments. It is particularly
interesting to observe that the University of Kyoto circulation (in
omain. The ensemble average between both models is presented. Data correspond to
ahead of UTC.



Fig. 11. 137Cs daily direct releases to the Pacific Ocean from March 26 to June 30.
JAEA model) led to a very narrow contaminated band along the
coast and in the Bay of Sendai. There was not any extension of 137Cs
north of 38.5� latitude, as found in measurements. However, dis-
solved concentrations calculated with this model were in the best
agreement with measurements. Thus, JAEA model is performing
better than the others when calculating surface dissolved concen-
trations, but worse than the others for the bed sediment. This
cannot be attributed to the water/sediment interaction description,
since in the case of exercise 4a (Fig. 15) output of this model was
similar to the others. Instead, it seems that the University of Kyoto
circulation model does not accurately reproduce deep circulation.
In this sense, it has already been pointed out (Monte et al., 2006)
that models may perform differently depending on the target var-
iable. For instance, one model may predict radionuclide concen-
trations in bed sediments in good agreement with measurements,
but it may provide not so good results for the water column. For
another model, the situation may be the opposite.

The differences between Eulerian (I/K-E and USEV) and
Lagrangian (JAEA and KAERI) models may be clearly appreciated
from the maps of sediment concentrations (Figs. 15 and 16).
Eulerian models introduce artificial (numerical) diffusion which
leads to smother concentrations maps, with 137Cs present over all
the domain. However, the differences between the I/K model in
Lagrangian and Eulerian modes were relatively small in Fig. 16.

Some comments should be given with respect to the possible
contamination of model results by the previous knowledge of
measured data. While exercises 1 to 3 were completely blindmodel
tests, this is not entirely true for exercise 4b. In the case of I/K
model, the desorption rate from the sediment was fitted to repro-
duce themeasured inventory (Black and Buesseler, 2014) in the bed
sediment. However, model results can be considered as blind for
the dissolved concentrations. Exactly the same occurred in the case
of USEV model. KAERI model was slightly modified with respect to
exercises 1e3 to obtain a better agreement with observations. This
modification consisted of making the release in a single point
instead of into an Eulerian grid cell. Also, it was found that the best
agreement with observations was obtained with parameters
defined in exercise 3. Consequently, results for KAERI model exer-
cises 4a and 4b were the same. KAERI model results cannot be
considered blind. Finally, JAEA model application has been a blind
exercise for both water and sediments.

In spite of some contamination of model results by knowledge
of data, model results were in general consistent between them and
with observations. The range of computed values for a given target
variable may be regarded as an estimation of model uncertainty.
Nevertheless, it seems that in general 137Cs concentrations in sur-
face water tend to be underestimated, while a good representation
of sediments was generally obtained.

4. Summary and conclusions

A sequence of numerical exercises was carried out in which a
progressive harmonization of models (understood as using the
same forcing and parameterizations) was performed.

Initially, an exercise concerning a constant release of a perfectly
conservative radionuclide (a tracer) was carried out. In these cal-
culations, each modelling team used its own configuration for the
model (set-up, parameters) and water circulation in the Pacific
Ocean (this may be calculated by the model itself in some cases or
imported from operative ocean forecasting systems in others).

Results from this exercise presented a significant variability
(several orders of magnitude) between model outputs, even in a
point very close to Fukushima outlet.

This variability in model results can be first attributed to the
different descriptions of hydrodynamics in each model. Actually,
water currents are the dominant factor in determining tracer
dispersion in the marine environment. Consequently, model vari-
ability could be reduced if all the dispersion models were run with
exactly the same description of water circulation for the period of
interest.

To perform this task, the hydrodynamic description to be used
by the participating teams must be selected. A comparison of the
hydrodynamics (calculated or imported) used by each model was
carried out. The overall patterns of currents provided by themodels
were similar, showing the same general features (as the Kuroshio
current). However, a comparison of time series of water current
magnitude and direction at a given point showed a strong vari-
ability in the signals produced by the models. Thus, it is not



Fig. 12. Calculated and measured 137Cs concentrations in surface water at points sampled by TEPCO. Exercise 4a.



Fig. 13. Calculated and measured 137Cs concentrations in surface water at points B1, J1 and E3. Top: exercise 4a; bottom: exercise 4b.
surprising that dispersion models produced so different results.
After a comparison of hydrodynamic model outputs with

observed SST fields, it was concluded that a reasonable choice
would be the JCOPE2 circulation. Thus, current fields produced by
this hydrodynamic model were used in the following exercises.

A second dispersion exercise was carried out using a tracer and



Fig. 14. Calculated and measured 137Cs concentrations in surface water at points sampled by TEPCO. Exercise 4b.



Fig. 15. 137Cs in bed sediments (Bq/kg) at the end of the simulation period for exercise 4a. Logarithms of calculated and measured concentrations are drawn. The colour scale is the
same for all maps.
137Cs (including water/sediment interactions) and JCOPE2 circula-
tion, as mentioned above. In the case of the tracer, model variability
was significantly reduced. Results were, in general, within one or-
der of magnitude.

In the case of 137Cs, results for surface water were similar to
those of the tracer, since these waters are scarcely sensitive to the
presence of the seabed. Most of the variability betweenmodels was
now obtained for the bed sediment. Here, in some points, results
expanded again over several orders of magnitude. Nevertheless,
maps of 137Cs concentrations in water and sediment showed the
same general features. As a consequence, it may be concluded that a
significant part of the variability between models is caused by the
description of hydrodynamics. Of course, in the case of 137Cs in the
sediment, model variability must be due to the different de-
scriptions of water/sediment interactions used by each dispersion
model.

The third exercise consisted of using the same description for
water/sediment interactions in the case of 137Cs. Thus, the same kd,



Fig. 16. 137Cs in bed sediments (Bq/kg) at the end of the simulation period for exercise 4b. Logarithms of calculated and measured concentrations are drawn. The colour scale is the
same for all maps.
or equivalent kinetic ratios (to be used in cases of equilibrium or
dynamic models respectively), were used. An additional harmoni-
zation of models in this exercise has consisted of using the exactly
the same topographic data for the Pacific Ocean and the same
values for the horizontal and vertical diffusion coefficients. This
exercise was again carried out for a tracer and for 137Cs. In the last
case, the effects of considering the presence of suspendedmatter in
the water column was also investigated.

In the case of the tracer, agreement between models improved
with respect to exercise 2. However, it seems clear that the main



3 http://www.jamstec.go.jp/frcgc/jcope/htdocs/e/jcope_system_description.html.
factor in producing model discrepancies is water circulation, since
model agreement improvement was higher from exercise 1 to 2
than from exercise 2 to 3.

In the case of 137Cs, the use of the same water/sediment
parameterization also led to a better agreement between model
outputs in bed sediments. Calculated 137Cs concentration maps in
water and sediments were also similar, models producing the same
behaviour. In this respect, it is also clear and obvious that a good
description of contamination in the deepest water is essential for a
good description of radionuclide adsorption by seabed sediments.

The presence of suspended matter in the water column did not
affect the calculated dissolved concentrations. This is not surprising
given the relatively low affinity of 137Cs to be fixed to the solid
phase and the low suspended matter concentration in open ocean
waters.

At this stage, given the model harmonization which was carried
out, it does not seem possible to achieve a better agreement be-
tween models. Differences in model outputs were now due to
intrinsic differences between models: a) Lagrangian vs. Eulerian
models and b) different numerical schemes which may be used for
each model category mentioned above. In this sense, the method
used to reconstruct concentrations from the density of particles in
Lagrangian models may be relevant. Nevertheless, the overall
agreement between models which, generally speaking, was ach-
ieved may be considered satisfactory.

All the exercises carried out considered a constant hypothetical
source of radionuclides from Fukushima. The final stage of this set
of simulations consisted of the use of a realistic source term. This
allowed the comparisons of model outputs with 137Cs measure-
ments in water and sediments.

Generally speaking, model results were in good agreement with
observations; although dissolved 137Cs concentrations in surface
water tended to be underestimated. It was also found that some
models performed better for some target variables than for others.
There was consensus between all models in the sense that
contamination of the bed sediments extended over a banded area
along the coast. Whenmodels were applied in exercise 4b, i.e., each
team used its own water circulation and model parameterization,
there was in general a very good agreement in modelemodel and
model-data comparisons. This agreement, better than in the
modelemodel comparisons of the very simple exercise 1, has to be
attributed to some contamination due to the previous knowledge of
measured data. Thus, exercise 4 was not a pure blind model test as
exercises 1, 2 and 3.

It may be concluded that dispersion models are robust tools,
although very sensitive to water circulation description in highly
dynamic environments, as Fukushima coastal waters. If models for
supporting decision-making after emergencies are designed, spe-
cial care should be paid to the forcing of the dispersion model by
water circulation in this type of environment. Further research in
this topic is clearly required.
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A. Hydrodynamic models

Hydrodynamic models are very briefly described in this ap-
pendix. MARS (Appendix A.5) and SYMPHONIE (appendix A.6)
models also calculate dispersion.

A.1. JCOPE2, Japan Coastal Ocean Predictability Experiment

JCOPE2 (Japan Coastal Ocean Predictability Experiment) has
been developed by JAMSTEC (Japan Agency of Marine-Earth Sci-
ence and Technology).3 It is based on one of the world community
models, Princeton Ocean Model. Open boundary conditions are
obtained from a global scale circulation model with lower resolu-
tion, using a one-way nesting procedure.

JCOPE2 consists of 23 vertical levels and spatial resolution is
about 9 km. The model is driven by wind stresses, and heat and salt
fluxes. Thewind stress and heat flux field are calculated from the 6-
hourly NCEP Global Forecast system data using bulk formulae. The
salinity at the surface is restored to the monthly mean climatology
with a time scale of 30 days.

The output of JCOPE2 is used for ship routing of oil tankers,
fishery and drilling ships. Some examples of applications may be
seen in Miyazawa et al. (2009, 2012, 2013). It has also been already
applied to simulate the dispersion of Fukushima releases in the
Pacific (Min et al., 2013; Peri�a~nez et al., 2012, 2013a, 2013b).

A.2. NCOM, Navy Coastal Ocean Model

NCOM is a numerical model to produce surface currents and
temperature, mixed layer depth, current and thermohaline profiles
in global scale (Barron et al., 2006). NCOM is a free surface,
primitive-equation model and having a curvilinear horizontal grid.
Horizontal resolution varies from 19.5 km near the equator to 8 km
in the Arctic, with mid-latitude resolution of about 1/8� latitude
(~14 km). The hybrid sigma/z vertical schemes are adopted with 19
terrain following sigma-levels in the upper 137 m, and 21 fixed-
thickness ze levels extending to a maximum depth of 5500 m.
NCOM extends from the Arctic Ocean to the coast of Antarctica and
from the open ocean over the shelf break to near-shore regions. The
present daily model run consists of a 72-h hindcast to assimilate
fields that include recent observations, and a 72-h forecast. Global
NCOM produced sea surface height, salinity, temperature, u-ve-
locity and v-velocity. Global NCOM can include atmospheric forc-
ing, but it does not include tidal heights and currents.

Global NCOM was retired on 5 April 2013 and replaced by
operational 1/12� HYCOM. Especially, after the Fukushima accident,
three hour averaged three-dimensional currents near Fukushima
region were produced from NCOM, operated by the US Navy
operational global Nowcast/Forecast system fromMarch 12 to June
30, 2011. There were 40 vertical levels and the spatial resolution
was 1 km.

A.3. HYCOM, Hybrid Coordinate Ocean Model

HYCOM consortium is a multi-institutional effort sponsored by
the National Ocean Partnership (NOPP) as a part of U.S. Global Ocean
Data Assimilation Experiment (GODAE) (Bleck, 2001). HYCOM is a
primitive equation, general circulation model with vertical co-
ordinates that remain isopycnic in the open, stratified ocean.

Computations in global HYCOM are carried out on a Mercator
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grid between 78� S and 47� N (1/12� horizontal resolution at the
equator). A bipolar patch is used for regions north of 47� N. The
horizontal dimensions of the global grid are 4500 � 3298 grid
points resulting in ~7 km spacing on average. There are 33 vertical
layers. Surface forcing includes wind stress, wind speed, heat flux
and precipitation. HYCOM uses the Navy Coupled Ocean Data
Assimilation System (NCODA) in U.S. for data assimilation. The
outputs are surface heat flux, sea surface height, surface salinity
trend, surface temperature trend, salinity, potential temperature, u-
velocity and v-velocity. Global HYCOM can include atmospheric
forcing, but it does not include tidal heights and currents.
A.4. Kyoto University

The coastal model was developed by Kyoto University, the Japan
Agency for Marine-Earth Science and Technology (JAMSTEC), and
the Japan Marine Science Foundation (Kawamura et al., 2011). A
nesting method enables downscale calculation from the largest
area, that covers the northwestern part of North Pacific with hori-
zontal resolutions of 1/8� in latitude and 1/6� in longitude, to the 2-
step-nested finer domain around the Fukushima area, with hori-
zontal resolutions of 1/72� in latitude and 1/54� in longitude
(approximately 1.5 km). The model domain for the coastal model
extends from 140.5� E to 144� E longitude and from 35.5� N to 38.5�

N latitude. There are 78 layers set in the vertical. The four-
dimensional variation (4D-VAR) method was applied for outer-
most model to obtain the reanalysis data.
A.5. MARS3D, IFREMER (France)

Circulation modelling was performed using the operational
MARS-3D code (3D hydrodynamical Model for Applications at
Regional Scale) developed by IFREMER (French Research Institute
for Exploitation of the Sea). This is a three-dimensional model with
reduced sigma vertical coordinates based on the resolution of the
NaviereStokes equations (Lazure and Dumas, 2008). This model
with free surface resolves primitive equations using a time-
splitting scheme under assumptions of Boussinesq approxima-
tion, hydrostatic equilibrium and incompressibility.

Application to Fukushima area is described in Bailly du Bois et al.
(2014). The model domain covers the oceanic area off Fukushima:
31�N e 43.2�N, 137�E � 150�E (1000 km � 1200 km). The hori-
zontal resolution is 1/60�(one nautical mile), in both EeWand NeS
directions, with 742 grid cells in the EeW direction and 622 in the
NeS direction. The vertical resolution of the sigma coordinate is 40
layers refined near the surface. Bathymetric data are derived from
JODC.

Wind forcing, water and heat flux are downscaled from the at-
mospheric forecast and hindcast of the National Centers for Envi-
ronmental Prediction (NCEP) meteorological global model (http://
www.ncep.noaa.gov/) with a resolution of 1/2�. At the scale of
thermohaline and geostrophic effects, the initial and boundary
conditions are derived from the daily oceanic forecast and hindcast
of the global model proposed by Mercator-Ocean with a resolution
of 1/12� (http://www.mercator-ocean.fr/). For the downscaling
procedure, the temperature, salinity, currents and sea level are
interpolated in both time and space to provide initial and boundary
conditions. The tide at open boundary conditions is prescribed
using 16 tidal harmonic components from the FES2004 numerical
atlas with a horizontal resolution of 1/8�.

Radionuclide dispersion is calculated using an Eulerian method.
The parallelized MARS3D code runs on 256 MPI ranks for the
present Fukushima application.
A.6. SYMPHONIE (SIROCCO, University of Toulouse, France)

The used model is the non-hydrostatic ocean model following
the Boussinesq hydrostatic SYMPHONIE model developed by the
Sirocco system team. Both are using an Arakawa type finite differ-
ence method for the C grid. The principal equations of the physical
engine are detailed in Marsaleix et al. (2006, 2009). The physical
and numerical options (Non-Hydrostatic, free surface, generalized
coordinates combined to an ALE method) are particularly suitable
for the coastal area.

Modelling has been performed at the request of the Interna-
tional Atomic Energy Agency. The complete description and results
are available in Estournel et al. (2012).

The model uses a stretched horizontal grid with a variable
horizontal resolution, from 600m� 600m at the nearest grid point
from Fukushima, to 5 km� 5 km offshore. The vertical grid is based
on a generalized s-coordinate system. The 30 vertical levels are
irregularly distributed, with increased resolution near the sea
surface.

The model was initialized and forced at its lateral boundaries
with the global NCOM real-time operational ocean model of the
U.S. Navy (Barron et al., 2006) operated by NOAA. At the sea surface,
the ocean model is forced by the meteorological fluxes delivered
every 3 h by ECMWF. The tidal forcing at the lateral open bound-
aries is provided by the T-UGO model, implemented for this pur-
pose by the SIROCCO team on the Japanese Pacific coast. The main
rivers of the region (between 35.5� and 38.5� N), the Tone to the
south, and the Natori and Abukuma to the north, were introduced
into the model on the basis of climatological freshwater discharges
(190, 17 and 67 m3/s respectively).

The model was initialized on 2011 February 21st. Currents and
vertical diffusivities computed by themodel were averaged over 3 h
periods and stored to compute the advection and diffusion of
tracers in off-line mode, using an Eulerian representation. An
inverse-method calculation was carried out to estimate the source
term.

A.7. SELFE

The 3D circulation hydrostatic model SELFE (Zhang and Battista,
2008; Roland et al., 2012) renamed now as SCHISM (http://ccrm.
vims.edu/schism/) is an open-source community-supported
modelling system based on unstructured grids, designed for
seamless simulation of 3D baroclinic circulation across the scales. It
solves Reynolds-stress averaged NaviereStokes (RANS) equations
using the Generic Length Scale (GLS) turbulence closure by Umlauf
and Burchard (2003). The circulation model is coupled with the
spectral wave WWMII and a sediment transport model. In the
multi-fraction sediment transport model the non-cohesive sedi-
ment flux due to sediment deposition is simulated as a flux of
particles that fall down with a settling velocity. The erosion flux is
calculated using van Rijn (1984a, 1984b) formulations. For the
cohesive sediments, a deposition flux appears only if the shear
stress is lower than the critical shear stress for deposition. The
erosion flux for cohesive sediments is formulated following
Ariathurai and Arulanandan (1978). For themixture of cohesive and
non-cohesive sediments the model follows the assumptions made
by van Ledden (2003). The Winterwerp and van Kesteren (2004)
equilibriummodel is used to calculate floc size and settling velocity.

The calculation mesh for the northwestern Pacific Ocean sim-
ulations contains 49,700 nodes and 97,989 triangular elements and
has resolution from approximately 500 m near the Fukushima Dai-
ichi NPP to 10 km in the NW Pacific. The surface forcing is obtained
from ERA Interim reanalysis. The lateral boundary conditions for
SELFE calculations were obtained from HYCOM nowcast/forecast

http://www.ncep.noaa.gov/
http://www.ncep.noaa.gov/
http://www.mercator-ocean.fr/
http://ccrm.vims.edu/schism/
http://ccrm.vims.edu/schism/


system. The SELFE temperature was nudged towards the HYCOM
fields. The tidal forcing is imposed at open boundaries using
NAO.99b tidal prediction system.
B. IMMSP/KIOST model

The model developed by IMMSP/KIOST for radionuclide trans-
port may run in twomodes: Eulerian (I/K-E) and Lagrangian (I/K-L).
Water circulation and sediment transport is obtained from SELFE
model (appendix A.7).

The Eulerian radionuclide transport model in describes the key
exchange processes in the system of water-multi-class sediments.
In the water column radionuclides in dissolved and particulate
phases are transported by currents (advection processes) with the
simultaneous influence of the turbulent diffusion processes. The
radionuclides in dissolved phase interact with the particulate phase
(suspended sediments and bottom deposits). The transfer of ac-
tivity between the dissolved and particulate phases is described by
adsorptionedesorption processes in terms of the desorption rates
and the distribution coefficients for the water column and for the
bottom deposit. The distribution coefficient is written as a function
of the particle size following Peri�a~nez (2005). The settling of
contaminated suspended sediments and the bottom erosion are
important pathways of radionuclide exchanges between bottom
and suspended sediments. The transfer of activity between the
water column and the pore water in the upper layer of the bottom
sediment is governed by a diffusion processes.

In the Lagrangian model a release of radioactivity is simulated
by a large number of particles, each of them transport an equal
amount of activity. We use the same equations as for Eulerian
model but for only one characteristic fraction of sediments. The
particles are transported by currents, turbulent diffusion and they
can settle with sediment particles. The turbulent diffusion, transfer
of activity between solute, particulate and bottom phases and
decay are described by stochastic methods (Peri�a~nez and Elliott,
2002).
C. LORAS model (KAERI)

An oceanic dispersionmodel named LORAS (Lagrangian Oceanic
Radiological Assessment System) has been developed by Korea
Atomic Energy Research Institute to evaluate the transport char-
acteristics of the radionuclides released into the sea for a nuclear
accident (Min et al., 2013).

The model was designed to calculate radionuclide concentra-
tions in seawater, suspended matter and seabed sediments in time
and space using a particle tracking method. The particle tracking
technique has some advantages over finite difference methods. In
particular, numerical diffusion is not introduced and the exact
position of the release point may be specified. Thus, it is not
necessary to assume that the discharge is instantaneously mixed
into a grid cell of a given size. A passive particle is transported by
current components and dispersed by turbulent motion. Currents
are supplied by the hydrodynamic circulation model and turbulent
dispersion is evaluated using a random walk method (Min et al.,
2013, 2014). The dispersion of reactive and non-reactive radionu-
clides may also be simulated in the model. Three dimensional
turbulent diffusion and the pollutant interactions between water,
suspended matter and bottom sediments are simulated using a
stochastic method (Peri�a~nez and Elliott, 2002). These processes are
formulated using kinetic transfer coefficients, considering that ex-
changes of radionuclides between the liquid and solid phases are
governed by a first-order reversible reaction.
D. Sisbahia (Instituto de Engenheria Nuclear)

A comprehensive description of SisBAHIA can be found on the
pertinent references (Rosman, 2001; Cunha and Rosman, 2005;
Lamego, 2013a, 2013b; Saad, 1994). In short, the current version
has the following main features:

Hydrodynamic model: it is a constant density 3D/2DH hydro-
dynamic circulation model optimized for natural water bodies.
Results can be either three-dimensional (3D) or vertically
averaged (2DH) depending on input data. “Optimized” is used in
the sense of a model planned for optimal representation of flows
in natural water bodies. Calibration process is minimized due to:
spatial discretization via quadratic finite elements and s trans-
formation, allowing optimal representation of water bodies
with complex geometries and bottom topography; wind field
and bottom roughness that can vary dynamically in time and
space, and self-adjusting multi-scale turbulence modelling
based on Large Eddy Simulation. Awind-wave generationmodel
is included.
Eulerian transport model: it is a general purpose advective-
diffusive transport model with kinetic reactions, for 2DH or
selected layers of 3D flows with a given thickness. This model
can be used to compute space distribution and fate of dissolved
contaminants. A set of Eulerian transport models for the coupled
simulation of water quality parameters is also included.
Lagrangian transport model e deterministic mode: it is a
general purpose advective diffusive transport model with ki-
netic reactions for selected layers of 3D and for 2DH flows. This
model is especially suitable for the simulation of plumes or
clouds that are initially small to be well resolved by the dis-
cretizing mesh of the associated hydrodynamic model. Any
curve representing a kinetic reaction dependent on the lifetime
of a given particle can be adopted. The user can choose to run
the model in free transport mode or conditioned transport
mode. The latter is particularly suitable for simulations of
sedimentological processes. The transport can be conditioned
by a minimum velocity, minimum bottom stress due to currents
or due to currents and wind waves. The user can specify a
tolerance band for the limiting condition, inwhich the transport
of a particle follows a fuzzy decision process. In addition, this
model may also run in probabilistic mode.
E. SEA-GEARN (JAEA)

A particle random-walk model, SEA-GEARN (Kobayashi et al.,
2007), has been used to simulate radionuclide transport model in
the Pacific Ocean. SEA-GEARN uses three-dimensional velocity data
calculated by an ocean general circulation model as the input var-
iables. If non-conservative radionuclides are concerned, the in-
teractions with particulate matter must be considered. To take
these situations into account, a new model that solves three-phase
interaction, developed by Peri�a~nez (Peri�a~nez and Elliott, 2002), was
adopted in SEA-GEARN. Radionuclides are assumed to exist in three
phases, such as dissolved, large particulate matter (LPM) and active
bottom sediment. The LPM is an aggregatewhich has a single radius
and density.

The following assumptions are made: (1) the dissolved phase
consists of radionuclides that are dissolved and adsorbed onto fine
(diameter <0.8 mm) particles without settling velocity, (2) the LPM
phase consists of radionuclides that are adsorbed on settling sus-
pended particles, (3) the active bottom sediment phase consists of
radionuclides that are adsorbed on the LPM phase and deposit on
the seabed. These particles may re-suspend according to the



bottomwater velocity. Kinetic transfer coefficients are used for the
calculation of adsorption/desorption between dissolved phase and
LPM phase or between dissolved phase and seabed sediment phase
(Peri�a~nez, 2003b).

F. USEV-3D model

This model is based on the three-dimensional advection/diffu-
sion dispersion equations. Water circulation has been obtained
from JCOPE2 hydrodynamic model (Peri�a~nez et al., 2012, 2013a,
2013b). Daily three-dimensional currents are imported to solve
the advective transport of radionuclides.

There has been evidence to suggest that uptake takes place in
two stages: fast surface adsorption followed by slow migration of
ions to pores and interlattice spacings (Nyffeler et al., 1984; Ciffroy
et al., 2001; El Mrabet et al., 2001). Consequently, two kinetic
models have been tested in the Fukushima application. The 1-step
model considers that exchanges of radionuclides between water
and sediments are governed by a first-order reversible reaction,
being k1 and k2 the forward and backward rates respectively. The 2-
step model considers that exchanges are governed by two
consecutive reversible reactions: surface adsorption is followed by
another process that may be a slow diffusion of ions into pores and
interlattice spacings, inner complex formation or a transformation
such as an oxidation. k3 and k4 are forward and backward rates for
this second reaction. Thus, sediments are divided in two phases: a
reversible and a slowly reversible fraction. It has been shown that
the 2-step model reproduces both the adsorption and release ki-
netics of 137Cs in the Irish Sea, where it is released from Sellafield
nuclear fuel reprocessing plant (Peri�a~nez, 2003a).

In a previous work (Peri�a~nez et al., 2012) concerning the
dispersion of 137Cs released from Fukushima it was found that the
2-step model reproduced measured 137Cs concentrations in bed
sediments better than the 1-step model. Consequently, the 2-step
model has been used in all Fukushima exercises involving this
radionuclide, except when common parameters for all models are
defined (exercise 3 and 4a).

Some parameters are required to simulate 137Cs dispersion.
Rates k2, k3 and k4 are taken from previous works dealing with
dispersion of this radionuclide (Peri�a~nez, 2004, 2008). Although it
is true that kinetic rates are site-specific, there is not information
about them in Japan Pacific Ocean coastal waters. Thus, represen-
tative values already used in the English Channel and Western
Mediterranean Sea have been used as a first order approximation.
As discussed before (Peri�a~nez, 2003a, 2004, 2008, 2009), the ki-
netic rate k1 can be deduced from rates mentioned above and the
radionuclide distribution coefficient kd. The mean value of the
measured Cs distribution coefficient in Japanese coastal water is
2.1 � 103 (Honda et al., 2012), comparable to the IAEA (2004) rec-
ommended value. We have fixed kd ¼ 2 � 103 to deduce k1
following the procedure described in such references. The distri-
bution of fine sediments in the seabed has been reconstructed from
information in Saito (1989).
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