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one of the most promising algorithms resulting in faster exe-
cution and providing a smaller number of intervals. This be-
havior is outstanding when the data set have a large number
of classes, although it has a slight reduction in the capacity of
identification [5, 10].

Another problem in the process of classification is the ex-
istence of irrelevant features [11]. When data is obtained ex-
perimentally, is not considered what features are relevant to
the study system. Several techniques [12, 13, 14] have been
developed to reduce the number of features and determine
which are relevant to the system. Some of these techniques
are based on principal components analysis [15] or factorial
analysis [16].

The Ameva discretization algorithm [10] performs the dis-
cretization process effectively and quickly, so the set of val-
ues of a feature is greatly reduced, but not reduce the number
of features. Because Ameva uses the statistic χ2 to determine
the relationship between features and classes, it is possible
to use this algorithm to determine the relationship between
features.

In this paper, a new method that quantitatively relates the
dependence of features by using the Ameva discretization al-
gorithm and the advantages of a qualitative model has been
developed. This method uses Ameva exploiting its advan-
tages in runtime and brings a different approach which was
developed on.

The rest of this paper is organized as follows: first, the
definition of the problem is presented in Section 2 for estab-
lish the notation of the rest of the paper. Also, the Ameva
discretization algorithm and the Entropy coefficient are pre-
sented. Section 3 presents the new methodology for deter-
mined the dependence between features using the Ameva
algorithm and the entropy coefficient. Section 4 reports the
obtained results of applying the methodology over different
medical datasets. The paper is finally concluded with a sum-
mary of the most important points and future works.

II. DISCRETIZATION

Let X = {x1,x2, . . . ,xn} be a data set of a continuous at-
tribute X of mixed-mode data such that each example xi be-
longs to only one of the ` classes of a class variable denoted
by

C = {C1,C2, . . . ,C`}, `≥ 2 (1)

Abstract— A methodology to quantify the dependence be-
tween features using the Ameva discretization algorithm and 

 the advantages of qualitative models is presented in this paper. 
This approach will be applied over medical data sets. A com-
 parison among Ameva and other related works has been done. 
The results, as will be depth explained in this paper, show that 
 Ameva-based methodology can be used to determine the depen-
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of instances. This is a quite important feature in genomic en-
vironments among others. This methodology has been applied 
to some well-known medical data sets and the results obtained 
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I. INTRODUCTION

The problem of classification is one of the main problems 
in data analysis and pattern recognition that requires the con-
struction of a classifier, that is, a function that assigns a class 
label to instances described by a set of features. The induction 
of classifiers from data sets of classified instances is a central 
problem in machine learning. For that purpose, a large num-
ber of methodologies based on SVM [1], Naive Bayesian [2], 
C5.0 [3], etc. have been developed.

Discretization is an important preprocess in classification. 
This process establishes a relationship between continuous 
variables and their discrete transformation through functions. 
Some studies [4] have shown that it is more efficient to exe-
cute a prior process of discretization of continuous features. 
This process reduces the computation time and memory us-
age in the application of classification algorithms and it is 
used to manage more effectively the set of values of a fea-
ture. Some relevant discretization methods are Ameva [5], 
Chi2 [6], Khiops [7], CAIM [8] and others [9].
The Ameva discretization method has been confirmed as
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A continuous attribute discretization is a function D :
X → C which assigns a class Ci ∈ C to each value x ∈X
in the domain of property that is being discretized.

Let us consider a discretization D which discretizes X
into k discrete intervals:

L (k;X ;C ) = {L1,L2, · · · ,Lk}

where L1 is the interval [d0,d1] and L j is the interval
(d j−1,d j], j = 2,3, . . . ,k. Thus, a discretization variable is
defined as L (k) = L (k;X ;C ) which verifies that, for all
xi ∈ X , a unique L j exists such that xi ∈ L j for i = 1,2, . . . ,n
and j = 1,2, . . . ,k. The discretization variable L (k) of at-
tribute X and the class variable C are treated from a de-
scriptive point of view. They are two discrete attributes, so
a two-dimensional frequency table (called contingency table)
as shown in the Table 1 can be built.

Ci|L j L1 · · · L j · · · Lk ni·
C1 n11 · · · n1 j · · · n1k n1·
...

...
. . .

...
. . .

...
...

Ci ni1 · · · ni j · · · nik ni·
...

...
. . .

...
. . .

...
...

C` n`1 · · · n` j · · · n`k n`·
n· j n·1 · · · n· j · · · n·k N

Table 1: Contingency table

In Table 1, ni j denotes the total number of continuous val-
ues belonging to the Ci class that are within the interval L j. ni·
is the total number of instances belonging to the class Ci, and
n· j is the total number of instances that belong to the interval
L j, for i = 1,2, . . . , ` and j = 1,2, . . . ,k. So that:

ni· =
k

∑
j=1

ni j, n· j =
`

∑
i=1

ni j, N =
`

∑
i=1

k

∑
j=1

ni j

A. The Ameva discretization

Given discrete attributes C and L (k), the contingency co-

efficient, denoted by χ2(k)
de f
= χ2(L (k),C |X), defined as

χ
2(k) = N

(
−1+

`

∑
i=1

k

∑
j=1

n2
i j

ni·n· j

)
(2)

is considered. It is straightforward to prove that

max
X ,L (k),C

χ
2(k) = N(min{`,k}−1) (3)

Hence, the Ameva coefficient, Ameva(k)
de f
=

Ameva(L (k),C |X), is defined as follows:

Ameva(k) =
χ2(k)

k(`−1)
(4)

for k, `≥ 2. The Ameva criterion has the following properties:

• The minimum value of Ameva(k) is 0 and when this value
is achieved then both discrete attributes C and L (k) are
statistically independent and viceversa.

• The maximum value of Ameva(k) indicates the best cor-
relation between the class labels and the discrete inter-
vals. If k ≥ ` then, for all x ∈ Ci a unique j0 exists such
that x ∈ L j0 (the remaining intervals (k− `) have no ele-
ments); and if k < ` then, for all x ∈ L j, a unique i0 exists
such that x∈Ci0 (the remaining classes have no elements)
i.e. the highest value of the Ameva coefficient is achieved
when all values within a particular interval belong to the
same associated class for each interval.

• The aggregated value is divided by the number of inter-
vals k, hence the criterion favors discretization schemes
with the lowest number of intervals.

• From (3), it is followed that Amevamax(k)
de f
=

maxX ,L (k),C Ameva(k) = N(k−1)
k(`−1) if k < ` and N

k
otherwise. Hence, Amevamax(k) is an increasing function
of k if k ≤ `, and a decreasing function of k if k > `.
Therefore, maxk≥2 Amevamax(k) = Amevamax(`) i.e. the
maximum of the Ameva coefficient is achieved in the
optimal situation (all values of Ci are in a unique interval
L j and viceversa).

Therefore, the aim of the Ameva method is to maximize
the dependency relationship between the class labels C and
the continuous-values attribute L (k), and at the same time to
minimize the number of discrete intervals k.

B. The entropy

If ` = 1 or k = 1 then it is not possible to use the Ameva
method. Let us see these two cases (see Table 2 and Table 3):

Ci|L j L1 · · · L j · · · Lk ni·
C1 n11 · · · n1 j · · · n1k N
n· j n11 · · · n1 j · · · n1k N
Table 2: Contingency table at first case (`= 1)

Equation (2) can not be calculated by using Table 2 since it
is not possible divide by 0. Nevertheless, all the instances be-
long to the same class can be concluded that the dependence
is maximum. In this case, let us indicate that A∗(1) = 1.



 Ci|L j L1 ni·
C1 n11 n11
...

...
...

Ci ni1 ni1
...

...
...

C` n`1 n`1
n· j N N

Table 3: Contingency table at second case (k = 1)

With respect to Table 3, Ameva method is not possible to
use because χ2(k) = 0 and the Ameva coefficient does not
give any information about the dependence. However, the de-
pendence is not minimum and a new coefficient is necessary.
By taking into account that if all the instances are distributed
equally in all classes, the dependence is minimum, and if ex-
ists i such that ni1 = N, the dependence is maximum, then the
following coefficient, called Entropy, is considered:

A(1) = 1+
1

N ln`

`

∑
i=1

ni1 ln
(ni1

N

)
It holds that 0≤ A(1)≤ 1, and:

• If A(1) = 0, then ni1 =
N
` (minimum dependence).

• If A(1) = 1, then a unique ni1 exists that ni1 = N (maxi-
mum dependence).

Let us indicate these pathologic cases do not happen in a
standard discretization, but it is necessary taking into account
in the presented methodology in the next section.

III. THE METHODOLOGY

Given an attribute Xi where i = 1,2, . . . ,s, the Ameva dis-
cretization algorithm is applied to this attribute so that the
obtained intervals are considered as a new set of classes. This
set of classes is denoted as follows:

C i = {Ci
1,C

i
2, . . . ,C

i
`i
} (5)

Let us consider X p ⊂ X as the data subset that belongs to
the class Cp ∈ C where p = 1,2, . . . , `. From (5), for each
attribute X j with j = 1,2, . . . ,s, a Gi jp value is obtained from
C i as follows:

• If the X p data subset all belong to the same class Ci, then
Gi jp = A∗(1) = 1.
• If the subset of data belonging to different classes, then:

· If the values of the attribute X j are always in the same
interval, then Gi jp = A(1).
· If the values of the attribute x j are not always in

the same interval, then Gi jp = AmevaN(`i), where
AmevaN(`i) is defined as follows:

AmevaN(`i) =
`
′
i

Np
Ameva(`i)

provide that Np is the number of instances of the
class X p and `

′
i is the number of intervals of the at-

tribute Xi for which there is at least one value in the
data subset.

Note 1. This new Ameva coefficient is chosen in order to ob-
tain a normalized value 0≤ AmevaN(`i)≤ 1.

Furthermore, it is straightforward to prove that if i = j for
i = 1,2, · · · ,s, then Giip = 1, for all p = 1,2, · · · , `.

Given i, j = 1,2, · · · ,s, a Gi j value can be obtained by ap-
plying this methodology for all class Cp ∈C (p = 1,2, · · · , `),
and by considering different statistics as follows:

• The minimum Gmin
i j = minp Gi jp.

• The geometric mean Ggeo
i j =

√̀
∏

`
p=1 Gi jp.

• The arithmetic mean Garit
i j = 1

` ∑
`
p=1 Gi jp.

• The maximum Gmax
i j = maxp Gi jp.

It is well-known that the following relationship is hold:

Gmin
i j ≤ Ggeo

i j ≤ Garit
i j ≤ Gmax

i j

The main properties of the matrix G = (Gi j), that is,

G =


1 G12 · · · G1n

G21 1 · · · G2n
...

...
. . .

...
Gn1 Gn2 · · · 1


are the following: i) it is square and symmetric matrix; ii) the
values of the main diagonal are 1; and iii) 0≤ Gi j, G ji ≤ 1.

From the G matrix, a method of generating rules of depen-
dence between attributes can be defined. Thus, if a threshold
value is set to decide whether two attributes are dependent,
the elimination of features can be made. Let us illustrate it
with an example in the next section.

IV. APPLICATION TO MEDICAL DATA

Let us consider three different medical datasets to be used
in this application:



 • EEG Eye State dataset (1). This dataset was obtained us-
ing Emotiv EEG Neuroheadset during 117 seconds. Dur-
ing this time, eye states (open or closed) were detected.
This process was carried out via a camera during the EEG
measurement and added later manually to the file after
analysing the video frames. The dataset is composed of
14980 instances and 15 attributes.

• Diabetes 130-US hospitals for years 1999-2008 [17] (2).
The dataset represents 10 years (1999-2008) of clinical
care at 130 US hospitals and integrated delivery net-
works. It includes over 50 features representing patient
and hospital outcomes. The data contains such attributes
as patient number, race, gender, age, admission type,
time in hospital, medical specialty of admitting physi-
cian, number of lab test performed, HbA1c test result,
diagnosis, number of medication, diabetic medications,
number of outpatient, inpatient, and emergency visits in
the year before the hospitalization, etc. This dataset is
composed of 100000 instances grouped in 55 attributes.
Must be noted that in this case some missing values have
been detected.

• Multi-Class Cancer Diagnosis Using Tumor Gene Ex-
pression Signatures [18] (3). In this dataset have been
subjected 218 tumor samples, spanning 14 common tu-
mor types, achieved purely by molecular classification.
In this case, the tumor type has been classified using dis-
cretization technique based on Ameva. The last dataset
contains 144 instances with different cancer types and
16063 attributes for each one of these instances.

In this section, first dataset processing using the presented
methodology will be shown. The reason for select this dataset
is the number of attributes. In order to show the different ma-
trices generated by our algorithm, the lower the number of
attributes, the greater the clarity of the explanation. The sum-
mary of the remainder dataset results will be shown later.

The matrices generated by the presented methodology in
this paper from the EEG Eye State dataset are:

This result shows that it is possible to determine the depen-
dence of attributes of a dataset from the Ameva discretization
algorithm and the adjustments to resolve the inconsistencies
outlined above with the entropy. The coefficients in the min-
imum matrix for the labels of the data set under study (Table
4) determine the lowest coefficients of dependence between

1https://archive.ics.uci.edu/ml/datasets/EEG+
Eye+State

2https://archive.ics.uci.edu/ml/datasets/
Diabetes+130-US+hospitals+for+years+1999-2008

3http://www.broadinstitute.org/cgi-bin/cancer/
publications/pub\_paper.cgi?mode=view\&paper\_id=
61

all attributes. As can be identified from this analysis, attribute
1 is low correlated with attributes 4, 6 and 12. However, it’s
high correlated with attributes 3, 11, 13 and 14. These co-
efficients provide information about what is minimum cor-
relation level for the both attributes compared in a concrete
position of the table. If these values are high, it is possible
to conclude that the dependence between two attributes is
high. Therefore, these coefficients are a minimum threshold
for each pair of attributes, so it’s not possible to determine, if
the level is low, if both attributes are not correlated.

A similar conclusion can be obtained from the maximum
correlation matrix (Table 7). The coefficients provide infor-
mation about what is the maximum correlation value, regard-
less of the class, for each pair of attributes compared. In this
case, these coefficients are the maximum threshold values for
each pair of attributes. By hence, in this case it’s possible to
conclude, if the correlation level is low enough, that two at-
tributes are not correlated.

The most accurate result is achieved when the maximum
and minimum matrix are similar. In this case, the pair of at-
tributes under comparison, have the same dependence each
other regardless of the original class. Thus, it would be possi-
ble to choose any matrix for generate the discrimination rules.

The arithmetic mean (Table 6) and the geometric mean
matrices (Table 5) represent a global value of dependency.
While the geometric mean matrix rewards the worst situa-
tions about a class, leading to a low value on the global coef-
ficient, the arithmetic mean matrix balances the values of the
coefficients.

A possible interpretation to determine which attributes are
dependent of each other is to establish a threshold value.
From this limit, two attributes are dependent if the average
of the coefficients Gi j and G ji of the arithmetic mean matrix
is greater than or equal to this value.

In this case, the threshold value of 0.75 is established
to check which attributes are dependents. The pair Gi j, G ji
that reaches this threshold is G25, G52 because the arithmetic
mean of G25 and G52 is greater than 0.75. This conclusion in-
dicates that the features 2 and 5 are high correlated for most
of original labels and therefore, one of them can be removed
when the classification algorithm is executed.

Thus, in order to carried out a classification problem can
be declared that the X2 and X5 features are similar. This con-
clusion can be demonstrated using a classification algorithm.
In this case, in order to show the final results, Support Vector
Machine (SVM) [1] will be used.

Performance for the 1-v-r SVM, in the form of accuracy
rate, has been evaluated on models using the Gaussian kernel
with σ = 1, and C = 1. The criteria employed to estimate the
generalized accuracy is the 10-folds cross-validation on the



1,000 0,685 0,718 0,278 0,650 0,363 0,683 0,641 0,674 0,707 0,742 0,440 0,761 0,862
1,000 0,548 0,173 0,872 0,339 0,848 0,660 0,839 0,783 0,799 0,202 0,691 0,615

1,000 0,487 0,517 0,523 0,553 0,585 0,547 0,594 0,605 0,634 0,635 0,726
1,000 0,072 0,612 0,102 0,283 0,114 0,169 0,179 0,793 0,244 0,330

1,000 0,291 0,886 0,709 0,895 0,826 0,800 0,171 0,702 0,592
1,000 0,313 0,482 0,334 0,380 0,352 0,585 0,367 0,414

1,000 0,759 0,869 0,762 0,805 0,256 0,745 0,639
1,000 0,802 0,742 0,725 0,440 0,691 0,658

1,000 0,852 0,817 0,272 0,749 0,641
Sym. 1,000 0,831 0,336 0,780 0,696

1,000 0,335 0,849 0,735
1,000 0,410 0,496

1,000 0,775
1,000

Table 4: Gmin
EEG

1,000 0,745 0,733 0,350 0,713 0,450 0,729 0,666 0,728 0,759 0,793 0,471 0,809 0,877
1,000 0,593 0,184 0,900 0,399 0,851 0,671 0,841 0,791 0,816 0,257 0,752 0,678

1,000 0,545 0,544 0,573 0,561 0,611 0,572 0,611 0,634 0,637 0,666 0,732
1,000 0,101 0,663 0,149 0,315 0,154 0,216 0,214 0,810 0,295 0,396

1,000 0,370 0,923 0,737 0,918 0,855 0,839 0,199 0,756 0,655
1,000 0,421 0,548 0,421 0,461 0,432 0,641 0,457 0,486

1,000 0,761 0,901 0,816 0,837 0,268 0,775 0,678
1,000 0,803 0,764 0,753 0,445 0,718 0,666

1,000 0,880 0,854 0,277 0,787 0,688
Sym. 1,000 0,866 0,337 0,811 0,742

1,000 0,341 0,876 0,775
1,000 0,430 0,529

1,000 0,804
1,000

Table 5: Ggeo
EEG

1,000 0,748 0,733 0,360 0,716 0,460 0,731 0,667 0,731 0,761 0,794 0,472 0,810 0,877
1,000 0,595 0,184 0,901 0,404 0,851 0,671 0,841 0,791 0,816 0,264 0,755 0,681

1,000 0,549 0,545 0,576 0,561 0,612 0,572 0,611 0,634 0,637 0,667 0,732
1,000 0,106 0,665 0,160 0,317 0,161 0,223 0,218 0,811 0,301 0,403

1,000 0,380 0,924 0,738 0,919 0,855 0,840 0,202 0,758 0,658
1,000 0,439 0,552 0,433 0,470 0,441 0,643 0,468 0,492

1,000 0,761 0,902 0,818 0,838 0,268 0,775 0,679
1,000 0,803 0,764 0,753 0,445 0,718 0,666

1,000 0,881 0,854 0,277 0,789 0,690
Sym. 1,000 0,866 0,337 0,811 0,743

1,000 0,341 0,876 0,776
1,000 0,430 0,530

1,000 0,804
1,000

Table 6: Garit
EEG

1,000 0,811 0,748 0,441 0,782 0,557 0,779 0,692 0,787 0,815 0,846 0,503 0,859 0,892
1,000 0,643 0,195 0,930 0,468 0,853 0,682 0,843 0,800 0,833 0,326 0,818 0,747

1,000 0,610 0,573 0,628 0,569 0,638 0,598 0,628 0,664 0,639 0,699 0,737
1,000 0,141 0,718 0,217 0,352 0,208 0,276 0,257 0,828 0,358 0,475

1,000 0,470 0,961 0,766 0,942 0,885 0,879 0,232 0,814 0,725
1,000 0,566 0,622 0,531 0,560 0,529 0,702 0,568 0,570

1,000 0,764 0,935 0,874 0,870 0,281 0,806 0,718
1,000 0,804 0,786 0,782 0,450 0,746 0,674

1,000 0,910 0,892 0,282 0,828 0,739
Sym. 1,000 0,902 0,339 0,843 0,790

1,000 0,346 0,904 0,816
1,000 0,451 0,564

1,000 0,834
1,000

Table 7: Gmax
EEG



  training set. This procedure is repeated 120 times in order
to ensure good statistical behavior and to reduce the risk of
false positives and wrong conclusions. The obtained results
are shown below:

• With all features, the accuracy rate is 0.9184.
• Removing the second feature, the accuracy rate is 0.9113.
• Removing the fifth feature, the accuracy rate is 0.9109.
• Removing the fourth feature, the accuracy rate is 0.8791.

This example shows that the same algorithm executed
from different configurations of the original dataset, obtain
different results to be be studied. In first place, the accuracy of
the algorithm using all features is taken as gold standard for
the rest of configurations. If second feature is removed, the
accuracy is quite similar to that obtained when fifth feature is
removed. This is due to both features are high correlated. In-
stead, when fourth feature is removed, the difference in terms
of accuracy between the las two configurations and the last
one is evident. Furthermore, besides check that the accuracy
rate is not less when a feature is removed, the methodology
has discovered that these features introduce noise in the clas-
sification system. Therefore, under some conditions, it could
be profitable to remove these correlated feature in order to
improve the overall accuracy of used algorithms.

V. CONCLUSIONS AND FUTURE WORK

We have studied a method of discretization, Ameva, which
objective is to maximize the dependence between the inter-
vals on that divide the values of an attribute and the classes
to which they belong. Ameva algorithm provides at the same
time the minimum number of intervals, that is high recom-
mended to improve the classification speed and reduce the
energy consumption when these algorithms are executed un-
der critical power systems, such as mobile phones for exam-
ple.

Later, a methodology to reduce the number of feature set
based on dependence criteria was presented. In this vein,
there are not existing researches that directly address the fea-
tures number reduction problem using a similar approach.
This technique is based on the correlation between labels
an class intervals for each pair of features and is based on
Ameva discretization algorithm. The discretization algorithm
selected has been used in a field that was not previously de-
fined. Also, a new coefficient has been developed to deter-
mine the dependence between features when Ameva failed.

Finally, the development of the methodology has been
tested. The process has been applied to some medical data set
to obtain the dependent between their features. These kind of

information has a peculiar feature, so the number of instances
is very low with respect to the number of features. Compared
to other not medial data sets, this is a characteristic under the
Ameva algorithm has not been previously executed. Never-
theless, once made the testing over different data sets, it can
be demonstrated that the advantages of this approach are clear
when it is used with several instances and features. Further-
more, if one (or more) of these features determines the label
each instance belongs to, results are even better.

Regarding to future works that complements this research,
the design of an automatic method for creation of feature dis-
crimination rules is under development. This system will al-
low to define some improvements in this methodology to au-
tomatically setting of threshold values. Currently, these val-
ues are set manually depending on the case and the profile of
each attribute.
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