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a b s t r a c t

Conformance checking unleashes the full power of process mining: techniques from this discipline
enable the analysis of the quality of a process model through the discovery of event data, the
identification of potential deviations, and the projection of real traces onto process models. In this
way, the insights gained from the available event data can be transferred to a richer conceptual
level, amenable for human interpretation. Unfortunately, most of the aforementioned functionalities
are grounded in an extremely difficult fundamental problem: given an observed trace and a process
model, find the model trace that most closely resembles to the trace observed. This paper presents
an architecture that supports the creation and distribution of alignment subproblems based on
an innovative horizontal acyclic model decomposition, disengaged from the conformance checking
algorithm applied for their solution. This is supported by a Big Data infrastructure that facilitates
the customised distribution of a gross amount of data. Experiments are provided that testify to the
enormous potential of the architecture proposed, thereby opening the door to further research in
several directions.

© 2021 Elsevier Ltd. All rights reserved.
c
t
e
A
m
r

1. Introduction

By means of conceptual models, organisations tend to define
omplex business processes that must be followed to achieve
heir objectives [1]. Sometimes the corresponding processes are
istributed across various systems, in which the majority of cases
nclude human tasks, thereby inadvertently enabling the occur-
ence of unexpected deviations with respect to the (normative)
rocess model. This is aggravated by the appearance of increas-
ngly complex processes, where the observations are provided by
eterogeneous sources, such as Internet-of-Things (IoT) devices
nvolved in Cyber–physical Systems [2].

Conformance checking [3] techniques provide mechanisms to
elate modelled and observed behaviour, so that the deviations
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between the footprints left by process executions and the process
models that formalise the expected behaviour can be revealed.

One of the major challenges in conformance checking is the
alignment problem: given an observed trace σ , compute an end-
to-end model run that more closely resembles σ . Computing
alignments is an extremely difficult problem, with a complexity
exponential in the size of the model or the trace [4]. Intuitively,
computing an alignment requires a search through the state
space of the model which, in certain cases implies an exten-
sive exploration when the process model is large and/or highly
concurrent.

In order to face the challenge of computing alignments, the
conformance checking community has proposed widely differing
alternatives. Among these, we highlight decompositional tech-
niques, which break the alignment problem into segments, whose
solutions can be composed to reconstruct the final alignment [5–
8]. All these decompositional approaches feature a common strat-
egy which involves decomposing the problem by means of verti-
al cuts of the process model, and then projecting the traces in
he log accordingly in order to derive subtraces that only contain
vents of the alphabet corresponding to each model fragment.
lthough, in very particular cases (e.g., well-structured process
odels), the aforementioned decompositional approaches rep-

esent a significant alleviation of the alignment problem, they
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Fig. 1. Functional description of the Big Data architecture to compute
alignments.

rely on very stringent conditions (e.g., model fragments should
agree on the alphabet at the frontiers), and provide weak guaran-
tees (e.g., necessary conditions for deriving an alignment), which
hamper them from being applied in general.

In this paper, we step back from the decompositional ap-
roach, and focus on working at a more abstract, architectural
evel. As earlier mentioned, normally the complexity of comput-
ng the alignment problem has been addressed by means of the
orizontal and vertical decomposition techniques [9]. We propose
Big Data infrastructure focused on a specific horizontal decom-
osition, which involves the unfolding of process models, and
mploying the MapReduce paradigm [10] for the decomposition
nd aggregation. At first sight, our functional strategy (depicted in
ig. 1) will not bring any new ideas to the landscape of decompo-
itional techniques: the process model is decomposed into a set of
artial models, and traces in the log are projected into subtraces.
hese two types of elements are then distributed and their par-
ial solutions are composed to aggregate a final alignment. This
istribution of the problem may facilitate the simplification of
he problem, by splitting the conformance analysis into partial
odels (with smaller search spaces) and subtraces across several
odes (Map), and combining the partial alignments4 obtained

from different algorithms in the nodes (Reduce). The general idea
of applying MapReduce for conformance checking is not new, as is
analysed in the related work section. However, the Big Data [11]
framework proposed in this paper is innovative for the following
reasons:

• A new decomposition is proposed, which differs from the
aforementioned approaches in one important feature: in-
stead of a vertical cut, it is based on horizontal, end-to-end
cuts that can be obtained by what we call acyclic cover,
which originates from a partial order representation of the
initial process model. The horizontal decomposition of the
model limits the search space dividing the model into its
possible execution models, and analysing the alignment
with every trace. However, in the vertical decomposition,
both traces and the model are fragmented, thereby reducing
the search space for each part of the model and each trace
fragment.

• The framework enables the construction, distribution, and
parallelisation of the computing alignment between dif-
ferent nodes in a Big Data environment to be tuned in

4 Partial alignment means the computation of the alignment for a partial
odel and a subtrace.
2

accordance with the features of the problem and the avail-
able requirements. Moreover, the application of heuristics is
proposed to optimise the resolution of the subproblems.

• It enables us to choose and customise the conformance
checking algorithm, by making it possible to compute the
alignment with different techniques. In this case, we have
used the A* algorithm as a classic solution, and the Con-
straint Programming Paradigm [12] as a new solution, in
order to show how different types of alignment algorithms
can be applied in the distributed paradigm.

• The development of a practicable infrastructure based on
Big Data represents a leap forward in the resolution of
conformance checking problems of a more complex nature,
and reduces the resource limitations of the current solutions
evaluated locally.

The paper is organised as follows: Section 2 analyses the
related work. Section 3 includes the necessary foundations to
understand the state of the art and the proposal. Section 4 deter-
mines how the use of Big Data techniques provides mechanisms
for the partitioning and distribution of the computation of the
conformance checking analysis. Section 5 describes how the A*
algorithm and Constraint Programming can be applied to traces
that represent the acyclic horizontal partial models. Section 6
depicts the experiments carried out to evaluate our proposal, and
finally, Section 7 presents the conclusions.

2. Related work

The seminal work in [4] proposed the notion of alignment
and developed a technique based on A∗ to compute optimal
alignments for a particular class of process models. Improve-
ments of this approach have been presented recently in various
papers [13,14]. These approaches represent the state-of-the-art
technique for computing alignments, and can be adapted (at the
expense of a significant increase in the memory footprint) to
provide all optimal alignments. Alternatives to A∗ have appeared
in recent years: in the approach presented in [15], the align-
ment problem is mapped as an instance of automated planning.
Automata-based techniques have also appeared [16,17]. The tech-
niques in [16] (and recently extended in [18]) rely on state-space
exploration and determination of the automata corresponding to
both the event log and the process model, whilst the technique
in [17] is based on computing several subsets of activities and
projecting the alignment instances accordingly. In spite of the
significant progress made, the aforementioned techniques still
have problems in dealing with large inputs.

The work in [19] presents the notion of approximate alignment
to alleviate computational demands by proposing a recursive
paradigm on the basis of the structural theory of Petri nets. In
spite of its resource efficiency, the solution is not guaranteed
to be executable. Alternatively, the technique in [20] presents a
framework to reduce a process model and the event log accord-
ingly, with the goal of alleviating the computation of alignments.
The obtained alignment, calledmacro-alignment since some of the
positions are high-level elements, is expanded based on the infor-
mation gathered during the initial reduction. Techniques using
a local search have also recently been proposed [21]. Although
the approximate techniques can provide solutions where ex-
act/optimal techniques fail, they only provide certain guarantees
for very restricted classes of models.

Against this background, the process mining community has
focused on dividing and conquering the problem of computing
alignments as a valid alternative to this problem, with the aim
of alleviating its complexity without degrading the quality of
the solutions found. Our focus now turns to decompositional
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pproaches towards the computation of alignments, which are
ore closely related to the research of this paper.
Decompositional techniques have been presented [5–7] which,

nstead of computing optimal alignments, focus on the crucial
problem of whether a given trace fits a process model. These
techniques vertically decompose the process model into pieces
that satisfy certain conditions. Therefore, only valid decomposi-
tions [5], which satisfy restrictive conditions on the labels and
connections forming a decomposition, guarantee the derivation
of a real alignment. The notion of recomposition has since been
proposed on top of decompositional techniques, in order to obtain
optimal alignments whenever possible by modifying the decom-
position (typically by merging sets) when the required conditions
are not met [8]. In contrast to the aforementioned vertical de-
composition techniques, our methodology does not require this
last modification of partial solutions, and therefore can provide
a fast alternative to these methods at the expense of losing the
guarantee of optimality.

There has also been related work on the use of partial order
representations of process models for the computation of align-
ments. In [22], unfoldings are employed to capture all possible
transition relations of a model so that they can be used for online
conformance checking. In contrast, unfoldings were used recently
in a series of papers [23,24] to significantly accelerate the compu-
tation of alignments. We believe that these approaches, especially
the latter two, can easily be integrated into our framework.

The work of [18] can also be considered a decompositional
approach since it proposes decomposing the model into sequen-
tial elements (S-components) so that the state-space explosion of
having concurrent activities is significantly alleviated. This work
is compatible with the framework suggested in this paper since
the model restrictions assumed in [18] are satisfied by the partial
models arising from our horizontal decomposition.

Finally, the MapReduce distributed programming model has
previously been considered for process mining. For instance, Ev-
ermann applies it to process discovery [25], whilst [26] applies it
for monitoring declarative business processes.

3. Foundations

We denote ⊥ as the empty set. Let A be a set of elements, and
we denote A∗ as the set of all sequences over elements of A. Let
a, b ∈ (A∪{⊥})∗ be two sequences. We denote a̸⊥ as the sequence
a, but omit all elements ⊥ from a. We write a =̂ b if a̸⊥

= b̸⊥

holds.

3.1. Process models

In this paper, we describe process models and partial models
by means of labelled Petri nets.

Definition 1 (Labelled Petri Net). A labelled Petri net is a tuple
(P, T , F , Σ, ℓ) where P and T are finite disjoint sets of places and
transitions, respectively, F : (P × T ) ∪ (T × P) → {0, 1} is the
flow-relation, Σ is the alphabet, and ℓ : T → Σ ∪ {⊥} is the
labelling function.

Fig. 2 depicts a labelled Petri net. Places are represented by
circles and transitions by rectangles. Every transition has a unique
name and a label on top. Places and transitions are connected in
accordance with the flow-relation.

In Petri nets, there is the so-called firing rule. Transitions of a
Petri net can be fired, thereby changing the state of the net.
3

Fig. 2. A labelled Petri net.

Definition 2 (Firing Rule). Let N = (P, T , F , Σ, ℓ) be a labelled
Petri net. A function m : P → N0 is a marking of N . We define,
•t : P → {0, 1} as •t(p) := F (p, t), and t• : P → {0, 1} as
t • (p) := F (t, p). A transition t ∈ T is enabled at marking m if
m ≥ •t holds. If transition t is enabled, then transition t can be
fired. In this case, we write m [t⟩. Firing t changes the marking m
to m′

:= m − •t + t•. In this case, we write m [t⟩m′.

We depict a marking by putting black dots, called tokens, in
the places of the marking. For example, Fig. 2 depicts the initial
state of the labelled Petri net. The initial marking only contains
place i once. In this marking, only transition t1, labelled as A, is
enabled. Firing t1 leads to the marking where i does not carry a
token, and both places in the post-set of t1 each carry a token.

Starting at the initial marking, sequentially enabled sequences
of transitions are words of the language of the Petri net. The
related traces of labels are the so-called trace-language.

Definition 3 (Language of a Petri Net). Let N = (P, T , F , Σ, ℓ) be a
labelled Petri net. A marked Petri net is a tuple (N,m0,mf ) where
m0 is the initial marking and mf is the final marking. A sequence
⟨t1, . . . , tn⟩ ∈ T ∗ is a firing sequence. If there is a sequence
of markings ⟨m1, . . . ,mn+1⟩ such that m1 [t1⟩m2, m2 [t2⟩m3, . . .,
mn [tn⟩mn+1 holds, we can write m1 [t1, . . . , tn⟩mn+1.

L(N) := {⟨t1, . . . , tn⟩ ∈ T ∗
|m0 [t1, . . . , tn⟩mf }

T (N) := {σ ∈ Σ∗
| ⟨t1, . . . , tn⟩ ∈ L(N) ∧ σ =̂ ⟨ℓ(t1), . . . , ℓ(tn)⟩}

L(N) is the language of N; T (N) is the trace-language of N .

In Fig. 2, if we assume the final marking where only place f
carries one token, for example ⟨t1, t2, t3, t6, t7⟩ and ⟨t1, t2, t3, t5,
t4, t2, t3, t7⟩ are words of the language, and ⟨A, B, C, F ,G⟩ and
⟨A, B, C, E,D, B, C,G⟩ are the related traces.

3.2. Conformance checking

Event logs record the behaviour observed from the execution
of a business process.

Definition 4 (Trace, Event Log). Let Σ be an alphabet. A sequence
σ ∈ Σ∗ is a trace. A multi-set of traces L : Σ∗

→ N0 is an event
log.

The classic notion of aligning an event log and a process model
was introduced by [4]. An alignment maps a trace of an event
log to a firing sequence of the model. An alignment replays the
trace and the firing sequence simultaneously, where either the
trace, the firing sequence, or both move. Trace and sequence are
allowed to move synchronously only if the label of the transition
matches the event.

We consider the Petri net depicted in Fig. 2 with initial state i
and final state f . By aligning the Petri net to the trace ⟨A, A, B, C,
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D, B, C,G⟩ for instance, we obtain numerous possible alignments,
here moves of the trace are at the top, and moves of the model
re at the bottom of a table.

A A B C D B C ⊥ G
t1 ⊥ t2 t3 t4 t2 t3 t5 t7
A A B C D B ⊥ C G
t1 ⊥ t2 t3 t4 t2 t5 t3 t7
A A B C D B ⊥ C G
⊥ t1 t2 t3 t4 t2 t6 t3 t7

. . .

Definition 5 (Alignment). Let N = (P, T , F , Σ, ℓ,m0,mf ) be a
arked Petri net, σ be a trace of an event log L : Σ∗

→ N0, and
∈ L(N) be a firing sequence. The set

:= {(a, t) ∈ (Σ × T )|ℓ(t) = a} ∪ (Σ × {⊥}) ∪ ({⊥} × T )

s the set of legal moves. An element ⟨(a1, t1), . . . , (an, tn)⟩ ∈ M∗

s an alignment of σ and τ iff ⟨a1, . . . , an⟩ =̂ σ and ⟨t1, . . . , tn⟩ˆ τ holds.

We define a cost-function to attain a cost for every alignment.
very move of an alignment adds to its cost, where asynchronous
oves add greater cost than synchronous moves [4].

efinition 6 (Cost-Function). Let N = (P, T , F , Σ, ℓ) be a labelled
etri net and let L : Σ∗

→ N0 be an event log. Let 0 ≤ δ1 < δ2, δ3
old. We define the cost-function λδ1,δ2,δ3 : M∗

→ N0 as follows:
or every alignment α = ⟨(a1, t1), . . . , (an, tn)⟩ ∈ M∗, we define

(α)δ1,δ2,δ3 := δ1 · |{(a, t) ∈ α | a = ℓ(t)}|
+ δ2 · |{(a, ⊥) ∈ α}|

+ δ3 · |{(⊥, t) ∈ α}|

We fix a cost-function to calculate a so-called optimal align-
ent between a trace of an event log and a process model. An
ptimal alignment is an alignment with a lowest cost. In the
revious example, if we define the cost of an asynchronous move
s 1 and the cost of a synchronous move as 0, then the depicted
lignments have a cost of 2.

. Computing conformance checking with big data

.1. Overview of the approach

The fundamental problem in conformance checking involves
ligning a trace concerning a process model [3]. This problem,
nown as the alignment problem, is a search (which can be highly

time-consuming) to find a model trace similar (according to a
cost-function) to the observed trace. Please refer to Section 2 for
a complete overview of the current approaches for computing
alignments.

Derived from the complexity of the alignment problem, we
present a solution based on the creation of simpler problems that
can be distributed on a Big Data architecture that aims to facilitate
the computation of alignments on a grand scale. In this paper,
we assume both process models and logs can be decomposed
so that we can take advantage of a Big Data infrastructure, and
therefore the fundamental problem of computing an alignment
can be distributed over the infrastructure in a MapReduce fash-
ion [10]. As will be observed see in Section 5, to instantiate
the architecture for a real situation, we build upon our previous
work [12] and the case of a partial order decomposition of a
process model (see Section 4.2). However, while the architecture
 p

4

presented in this section is not tied to any particular confor-
mance checking algorithm, the decomposition technique must be
based on the extraction of subtraces and the unfolding of a pro-
cess model into partial models through horizontal decomposition.
Other decompositional approaches available in the literature [5–
7] might be employed, but lead to changes in the way in which
the Generate partitions of Problems, Map, and Reduce activities
are implemented. Furthermore, it should be borne in mind that
other decompositional approaches must be capable of forming
partitions so that these can be distributed among the nodes of
the cluster.

In order to determine each of these parameters that describe
how the subproblems are created, distributed, solved, and com-
bined, Fig. 3 summarises the workflow followed in our approach.
Since our proposal is not hooked to a specific alignment al-
gorithm, it has been tested with two very different algorithms
to analyse how the type of conformance technique algorithms
can affect the Map and Reduce stages. In the first phase, the
alignment algorithm is determined, as are the subtraces5 and
partial models. These are obtained through the unfolding process,
which applies a horizontal decomposition technique. Once these
aspects are defined, a subtrace and partial model pre-processing
are needed (see Pre-process traces and partial models) to deter-
mine certain features used in the heuristics for the subsequent
problem distribution. The system is then set up (see Setting pa-
rameters and heuristics) in terms of the number of partitions
(set of alignment subproblems) to be distributed in each node,
the subproblem assignations to each node according to the pa-
rameters obtained from the previous activity, the thresholds of
time used for solving each subproblem, and the threshold of
memory in the nodes of each cluster. When the parameters are
configured, the MapReduce paradigm can be applied following
the following three activities: Generate partitions of problems, Map
— Distribution and compute partitions, and Reduce — Combine
results. These are given in detail in Sections 4.2, 4.3, and 4.4,
respectively. The framework follows the idea of the MapReduce
paradigm as depicted in Fig. 4. The input of the problem is the set
of alignment problems formed of a combination of a subtrace and
a partial model. These alignment problems will be distributed in
different divisions solved in each node, where the Map function is
applied obtaining a map ⟨key, value⟩ whose key is the trace and
the value is the alignment found for the set of traces involved
in this subproblem. All the partial solutions represented by maps
are then combined.

Our framework provides a mechanism to set up the parame-
ters to perform the alignment analysis in a more efficient way.
Therefore, after a solution is found, the parameters (i.e., timeout
and number of partitions) can be adjusted to re-execute the
alignment analysis, thereby reducing the time.

4.2. Generate partitions of problems

As indicated in Section 1, we aim to alleviate the complexity
of a conformance checking problem by dividing a model into a set
of partial models. A partial model covers a part of the behaviour
of the original model. Furthermore, a partial model needs to be
acyclic and conflict-free. Finally, it should be borne in mind that
the approach assumes that partial models are generated through
horizontal decomposition.

5 As the reader will identify later, in this paper we use the term subtrace
o stress the fact that the methodology proposed is general, although, in our
articular explanations, subtraces will be full traces.
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efinition 7 (Partial Model, Cover). Let N = (P, T , F , Σ, ℓ,

m0,mf ) and N ′
= (P ′, T ′, F ′, Σ ′, ℓ′,m′

0,m
′

f ) be two marked Petri
ets. N ′ is conflict-free iff (m [t1⟩m′

∧ m [t2⟩) H⇒ m′ [t2⟩ holds.
We call N ′ a partial model of N iff N ′ is conflict-free, acyclic, and
(N ′) ⊆ T (N) holds. We call a set of partial models {N1, . . . ,Nn}

a cover of N iff
⋃

i T (Ni) = T (N) holds.

In this respect, a partial alignment is the computation of the
alignment of a partial model.

Fig. 5 depicts a partial model of Fig. 2. The depicted marked
Petri net is conflict-free, acyclic, and its trace-language is {⟨A, B,
C, E,G⟩, ⟨A, B, E, C,G⟩, ⟨A, E, B, C,G⟩}. Obviously, this trace-
language is a sub-set of the trace-language of Fig. 2. Fig. 6 depicts
another partial model. In this example, transitions t2 and t5 carry
he label B, while transitions t3 and t6 carry the label C . Thus, the
loop of Fig. 2 is unfolded.

One straightforward approach to splitting a Petri net into a
cover is to calculate its branching process [27]. It is well-known
that the set of so-called process nets of a branching process is
a cover. It should be borne in mind that the branching process
itself can be infinite, but given the maximal length of a trace of
the log, we can always determine a sufficient depth to calculate
an appropriate prefix of a cover for the alignment problem at
hand. In the literature, there is a rich body of approaches to
calculating finite representations of an infinite branching process
in a reasonable time [28].
5

Fig. 5. A partial model of Fig. 2.

Fig. 7 depicts a prefix of the branching process of the model
f Fig. 2. This acyclic labelled net is able to execute all traces
p to length seven of the original model. It is a prefix because
he looping behaviour of transitions B, C , and D generate infinite
ehaviour. In a branching process, a model is unfolded so that
ll places have at most one preceding transition, for instance, the
wo places (see p5 and p10) behind transitions labelled by E and
F . In Fig. 2, this pair is only one place (see p5). The same holds
for all places before transitions labelled by B and places behind
transitions labelled by D. In the original model, they are just one
place (see p1 in Fig. 2). Thus, conflicts and cycles are unfolded. Ev-
ery connected subnet of a branching process, whereby all places
have at most one subsequent transition, is called an occurrence
net. For example, the set of transitions {t1, t2, t3, t5, t7}, with all
connected places, form the partial model of Fig. 5. Transitions
{t , t , t , t , t , t , t , t } are the partial model of Fig. 6.
1 2 3 4 6 8 10 13
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Fig. 6. Another partial model of Fig. 2.
Fig. 7. A prefix of the branching process of Fig. 2.
The use of occurrence nets of branching processes constitutes
nly one of many possibilities for the horizontal decomposition of
model. Log-based unfolding [29] and token flow-based unfold-

ng [28] can generate similar decompositions. In the more general
etting of the paper, the set of partial models is required to be
iven as a set of acyclic, conflict-free marked Petri nets.
Every trace of a partial model can be replayed by its original

odel. Thus, for every alignment of the partial model, there is a
elated alignment in the original model that incurs the same cost.
or example, the firing sequence ⟨t1, t2, t3, t4, t5, t7, t6, t8⟩ of the

partial model depicted in Fig. 6 can be replayed by the original
model depicted in Fig. 2 by ⟨t1, t2, t3, t4, t2, t6, t3, t7⟩. Obviously,
related (replayed) alignments have the same cost:

A A B C D B ⊥ C G
⊥ t1 t2 t3 t4 t5 t7 t6 t8
↑ ↑ ↑ ↑ ↑ ↑ ↑ ↑ ↑

⊥ t1 t2 t3 t4 t2 t6 t3 t7

If a set of partial models covers a Petri net, then, for every
lignment of the original model, there exists a partial model
overing each alignment. This holds true since the set of partial
odels can replay every trace of the original model. An optimal
lignment can be therefore be calculated for the original model
y calculating an optimal alignment for the set of partial models.

The division of the problem into smaller partitions forms the
ase of the application of the MapReduce paradigm. It is therefore
ecessary to tackle the problem of partitioning an alignment
roblem (AP) into a set of subproblems by distributing the set

of traces of an event log and the set of partial models extracted
from a process model. Firstly, and Fig. 3, the process model and
log are decomposed into subtraces and partial models that can
be analysed independently, thereby obtaining the alignment in a
more efficient way.

Definition 8 (Decomposition, Alignment Subproblem). Let AP be an
alignment problem aligning a set of traces Tr = {tr1, tr2, . . . , trn}
o a model M . Let Pm = {pm1, pm2, . . . , pmm} be a cover of M .
e call every element pr ∈ (Tr × Pm) an alignment subproblem.
e write AP = (Tr × Pm) and call (Tr × Pm) a decomposition of
P into n · m subproblems.
6

Fig. 8. Partitions and sets of subproblems.

In an ideal scenario with unlimited resources, each alignment
subproblem could be solved independently and in parallel. In
this case, the total run-time needed to solve AP would be the
time spent on the most complex subproblem plus the time spent
combining the partial alignments. Here, we would need as many
nodes as subproblems to process all subproblems in parallel.

In real-life applications, the number of subproblems is much
too high to simply generate a node for every problem. Thus,
subproblems need to share nodes. To control the distribution of
subproblems to nodes, the set of all possible subproblems is par-
titioned into groups of subproblems that share the same features.
Features are made up of the involved trace and partial alignments
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Fig. 9. Activity diagram to describe the Map algorithm.
alculated in other subproblems. How to properly group and dis-
ribute subproblems to calculate solutions efficiently is analysed
elow.

efinition 9 (Partitions). Let Tr be a set of traces. We call a
et of disjoint sets of traces {Tr1, Tr2, . . . , Trn} a partition of Tr
if Tr =

⋃n
i=1 Tri holds. Let Pm be a set of partial models. We

all a set of disjoint sets of partial models {Pm1, Pm2, . . . , Pmm}
partition of Pm if Pm =

⋃m
i=1 Pmi holds. Let Tri be a set of the

artition of Tr and let Pmj be a set of the partition of Pm. We call
r(i,j) := (Tri × Pmj) a partition of the alignment subproblems.

Partitions pr(i,j) define sets of alignment subproblems. When
each alignment subproblem (Tri × Pmj) is solved, a partial align-
ment is obtained. Figure schematically 8 depicts partitions of Tr
and Pm and the resulting sets of alignment subproblems.

In the next subsection, we will discuss the distribution of
every partition of alignment problems following the MapReduce
strategy [10], which is a programming model to support parallel
computing for large collections of data.
7

4.3. Map - Distribute and compute alignment problem partitions

The Map function is based on solving smaller problems,
thereby obtaining partial solutions for their subsequent combi-
nation. The algorithm used in the map function is represented
in Fig. 9. It receives a partition of subproblems and creates
a dictionary of partial solutions with default values. For each
subproblem, it then makes a lower-bound estimation for the
possible alignment that can be taken before it is solved. This
estimation is employed to sort the subproblems to solve in the
same partition (sequentially solved). The estimation is obtained
by comparing model and trace: (1) checking the size of the trace
w.r.t. the maximum number of events that can be extracted from
the submodel (e.g., if the trace has 100 events and the longest
trace generated by the submodel is 90, then the alignment (see
Definitions 5 and 6) must be at least 10); (2) the events that
occur in the trace but not in the model and vice versa; and (3)
considering the number of occurrences of events with regard to
the submodel (e.g., if the event A is repeated three times in the
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race but only twice in the submodel, then the alignment cost
ust be at least 1). These values are calculated and aggregated

o generate an estimation as the lowest value that the alignment
an take. If an alignment subproblem discovers better alignment
han the estimation for the same trace, then it is illogical to
valuate the remaining subproblems with an inferior estimation.
he partition of subproblems is then sorted by estimation in
scending order. Sorting is crucial for the optimisation of the
xecution time since it prevents the alignment process from ex-
cuting subproblems that would fail to provide an improvement
f the best alignment found up to that moment (see Note 1 in
ig. 9). If a new alignment is obtained, then the partial solution
ssociated with that trace is updated if the new alignment value
s better than the previous value (see Note 2 in Fig. 9). Note
hat the partial solutions have an attribute called isOptimal. This
ill be true when it is possible to guarantee that the solution
ssociated with this trace is the optimal solution (note that the
otion of non-optimality is introduced due to the existence of a
imeout, which prevents the search space from being searched in
ts entirety). If the isOptimal attribute of any of the subproblems
hat were executed is marked as false due to the timeout being
reached, then we cannot guarantee that the solution to any
other subproblem associated to that trace is the optimal solution,
because any other subproblem with a better previously executed
estimation value could have returned a better alignment value if
the timeout had not been reached.

In order to illustrate the algorithm, Fig. 10 presents the iter-
ation of the partition presented in Fig. 9. At this point, it should
be borne in mind that the partitions are already sorted by estima-
tion. There are four elements to process, and hence, there are four
iterations. In Iteration 1, the subproblem ⟨tr1, pm2⟩ is processed.
The alignment process is then executed because the estimation
yields a value of 2, which could improve the partial solution found
until the moment (∞). Once the alignment value (6) has been
computed, the partial solution for tr1 ⟨tr1, pm2, 6, true⟩ is stored.
In Iteration 2, we have a similar situation with ⟨tr2, pm1⟩, where
the partial solution is also updated after obtaining an alignment
of 5. However, the timeout was fired, and therefore the align-
ment cannot be guaranteed to be optimal (⟨tr2, pm1, 5, false⟩).
However Iteration 3 does not execute the alignment process nor
update the partial solution previously obtained for tr1, since the
estimation for the subproblem ⟨tr1, pm1⟩ is greater than the best
optimal computed alignment.

In Iteration 4, the same situation arises, and hence the partial
solution formerly found for tr2 is not updated.

4.4. Reduce - Combining alignment problem result

The Reduce phase is responsible for combining the partial
solutions that are generated during the Map phase. Each partition
yielded a set of partial solutions, with the following information:
trace, partial model, alignment value, and an indicator pointing
out whether the solution is optimal or if it is impossible to
ensure that the alignment obtained is the optimal solution. In this
phase, all the partial solutions corresponding to the same trace
are combined, and that with the best alignment value is selected
as the best solution for such a trace.

Fig. 11 depicts the Reduce process, and includes some partial
solutions to show the execution. The proposal is based on the
function known as reduceByKey, which groups data in terms of
the key of the data provided by the map function, and then
applies a function in order to combine the values associated
with each key. For the alignment problem, the Reduce phase
groups the partial solutions with the same key (i.e., with the same
trace), and combines every partial solution in the same group,
thereby obtaining another partial solution. Following the example
8

of Fig. 11, the tuples of Partial Solutions 1 and 2 are grouped
according to their trace (tr1 and tr2). The tuples in each of these
groups are combined returning a single tuple in each case. The
new obtained partial solution follows the form:

• trace: the trace that was employed to create the groups and
is shared by every tuple in the group.

• partial model: the partial model whose alignment is mini-
mal for that trace.

• alignment: the minimal alignment of every tuple.
• isOptimal: the ∧ combination of the isOptimal values of

every tuple. This means that if it is false for a tuple, then the
other tuples related to the same trace will also be marked
as false, since it is impossible to ensure that the found
alignment is optimal because the problem has not been fully
analysed.

5. Interchangeable solutions for encoding alignment

The MapReduce algorithm presented in the previous section
can be applied to various types of alignment techniques, sub-
traces, and partial models. Several algorithms that have tackled
the conformance checking problem in the context of business
processes (see Section 2 for a full description). In this section, two
such algorithms are included: the A* algorithm as an example
of a classic algorithm developed by other authors [4]; and a
new implemented solution based on the Constraint Programming
Paradigm. These two algorithms have the same objective (i.e., to
discover the alignment). However, we have included the Con-
straint Programming Paradigm since it enables certain special
features to be incorporated, such as restricting the domain of the
possible value where the alignment can be found, and determin-
ing a maximum time of resolution per subproblem that returns
the best solution found up until the timeout.

5.1. Alignment based on the A* algorithm

One of the most relevant solutions to computing alignments
found in the literature is the A* algorithm [4]. It has been suc-
cessfully employed as a feasible approximation to discover the
optimal alignment between the process model and traces [3].
Essentially, the model and trace are combined into a synchronous
product. Fig. 12 illustrates the synchronous product, and presents
the partial model, obtained from a cover (see Definition 7) given
in Fig. 6, and the log trace: ⟨A, B, E,D, C, B, C, F ,G⟩.

The simplest way to compute alignment is to build the reacha-
bility graph (see Definition 7, [3]) from the synchronous product,
and then to deduce the shortest path from the initial mark-
ing to the final marking. However, the construction of the full
reachability graph is not always possible due to the state space
explosion problem. To overcome this problem, the reachability
graph is built in pieces. The A* algorithm is efficiently used (see
Chapter 7.3, Procedure 2 [3]) to compute the shortest path. The
core of the A* algorithm relies on a heuristic function, f (m) =

g(m) + h(m), which guides the search, where g(m) is the cost
of the path from the initial marking to m. For instance, for any
reachable state m, A* must determine h(m) ≤ h∗(m), where h∗(m)
is the shortest path from m to the final marking. There are cases
in which A* fails to compute the alignments since it is highly
complex and time-consuming (e.g., in models with a very high
levels of parallelism [18]).

Our approach integrates the implementation of the A* algo-
rithm provided by the Python library PM4Py.6

6 PM4Py: https://pm4py.fit.fraunhofer.de/.

https://pm4py.fit.fraunhofer.de/
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Fig. 10. Execution trace of the Map function.
Fig. 11. Execution trace of the Reduce function.
Fig. 12. Example of synchronous product of model and trace.
5.2. Alignment based on constraint programming

The Constraint Programming paradigm is a general-purpose
technique that can be applied to optimise problems. Since the
alignment problem is an optimisation problem that can be dis-
tributed, the incorporation of this new solution in our framework
is considered to be relevant as an evolution of a previous pro-
posal [12]. Moreover, since the alignment computation can be
modelled as a variable and restrictions whose domain can be
bounded, and thanks to the decomposition of the model into
submodels, we consider it relevant to analyse how the former
resolution of subproblems can be used to tighten the possible
domain for the analysis in further resolutions. The partial model,
obtained from a cover (see Definition 7) given in Fig. 6, and the
9

log trace: ⟨A, B, E,D, C, B, C, F ,G⟩, are used as a running example
to illustrate the encoding based on Constraint Programming. The
partial model can contain concurrent paths, that is, there would
be and-splits that divide the execution into various branches that
can be executed in parallel.

In our approach, the computation of the alignment problem
of a log trace and a partial model is encoded as a Constraint
Problem for the reduction in running time and resources of the
proposal presented in [12]. Thus, the information extracted from
the partial model and the trace, such as the name of transitions,
events, the execution, order and their possible positions, are
translated into variables, constraints, and an objective function
of a Constraint Optimisation Problem (COP). The horizontal de-
composition can ensure that the resulting partial models contain
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r-splits. In fact, this helps reduce the complexity of the COP
egarding the number of restrictions and the number of variables
nd the domain of the variables.

.2.1. Constraint and optimisation problems in a nutshell
Constraint Programming is a paradigm that permits the declar-

tive description of the constraints that determine a problem [30,
1]. Constraint Programming brings together a set of algorithms
o determine the solutions of a problem described.

efinition 10 (The Constraint Satisfaction Problem). (CSP) is de-
fined by a 3-tuple ⟨X , D, C⟩, where X = {x1, . . ., xn} is a finite
set of variables, D = {d(x1), . . ., d(xn)} is a set of domains of the
values of the variables, and C = {C1, . . ., Cm} is a set of constraints.
Each constraint Ci determines relations R between a subset of the
variables V = {xi, xj, . . ., xl}.

A constraint Ci = (Vi, Ri) simultaneously specifies the possible
values of the variables in V that satisfy R. Let Vk = {xk1 , . . ., xkl}
be a subset of X , and an l-tuple (xk1 , . . ., xkl ) from d(xk1 ), . . ., d(xkl )
can therefore be called an instantiation of the variables in Vk. An
instantiation is a solution iff it satisfies the constraints C. The CSP
solvers enable one tuple of instantiation of one, multiple, or all
these values to be sought in accordance with the requirement of
the problem.

An example of its applicability in the alignment context is
given by its representation of the order relation existing in the
models and the traces, as found in Fig. 6. By using a set of
variables to represent the order of the events, and by satisfying
the relative constraints of the activities that appear in the partial
model, the alignment can be encoded in the following CSP.

// Variables
positionA , positionB , positionC . . . in the domain {0..trace.length-1}
// Constraints of the log trace
positionA == 0
positionC == 1
positionB == 2
positionAD == 3
. . .

positionAZ == 14
// Constraints of the partial model
positionA < positionC
positionC < positionAC
positionC < positionAF
positionAC < positionAD
. . .

If the model and the event cannot be aligned, this CSP will
ot be satisfied. However, no more feedback regarding the level
f misalignment is provided by the resolution of the CSP. In
his case, a Constraint Optimisation Problem (COP) is able to
scertain the minimal distance between the partial model and the
og observed since a COP is a CSP that includes an optimisation
unction. Only the solution of the CSP that satisfies the optimal
unction can be the solution of the COP.

Constraint Optimisation Problems (COPs) have already been
mployed to detect the alignment between the expected and
he observed behaviour in model-based diagnosis [32,33], specif-
cally when the behaviour is described by means of business
rocess models [34–36]. These studies used the concept of reified
onstraints as a mechanism to assign a Boolean value to the
onstraints included in the model [34], whereby a constraint that
annot be satisfied during the CSP resolution can be relaxed. Since
he idea is to determine the minimal distance between the model
nd the log, these relaxed constraints must be the minimum

umber, defined as the objective of the function to be optimised.

10
ollowing the previous example, the COP below is created where
he Ref variables relate to the reified constraints.

// Variables
RefA , RefC , RefC . . . in the domain {0..1}
positionA , positionB , positionC . . . in the domain {0..trace.lenght-1}
// Constraints of trace
positionA == 0
positionC == 1
positionB == 2
positionAD == 3
. . .

positionA == 14
// Constraints of the model
RefA ∧ RefC H⇒ (positionA < positionC )
RefC ∧ RefAC H⇒ (positionC < positionAC )
RefC ∧ RefAF H⇒ (positionC < positionAF )
RefAC ∧ RefAD H⇒ (positionAC < positionAD)
. . .

maximize(RefA + RefC + . . . + RefAF )

Although the idea of the COP modelling follows the previous
COP, in the following subsection, we approach the definition
included in Section 3 in relation with a COP to determine the
alignment between a partial model and a log trace.

5.2.2. Constraint optimisation problem for solving an alignment sub-
problem

Our proposal builds the COP from the perspective of the place-
ment of the events in a positional order that satisfies both the log
trace order and that of the partial model. However if this is not
possible, then a number of the constraints are ignored from the
COP firing reified constraints. The structure of the COP is as shown
in Fig. 13.

As defined above, a COP is composed of a set of variables, a
set of constraints, and an objective function. It is important to
take into account the possibility that an event can appear more
than once in a log trace derived, for example, from an unfolding
process. In this case, a relabelling of the events is necessary
to differentiate the variables that represent one or another ,
although some constraints must be included to express that they
can represent the same transition. In detail, a COP is formed of:

• Variables for the Log Events: for each event in the log trace,
two variables are created:

– Position (pos): Integer variable with a domain between
0 and the number of events, that is, all the different
locations of the events. This domain represents all the
possible positions with respect to the partial model. In
the running example, all the variables receive a domain
from 0 to 8 since 9 is the total number of events,
although the event E is not in the partial model and
the transition H in the partial model is not included in
the events.

– Deviation (dev): Boolean variable which represents the
correct or incorrect order of the event according to the
model. Thus, semantically the false value indicates that
the event is aligned with the partial model, and the true
value indicates otherwise. These variables are the key
to obtain the log and model moves in the alignment
calculation as will be seen in the objective function.
These variables are also used to enable/disable the
firing of the reified constraints of the COP.

• Constraints to enforce Log Traces: According to the log-
relation of the events in the trace, the events are enforced
to take those positions. Thus, a set of reified constraints are

built to represent conditions of the position of the events
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Fig. 13. COP for the example of Fig. 6.
m

with respect to the log trace. For instance, event A occurs
first:

¬A.dev H⇒ A.pos == 0 (1)

In the case where the event does not occur in the partial
model, it is a deviation, and therefore a constraint is in-
cluded to force the establishment of a true value for the dev
variable of the event, as occurs with event E:

E.dev == true (2)

In the case of the repeated events, the COP must evaluate all
the possibilities of occurrence, as in the case of B1 and B2.
The reified constraint must consider the two possibilities, as
follows:

¬B1.dev H⇒ B1.pos == 1 ∨ B1.pos == 5 (3)

• Constraints to Enforce Partial Model Run: These reified con-
straints represent conditions of the position (pos) of the
events with regard to the partial model. The reified con-
straint describes whether an event can be aligned according
to the partial model. According to the flow-relation of the
partial model, we build reified constraints to represent the
related ‘later than’-relations between the occurrences of
transitions. It should be taken into account that, in the par-
tial models used in our proposal, the XORs are eliminated,
and every transition of the model participates in any correct
event log. Therefore, the next constraint is an example of
this type of reified constraint:

¬A.dev ∧ ¬B1.dev H⇒ A.pos < B1.pos (4)

The reified constraint means that if events A and B1 are
aligned with the model, then the value assigned to pos of
event A has to be lower than the values of pos of event B1.
In the case of repeated events (e.g., B1 and B2), extra con-
straints have to be included in order to prevent their occur-
rence at the same position:

B1.pos ̸= B2.pos (5)

When a transition in the model is not supported by the

execution of an event (taking into account that in the partial

11
model supported by the proposal every transition must be
involved in a correct trace since only and-branches are in-
cluded), constraints related to this transition are not added,
although a misalignment will be included (a model move).
See below for a description of how this is computed.

• Optimisation function: The objective function strives to find
a solution that minimises the number of deviations. The
Boolean variables are considered as Integer, that is, false is
the 0 value and true is the 1 value. As shown in Fig. 13,
the objective function is the minimisation of the sum of all
deviation variables of our problem. Thus, finding a solution
(an assignment) where all the dev variables are fixed as false,
means that every event of the log trace is aligned with the
partial model. In the case where any dev variable is fixed to
true, the alignment will be, at least, the number of dev true
values.

This COP enables the possible deviations between the partial
odels and the events to be detected:

• Log moves: The log moves are determined by consulting the
false values fixed in the deviation (dev). If the dev variable
of an event reach a false value, then this event does not
produce a log move. When an event does not occur in the
partial model, this situation is a log move, and therefore this
situation is controlled by forcing the true value in the dev
variable of the event.

• Model moves: Model moves occur when there exists a
transition in the partial model that does not occur in the
log trace. This situation is easy to identify since a partial
model is conflict-free (see Definition 7), meaning that all the
transitions must occur in a partial model run. Hence, this
situation is penalised as a model move by adding one to the
alignment cost function.

Subsequent to the COP resolution, the log and model moves
are known, and therefore the alignment cost function can be
determined as follows:

alignment =

i∑
ei∈Tr

ei.dev  
+

i∑
ei∈Pm∧ei /∈Tr

1

   (6)
log moves model moves
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For the example, the COP reached two optimal solutions where
he alignment is equal to 3: one value for the E.dev = true, and
nother value due to the C1.dev = true (D.dev = true in the other
quivalent solution) since it is impossible to locate it according
o the log trace, and another value because H does not occur in
he log trace.

The inclusion of the time limit is crucial in Constraint Pro-
ramming since the solvers return partial solutions during its
xecution. If the solver is stopped by the time limit, then we have,
t least, the best option found up to that moment, although it may
ot be the global optimal since the search space has not been
ompletely solved.

. Experiments and evaluation

In order to evaluate our proposal, we have performed vari-
us tests to compare the distributed approach proposed in this
aper with the classic standalone A* algorithm for computing
lignments. Regarding the distributed approach, two algorithms
re employed for encoding alignments: the A* algorithm and the
OP-based approach presented in this paper (see Section 5). This
ection is structured as follows:

• Design of the architecture and the technology stack to sup-
port our framework (see Section 6.1).

• Selection of a set of representative datasets (see Section 6.2)
that includes examples which work better with the dis-
tributed approach proposed in this paper, and examples
which work better with the classic standalone approach. The
configuration of the parameters is also studied.

• Analysis of the approach proposed in this paper, by solv-
ing the alignment subproblems derived from the previously
selected datasets. The distributed approach is compared to
the classic standalone approach (see Section 6.3). For the
evaluation and comparison, the performance is considered
in terms of the Elapsed Real Time (ERT )7 related to the
computation of the alignments.

.1. Architecture

We propose the use of a three-layer architecture, as shown
n Fig. 14. Additionally, we include information regarding the
echnological stack that has been employed to instantiate this
rchitecture and to perform the experiments.

• Storage Layer. The role of this layer is to store the log and
process model so that these can be accessed by the nodes
that comprise the system. In our particular implementation,
it is based on Hadoop HDFS,8 which is a distributed storage
system.

• Persistence Layer. This layer is intended to store the results
of the alignments. Our implementation relies on the NoSQL
database MongoDB.9

• Computing layer. It is intended to perform the computing
operations related to the generation and distribution of par-
titions and computing alignments. Our implementation is
based on Apache Spark,10 which is a distributed computing
framework that enables users to implement applications for
the distribution of tasks and Big Data processing.

7 The Elapsed Real Time (ERT ) is the time from the start of the execution of
program to its completion.
8 HDFS: https://hadoop.apache.org/.
9 MongoDB: https://www.mongodb.com/.

10 Apache Spark: https://spark.apache.org/.
12
The mechanism for the generation and distribution of parti-
tions explained in Section 4.2 has been implemented in Apache
Spark. As mentioned earlier, we have integrated the PM4Py11
platform for the computation of alignments using the A* algo-
rithm. On the other hand, the COPs have been implemented with
ILOG CPLEX12 although other solvers can be applied. Regarding
the architecture of the Apache Spark cluster (i.e., the architecture
of the Computing layer), it is composed of five nodes. Each node
is configured with 16GB of RAM and 4 CPUs. This cluster is
composed of three types of nodes:

• Cluster manager. This is responsible for monitoring and as-
signing resources among the nodes of the cluster. There is
one node entirely dedicated to this task.

• Driver program. This node is responsible for distributing the
tasks among the Executor nodes. Regarding our implemen-
tation, it will schedule the partitioning process by assigning
the partitions and their related tasks to the executor nodes.
In our case, the driver program is configured to use 8 GB of
RAM and 1 CPU by default, and it is run on one of the five
nodes of the cluster.

• Executor nodes. These nodes execute the tasks assigned by
the driver program. They receive the partitions and exe-
cute their corresponding tasks. We configured each executor
node with 8 GB of RAM and 4 CPUs by default. Each of the
four nodes of the cluster hosts one executor.

Both the source code with the implementation of the frame-
work and the datasets used for the experimentation are available
at http://www.idea.us.es/confcheckingbigdata/.

6.2. Setting experiments

Five benchmark datasets have been used for the experiments.
These are composed of a set of files in XES format as event
logs and a set of partial models in Labelled partial order (LPO)
format [37]. For a better understanding, the LPO format is a
simplification but remains compatible with the PNML format. An
LPO represents a run of a place/transition Petri net if it is enabled
w.r.t the net. The events of the LPO modelling transition occur-
rences can fire in the net in accordance with the concurrency and
dependency relations given by the LPO.

The event logs and Petri nets employed to illustrate how our
proposal works with problems of different sizes are extracted
from [20,38,39], whereas the partial models are obtained from
the unfolding of Petri nets. Table 1 summarises the dimensions
of the datasets employed for this evaluation in terms of: (1) the
event logs (number of cases, events, variants, and size); (2) Petri
net (number of places, transitions, arcs, and the Cardoso metric
(CFC) [40]); and (3) partial models (number of unfolded partial
models, number of problems to compute to solve the alignment
problem and size, regarding the number of problems to tackle).

Once traces and partial models are combined, the total number
of subproblems (see Num. of Problems of Table 1) is derived
from the application of the Cartesian product and their required
theoretical storage space. The objective of this table involves
obtaining an estimate of the complexity involved in the solution
of all the problems of each dataset, especially M5 and prGm6,
in which more than five and forty million subproblems must be
solved, respectively. Approximately, the approach must manage
a total of 96 GB and 2.5 TB of data volume, as appear for M5 and
prGm6 in the table. The distribution of the alignment computation

11 PM4Py: https://pm4py.fit.fraunhofer.de/.
12 IBM-ILOG CPLEX: https://www.ibm.com/products/ilog-cplex-optimization-
studio.

https://hadoop.apache.org/
https://www.mongodb.com/
https://spark.apache.org/
http://www.idea.us.es/confcheckingbigdata/
https://pm4py.fit.fraunhofer.de/
https://www.ibm.com/products/ilog-cplex-optimization-studio
https://www.ibm.com/products/ilog-cplex-optimization-studio
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an imply the transfer of a vast amount of data between the ex-
cutors, thereby producing a negative impact on the performance.
or this reason, the access to traces and partial models has been
entralised and they are each accessed by a unique identifier.
The main aspects that might influence the performance of our

pproach include the setup configuration in terms of the number
f partitions for the set of traces (n), and the number of partitions
or a set of partial models (m). It is crucial to ascertain out the best
etup in terms of the timeout, n, and m, albeit dependent on the
ype of problem. These parameters are configured as explained
elow:

• Grouping the subproblems from the same trace in a par-
tition helps to reduce the number of subproblems to
solve. The approach is optimised in order to prevent the
execution of subproblems for two reasons: (a) a subprob-
lem is executed iff its estimation of the alignment is lower
than the best alignment value obtained for the subproblem
related to the same trace in the same partition; and (b) the
subproblems are sorted by estimation in ascending order.
In consequence, when any subproblem is not executed for
the aforementioned reason, the execution of the remaining
subproblems related to the same trace are skipped since the
estimation will always be worse. For this reason, a good
setup should concentrate all the problems related to the
same trace in the fewest number of partitions as possible,
but without over-reducing the parallelisation. By setting n
equal to the number of cases in the log, we can assure that
each partition will contain subproblems related to the same
trace. Hence, this parameter is set to: 500 for M2, M5 and
M8; 1265 for CCC20d, and 1200 for prGm6.

• Balancing the number of partitions of alignment sub-
problems. Some alignment subproblems are too complex
and may lead to the formation of bottlenecks in the resolu-
tion of the whole alignment problem. A proper partitioning
might help in preventing such bottlenecks. For instance,
if there is a low number of partitions, it is possible to
take advantage of the factor explained above (i.e., avoid-
ing mixing subproblems generated from different traces).
The drawback of a low number of partitions is that there
could be one or several partitions with a group of complex
subproblems which would disproportionately increase the

workload of certain executors, while simultaneously leaving a

13
other executors idle. The other extreme involves having a
high number of partitions. In such a case, the number of
subproblems to be solved would increase, since it would
not take advantage of the factor previously explained. In
this situation, we assume the rule of thumb to be that the
higher the number of partitions is, the more subproblems
are solved. However, the lower the number of partitions is,
the fewer subproblems are solved, although this situation
may trigger the creation of bottlenecks. Since it is not pos-
sible to know what is the best number of partitions for each
dataset, we will test the following values for m in the tests:
1, 2, 4, 5, 6, 8, 12, and 16.

In addition, for each configuration, 10 executions will be per-
ormed, and all the results depicted are the average of those
xecutions.

.3. Results of the experiments

This section is organised as follows. First, Section 6.3.1 high-
ights the results obtained from the distributed approach pro-
osed in Section 4. Two algorithms are compared with this ap-
roach: the A* algorithm, and the COP-based approach. Secondly,
ection 6.3.2 compares those results with the classic standalone
pproach with the A* algorithm.
The metric we employ in order to measure and compare each

pproach is the Elapsed Real Time (ERT )13 for each scenario and
dataset. Each ERT shown in this section comprises the average of
ten executions.

The evaluation is performed by means of an analytic study.
This study includes: (i) graphics which depict how the ERT
evolves as the number of partitions increases; and (ii) an analysis
of the trendline of each dataset. By analysing the slope of each
trendline, we can quantitatively observe how the ERT scales as
the number of partitions increases. For each dataset, if the slope
is positive, it means that the creation of more partitions (i.e., a
better distribution) is not beneficial for that dataset, and the
greater the slope is, the worse it scales. If the slope is negative,
it means that the approach does scale well for that dataset (and
the less steep the slope is, the better it scales). The slope also
enables a comparison between several datasets with the same
configuration.

13 The Elapsed Real Time (ERT ) is the time from the start of the execution of
program to the end of it.
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atasets used for the experimentation.
Dataset Event log Petri net Partial models

Cases Events Variants Size (MB) Places Transitions Arcs CFC Num. of models Num. of problems Size (MB)

M2 [20] 500 8,809 500 2.20 34 34 160 36 102 51,000 509.4
M5 [20] 500 17,028 500 4.2 35 33 156 35 10,545 5,272,500 96,989
M8 [20] 500 8,246 432 2.1 17 15 72 18 4,1590 2,079.5 31,408.733
CCC20d [38] 1265 28,440 732 13.3 45 44 94 47 26 32,890 346.619
prGm6 [39] 1200 171,685 335 41.8 714 335 1644 383 33,457 40,148,400 2,488,254.81
6.3.1. Results obtained from the distributed approach
The chart in Fig. 15a shows the evolution of the ERT increasing

he number of partitions of the set of partial models (m) for the
atasets M2, M5, M8, and CCC20d. For these tests, no timeout
as been established since the A* algorithm can solve all the
ubproblems in a reasonable time. Therefore, all the alignments
hat have been obtained are optimal. Note that the results for
rGm6 are not in the chart because of the complexity in that
articular case, and it is therefore analysed separately.
In detail, the best ERTs forM5 andM8 have been obtained with
= 2. From there, the ERTs tend to worsen. If the slopes of their

rendlines are analysed, that for M5 is 0.08, while that for M8 is
.16. For M2 and CCC20d, the best ERT is obtained with m = 1,
nd the slopes of their trendlines are 0.22 and 0.57, respectively.
his means that M5 benefits more from the distribution than the
ther three datasets.
As aforementioned, the results obtained for the dataset prGm6

are depicted in Fig. 15b. Due to memory issues arising from the
size of the partitions, it has not been possible to employ values
for m from 1 to 6. For this reason, we have used the following
values for m in this benchmark: 8, 10, 12, 13, 14, 16, 20, and 24.
The best ERT value is obtained for m = 24, with the slope of
the trendline at −1.28. It means that this dataset benefits from a
better distribution, since the ERT tends to decrease as the number
of partitions increases.

From these results, we can conclude that the datasets that
produce a larger number of subproblems more benefit are from a
larger distribution. It is especially noticeable in the prGm6 dataset,
as it has a clear tendency to decrease the ERT when the number
of partitions increases. It should be noted that M5, which also
produces a large number of alignment subproblems, has a slope
of 0.08, which shows better scalability than M8, M2, and CCC20d.

Next, we present the results obtained from the distributed
approach with the COP-based approach. Fig. 15c shows the evo-
lution of the ERT increasing the number of partitions of the set
of partial models (m). Once again, the larger m becomes, the
smaller are the distributed partitions. For these tests, a timeout of
500 ms per subproblem has been established, since the COP is not
capable of solving all the subproblems in a reasonable time if it
is unbounded (note that the datasets which have a large number
of subproblems might contain a high number thereof producing
bottlenecks). Therefore, certain alignments might not achieve the
optimal. In the next section, the percentage of traces per dataset
for which an optimal alignment value is found will be shown
and analysed. Due to the excessive memory consumption by the
COPs, it has been impossible to successfully complete any of the
executions for the prGm6 dataset; hence no results are shown.

Analysing the results for M5 and M8, the best ERT is obtained
for m = 6. The slopes of the trendline for the two datasets are
−3.13 and −1.44, respectively. This shows that the distribution
of the alignment subproblems improve the resolution in terms
of ERT . This is observed when ERT is compared to the previous
results with the A* algorithm, where the slopes for M5 and M8
are 0.08 and 0.16, respectively. However, in absolute terms, the
ERT tends to be higher with the COP solver.

On the other hand, for M2 and CCC20d, the best ERT value is

btained for m = 1. The slopes of both datasets are 0.02, and

14
0.06, respectively, which also shows a better scaling than in the
previous case with the A* algorithm. For these datasets, the ERTs
are similar to those obtained with the A* algorithm.

6.3.2. Comparing the A* algorithm in standalone with the distributed
approaches

Fig. 16a presents a comparison between the ERT of the A*
algorithm in standalone, and the best results obtained from the
distributed approach.14 ,15

Fig. 16b depicts the percentage of optimal alignments found
over the set of traces for each dataset. Note that the only dataset
for which the COP-based approach is able to find an optimal value
for all the traces is CCC20d.

In summary, the distributed approach attains better results for
M2, M5, and prGm6 with the A* algorithm, and for CCC20d with
the COP-based approach. The datasets which produce a larger
number of subproblems, in general, gain greater benefits from
a larger distribution (note that the trendlines of M5 and M8
have a negative slope when solved with the COP-based approach,
and a slightly positive tendency when solved with A*). Note also
that datasets with extremely complex models might be solved
in a reasonable time with the distributed approach, as can be
seen with prGm6. However, in certain cases, the application of
decomposition and the distribution of the subproblems fails to
produce the best results. For example, the best results of M8 were
obtained from the standalone A* algorithm. This is due to the
characteristics of the model. An in-depth study into the factors
which make a decomposition worthwhile in terms of ERT could
be performed in the future.

By comparing the distributed approach with A* and the COP-
based approach, we can conclude that the more complex the
algorithm for computing alignments is, the more benefits the
execution attains from a larger distribution. This is justified by the
fact that the slopes of the trendlines tend to be closer to zero or
negative as the time spent by the subproblems increases. It is es-
pecially noticeable in the case of the COP-based approach, which
takes more time per subproblem than does the A* algorithm.

In the light of the results, we can conclude that our approach
to decomposing the alignment problem into subproblems and
their subsequent distribution, in general, achieves better results
in terms of ERT in comparison with the standalone approach.
Finally, we remark that the complexity of the conformance check-
ing algorithm exerts a heavy influence both on the ERT and on the
number of optimal alignments (e.g., the COP-based approach).

7. Conclusion

In this paper, a Big Data framework is provided for the paral-
lelisation and distribution of the conformance checking analysis
disengaged from the algorithm applied. The creation of subprob-
lems that can be solved distributed makes it possible to tackle

14 There are no results for the COP-based approach in standalone since the
COP implementation proposed in this paper was only conceived to be performed
in distributed scenarios.
15 There are no results for the prGm6 and the A* algorithm in standalone
because the PM4Py execution took more than 24 h without yielding any result.
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Fig. 15. Results in terms of ERT for the distributed algorithm (logarithmic scale).
Fig. 16. Comparison between the standalone A* and the distributed A* and the COP-based approach in terms of ERT and percentage of optimal traces.
problems whose complexity could not be approached with local
algorithms. For the decomposition, we have proposed an innova-
tive horizontal technique to build subproblems whose resolution
is based on a map function, and combined by a reduceByKey
trategy, with the improvement of an estimation metric that
revents the resolution of unpromising subproblems.
The proposed framework includes the capacity of customis-

ng the distribution of models and traces to determine the best
onfiguration for the distribution of the alignment resolution.
o demonstrate the applicability of our proposal, the framework
as been tested by two alignment techniques: the classic A* ap-
roach and a new approach based on the Constraint Optimisation
aradigm. The analysis of these two options is derived from the
15
interest in comparing a classic solution with others, such as Con-
straint Optimisation Problems, which enables the domain to be
enclosed and the amount of time available for finding an optimal
alignment value to be limited. Five different datasets have been
used for testing our framework to compare local (standalone)
and distributed solutions, the distributed solution among them,
and the effects of the configuration of the distribution on the
performance. In summary, the framework provides a high degree
of flexibility, since it facilitates the tuning of the parameters that
determine the level of distribution of the subproblems, the appli-
cation of different alignment algorithms, and the applicability of
an estimation of the alignment, before it is computed, in order to
prevent the analysis of unpromising subproblems.
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From this analysis of the experiments, it is possible to find
xamples where a local solver is more efficient, but for other
xamples, the distribution of the problem is more efficient than
he local. By comparing the two algorithms in distributed sce-
arios, it is possible to pinpoint the problem areas where each
lgorithm can find a better solution or take a shorter time. This is
hy we plan to carry out a more in-depth analysis of the features
f the models and logs in order to characterise the problems in
erms of ascertaining which performs better before computing
he alignments.
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